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Résumé

L’objectif principal des réseaux électriques est de convertir l’énergie d’une forme na-
turelle à la forme électrique et aussi de la distribuer aux clients avec la meilleure qualité.
L’énergie électrique est une des formes d’énergie les plus utilisées dans l’industrie, dans
les résidences, aux bureaux et dans le transport. Présentement, la complexité des réseaux
électriques augmente continuellement en raison de la croissance des interconnexions et de
l’utilisation des nouvelles technologies. Également, la croissance de la demande d’énergie
électrique a forcé l’utilisation des réseaux électriques à leur capacité maximale et donc près
de la limite de stabilité. Dans ces conditions, si le système est soumis à une perturbation,
la chute de la tension ou celle de la fréquence serait très probable. Par conséquent, les
équipements de contrôle, qui constituent une structure avec plusieurs niveaux de contrôle,
peuvent aider les réseaux électriques à surmonter les événements imprévus. Les récentes
pannes dans les réseaux électriques démontrent le besoin urgent d’une structure de contrôles
multi-nivéaux basés sur une technologie avec très rapide réponse appelée en anglais Wide
Area Measurement and Control system (WAMAC). Présentement, le Wide Area Mea-
surement System (WAMS) qui utilise le Global Positioning System (GPS) et la technolo-
gie satellite, joue un rôle important dans différentes parties du système de contrôle des
réseaux électriques pour empêcher les pannes globales ou locales du système. Les informa-
tions transférées par cette technologie seraient employées dans un contrôleur global appelé
Wide Area Controller en anglais pour améliorer la performance dynamique des réseaux
électriques pendant et après les perturbations.

Donc, pour implémenter un Wide-Area Controller dans cette thèse, nous présenterons
un plan multi-étapes pour l’amélioration de la stabilité du système et l’amortissement des
oscillations du réseau. La première étape de ce plan serait l’estimation d’état dynamique
des réseaux électriques en utilisant des phaseurs qui sont accessibles de Phasor Measure-
ment Unit (PMU). Les angles des machines synchrones estimés à la première étape, qui
pourrait nous montrer l’état des oscillations du réseau, seront utilisés comme des signaux
d’entrée pour le contrôleur. La deuxième étape de notre plan est de trouver les meilleurs
eplacements des dispositifs FACTS sur le réseau électrique pour augmenter la puissance
transmise dans le réseau, maximiser la chargeabilité et minimiser les pertes. Après le
placement optimal des dispositifs FACTS, la troisième étape consiste à implémenter le
Wide-Area Controller. Ce contrôleur reçoit les états estimés, qui sont disponibles à par-
tir des résultats de la première étape, et d’autres informations de partout dans le réseau
en utilisant des PMUs. Après la vérification des signaux reçus, le contrôleur commande
des contrôleurs locaux, tels que les contrôleurs des dispositifs FACTS qui ont été placés
de façon optimale à la deuxième étape. Le contrôleur implémenté modifie les signaux de
référence des éléments locaux pour améliorer la performance dynamique du système et
amortir les oscillations du réseau.
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Abstract

The main goal of power system is to convert the energy from one of its natural forms
to the electrical form and deliver it to the costumers with the best quality. So far, the
complexity of power system is continually increasing because of the growth in interconnec-
tions and use of new technologies. Also, the growth of electrical energy demand has forced
the power networks to work with the maximum possible capacity and in turn near the
stability limits. In this condition, if the system is subjected to a disturbance, the voltage
or frequency collapse events would be more probable. Therefore the control equipments,
which constitute a multi level control structure, can help the power system to overcome
the contingencies. Recent collapse events in the power system networks show the urgent
need for such a multi level control structure based on a rapid response technology such as
Wide Area Measurement and Control (WAMAC). Nowadays, the wide area measurement
and monitoring, which uses the Global Positioning System (GPS) and satellite technology,
plays an important role in different parts of power system control strategies to prevent
from global or local collapses. The information transferred by this technology would be
employed in a master central controller, called wide area controller, to improve the power
system dynamic performance during and after disturbances.

From this point of view, in this thesis we will present a multi-step plan for system
stability improvement and network oscillations damping by implementing a FACTS-based
wide-area power oscillation damper (WA-POD) controller. The first step of this plan would
be the dynamic state estimation of power system using the phasor measurements signals
accessible from Phasor Measurement Units (PMUs). The estimated rotor angles of the
synchronous machines from the first step, which could show us the network oscillations
condition, will be used as the input signals of the wide-area controller. The second step of
this plan is to find the best locations of FACTS devices to increase the power transmitted
by network, maximize the system loadability and minimize the transmission line losses.
After optimal placement of FACTS controllers, the third step is to implement a wide-area
damping controller which receives the estimated rotor angles, available from the results of
step one, and other information from all over the network, and then modifies the set points
of optimized local control utilities such as FACTS device controllers. The implemented
wide area controller, which acts as a master controller, sends the reference signals and set-
points to the local FACTS controllers such as UPFC to improve the oscillations damping
performance. This result in higher transfer limits across major transmission interfaces and
less blackouts in terms of frequency, duration and consequences.
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4.1 Setting parameters of genetic algorithm. . . . . . . . . . . . . . . . . . . . 114
4.2 Bounds of POD and PSS parameters. . . . . . . . . . . . . . . . . . . . . . 114
4.3 Optimized parameters of POD and PSS using genetic algorithm. . . . . . . 115
4.4 The result of allocation process for UPFC device in the 14-bus test system. 117
4.5 Damping Performance of the 14-bus test system in 4 different categories. . 126

B.1 Variables and constants values. . . . . . . . . . . . . . . . . . . . . . . . . 137



List of Figures

1.1 A schematic of control center: Phasor Data Concentrator (PDC). . . . . . 4
1.2 Architecture of a wide area monitoring, control and protection system. . . 6
1.3 An overall schematic of different steps of thesis. . . . . . . . . . . . . . . . 7

2.1 Synchronous machine connected to infinite-bus via the transmission lines. . 14
2.2 Overview of the dynamic state estimator for a synchronous machine. . . . 17
2.3 Implementation of EKF algorithm: Using the embedded Matlab function

block which uses Tm, Efd, Vt and Pt as its input signals. . . . . . . . . . . 20
2.4 EKF estimation results for states and output signals in two condition: (a)

Noise-free results. (b) Noise-added results. . . . . . . . . . . . . . . . . . . 21
2.5 Principle of the Unscented Transformation (UT). . . . . . . . . . . . . . . 22
2.6 Implementation of UKF algorithm: Using the embedded Matlab function

block which uses Tm, Efd, Vt and Pt as its input signals. . . . . . . . . . . 26
2.7 UKF estimation results for states and output signals in two condition: (a)

Noise-free results. (b) Noise-added results. . . . . . . . . . . . . . . . . . . 27
2.8 Mid-point short-circuit fault. . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.9 UKF state estimation results in short-circuit faults for two post-fault con-

ditions: (a) Stable. (b) Unstable. . . . . . . . . . . . . . . . . . . . . . . . 29
2.10 Implementation of EKF-UI algorithm: Using the embedded Matlab function

block which uses Tm, Vt, Pt and Qt as its input signals. . . . . . . . . . . . 38
2.11 EKF-UI state estimation results without noise: (a) Estimated states. (b)

Estimated outputs and estimated unknown input. . . . . . . . . . . . . . . 39
2.12 EKF-UI state estimation results with noise: (a) Estimated states. (b) Esti-

mated outputs and estimated unknown input. . . . . . . . . . . . . . . . . 40
2.13 EKF-UI state estimation results with Tm=Ramp and Efd=Step: (a) Esti-

mated states. (b) Estimated outputs and estimated unknown input. . . . . 41
2.14 EKF-UI state estimation results with Tm=Constant and Efd=Ramp: (a)

Estimated states. (b) Estimated outputs and estimated unknown input. . . 42
2.15 EKF-UI state estimation results in stable short-circuit fault: (a) Estimated

states. (b) Estimated outputs and estimated unknown input. . . . . . . . . 43
2.16 EKF-UI state estimation results in unstable short-circuit fault: (a) Esti-

mated states. (b) Estimated outputs and estimated unknown input. . . . . 44
2.17 Parameter estimation using EKF-UI method for inertia constant J. . . . . 45



3.1 The schematic of transmission line. . . . . . . . . . . . . . . . . . . . . . . 52
3.2 Operational modeling of series FACTS devices: (a) The line with FACTS

devices. (b) The line with injected equivalent power. . . . . . . . . . . . . 52
3.3 Operational modeling of shunt FACTS devices: (a) The line with shunt

FACTS devices between two buses. (b) The line with shunt FACTS devices
at one bus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.4 The schematic of classic π model of branch. . . . . . . . . . . . . . . . . . 54
3.5 Two configurations for allocating of FACTS device in analytical modeling:

(a) Shunt FACTS device. (b) Series FACTS device. . . . . . . . . . . . . . 55
3.6 The Static Var Compensator (SVC) : (a) The circuit structure. (b) The V -I

operating area. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.7 The Static Var Compensator : (a) The symbol of SVC. (b) The model of

SVC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.8 The modified configuration of a branch with SVC at the middle of the line. 57
3.9 The star-triangle transformation for modeling the middle-line inserted SVC. 58
3.10 The modified parameters of branch in function of QSV C :(a) The modified

parameters: y′ii = y′kk and b′c. (b) The modified parameters: r′ik and x′ik. . . 59
3.11 The Static Synchronous Compensator: (a) The STATCOM structure. (b)

The voltage-current characteristic. . . . . . . . . . . . . . . . . . . . . . . . 60
3.12 The internal control loop of a STATCOM with Energy Storage (SMES). . 60
3.13 The STATCOM with SMES: (a) The symbol of device. (b) The model of

device. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.14 The modified configuration of a branch with the STATCOM with SMES at

the middle of the line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.15 The modified parameters of branch in function of PSMES:(a) The modified

parameters: y′ii = y′kk and b′c. (b) The modified parameters: r′ik and x′ik. . . 64
3.16 The modified parameters of branch in function of QSTATCOM and PSMES

simultaneously:(a) The modified parameters: y′ii = y′kk and b′c. (b) The
modified parameters: r′ik and x′ik. . . . . . . . . . . . . . . . . . . . . . . . 65

3.17 The Thyristor-Controlled Series Capacitor: (a) The TCSC structure. (b)
The TCSC voltage-current characteristic. (c) The TCSC operating area. . 66

3.18 The TCSC: (a) The symbol of device. (b) The model of device. . . . . . . 67
3.19 The TCSC inserted in the line. . . . . . . . . . . . . . . . . . . . . . . . . 67
3.20 The Thyristor-Controlled Voltage Regulator:(a) The TCVR structure. (b)

The TCVR configuration in the line. . . . . . . . . . . . . . . . . . . . . . 68
3.21 The TCPST structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.22 The Unified Power Flow Controller:(a) The UPFC structure. (b) The equiv-

alent circuit of UPFC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.23 Branch model in Matpower software for power flow analysis. . . . . . . . . 70
3.24 FACTS devices effects on variables of active power flow equation. . . . . . 71
3.25 Effect of SVC inserted in branch 5 on: (a) The voltage of buses. (b) The

reactive power flow of lines. . . . . . . . . . . . . . . . . . . . . . . . . . . 72

xii



3.26 Effect of TCSC inserted in branch 3 on: (a) The active power flow of lines.
(b) The reactive power flow of lines. . . . . . . . . . . . . . . . . . . . . . . 72

3.27 The effect of inserted TCVR on: (a) The voltage of buses. (b) The reactive
power flow of lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.28 The effect of inserted TCPST on: (a) The voltage of buses. (b) The reactive
power flow of lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.29 Effect of inserted STATCOM with SMES on: (a) and (c) The voltage of
buses. (b) and (d) The active power flow of lines. . . . . . . . . . . . . . . 74

3.30 Genetic Algorithm: (a) Original individuals. (b) Mutation on each single
individual. (c) Crossover between two original individuals. . . . . . . . . . 75

3.31 The two terms of fitness function: (a) The OVL term related to over-loaded
lines. (b) The VBL term related to voltage level of buses. . . . . . . . . . . 78

3.32 Main graphical user interface of FACTS Placement Toolbox. . . . . . . . . 79
3.33 The graphical user interface for: (a) FACTS selection. (b) Genetic algorithm

settings. (c) Power network selection. . . . . . . . . . . . . . . . . . . . . . 80
3.34 Flow chart of overall procedure of FACTS Placement Toolbox. . . . . . . . 81
3.35 Typical example of an individual of multi-type FACTS device allocation:

(a) Category 4. (b) Category 5. (c) Category 6. . . . . . . . . . . . . . . . 82
3.36 The graphical user interface for the first case study the 30-bus test system:

(a) Selected FACTS devices. (b) Selected power network. . . . . . . . . . 84
3.37 The results of FACTS placement toolbox in 30-bus test system for the se-

lected FACTS devices by user. . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.38 The module for selecting the user load factor and bus for plotting V -P graph. 86
3.39 Comparing voltages magnitudes of all buses of the 30-bus test system at:

(a) Maximum load factor λmax = 1.61. (b) For user-selected load factor
λuser = 1.90. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.40 Comparing the V -P graph for verifying the loadability improvement in the
30-bus power network with FACTS: (a) Bus number 10. (b) Bus number 22. 88

3.41 Effects of FACTS devices in the 30-bus test system on: (a) Power flow
transmitted in branches. (b) Transmission line losses in branches. . . . . . 88

3.42 Comparing total loss of transmission lines of 30-bus test system with and
without FACTS devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

3.43 Effects of FACTS devices in the 30-bus test system on fitness function (Fit)
terms: (a) The VBL term. (b) The OVL term. . . . . . . . . . . . . . . . . 89

3.44 Comparing voltages magnitudes of all buses of the 57-bus test system at
maximum load factor λmax = 1.21. . . . . . . . . . . . . . . . . . . . . . . 90

3.45 The V -P graph based on CPF analysis for verifying the loadability improve-
ment in the 57-bus power network: (a) Bus number 40. (b) Bus number
22. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.46 Comparing total loss of transmission lines of the 57-bus test system with
and without FACTS devices. . . . . . . . . . . . . . . . . . . . . . . . . . . 92

xiii



3.47 Effects of FACTS devices in 57-bus test system on fitness function terms:
(a) The VBL term. (b) The OVL term. . . . . . . . . . . . . . . . . . . . . 92

3.48 Comparing voltages magnitudes of all buses of the 300-bus test system at
maximum load factor λmax = 1.13. . . . . . . . . . . . . . . . . . . . . . . 93

3.49 Comparing total loss of transmission lines in the 300-bus test system with
and without FACTS devices. . . . . . . . . . . . . . . . . . . . . . . . . . . 94
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The function of electric power system is to convert energy from one of the naturally
available forms to the electrical form and to transport it to the points of consumption to
be used in other forms such as heat, light, and mechanical energy. The advantage of the
electrical form of energy relies in the flexibility of its transport and control with a high
degree of efficiency and reliability [1]. As a result, power system networks have become
so important for the entire society and large efforts must be made to prevent them from
collapse and instability scenarios.

Recent collapse events all over the world show the urgent need for stabilizing power
systems beyond the classic technologies such as Supervisory Control and Data Acquisition
system (SCADA). Increasing demands on the power system, forces the system to work near
its stability limits and it will increase further the system problems such as instabilities
and collapses. One promising way is to provide a system wide protection and control
complementary to the conventional local equipment which could be named as Wide Area
Measurement and Control system (WAMAC). The mentioned technology is used to save
the system from a partial or total blackout in operational situations when equipment is
faulted or operated outside its limitations [2, 3].

1.1 Research Motivation

The duty of the power system control is to design and operate the power system in accept-
able ranges for the voltage and as well for the frequency. In addition, the control utilities
are developed for some other fundamental requirements like providing continually the load
demand for active and reactive power and energy production at minimum cost. These
control units, need several levels of controls involving a complex array of devices which
could be categorized as:

• Generation Unit Controllers such as: Governor, AGC, AVR and PSS.

• Transmission System Controllers such as: FACTS devices.

The above described control scheme, which can be named as local control units, are
designed and used for a specific duty on an individual component in power systems. They
contribute to the satisfactory operation of the power system by maintaining system voltage
and frequency and other system variables within their acceptable limits.

The above mentioned local control utilities are cited in the lower layer of a hierarchical
structure. In top of this multi-level structure, there is a master control which coordinates
the local control utilities set-points. Such a master control center, which could be names as
SCADA, provides information to indicate the system status. In SCADA, state estimation
programs filter monitored data and provide an accurate picture of the system’s condition.
The human operator is an important link at various levels in this control hierarchy. The
primary function of the operator is to monitor system performance and manage resources
to ensure about health of operation system [1].

The wide use of SCADA in power system enables the dispatcher to supervise and
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modulate the operation conditions of power system in time and ensures the operation
safely and reliably. However, with rapid development of economics and supply shortage of
power electricity, power system often operates near the edge of its stability limits. In this
case the present SCADA and the applications based on it are not sufficient to support power
systems to operate stably and safely, the blackout of North American and Canada in 2003
is such kind an example. Because SCADA can only provides steady, low sampling density,
and non synchronous information of the network, the dispatching center would not have
accurate information about the dynamic operation states of the system. Therefore, Wide
Area Measurements System (WAMS) enables us to observe power system synchronously
in more elaborate time scale, and analyze the power system with new methods [4].

The WAMS is based on the synchronized phasor measurements using the best synchro-
nizing clock provided by Global Positioning System (GPS). This type of measurements,
which is truly dynamic and deterministic in contrast to SCADA based measurements, can
enable real-time monitoring of the operating state of power system [2].

In Wide Area Control System (WACS), when the network is subjected to disturbances,
an operation control center will send the modified set-points signals to the local utilities and
individual protection tools such as circuit breakers to clear the fault and disconnect the fault
equipment [5]. This technology performs as a multi-level control structure that receives
synchronized information from critical points of network using Wide Area Measurement
System (WAMS) which is the basic element for implementing the wide area control of
power system. Therefore the wide area controller, which has an accurate picture of system
status using the information received from PMUs, could save the system from blackout in
critical operational situations.

1.2 Wide Area Measurements System

Wide Area Measurements and Control System (WAMAC), which pertain to the control
of a large interconnected power system throughout the synchronized phasor measurements
at different points of the network, includes two principle parts: Wide Area Measurements
System (WAMS) and Wide Area Control System (WACS). Wide area measurement systems
can monitor the health of power system on-line. It consists of three main parts: data
acquisition using PMUs, data transmitting to Phasor Data Concentrator (PDC) and data
processing procedure. In WAMS applications a number of PMUs, which are connected to
the data concentrator as a mass storage, are accessible from the control center. A schematic
of relationship between PDC and PMUs is shown in Figure 1.1 [3, 5].

As it is shown in Figure 1.1 the common applications of WAMS take place in several
layer. The basic layer should aim at achieving the monitoring capability. This could be
used to improve the state estimation, post fault analysis, and operator information.

In wide area measurement system, for control process facility, the system uses GPS
synchronized phasor measurement units for the measurement of current and voltage phasors
at certain locations of the power system. Phasors measurements including both magnitude
and angle are sampled by PMUs with a sample time by an accuracy of down to 1 µs. The
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Figure 1.1: A schematic of control center: Phasor Data Concentrator (PDC).

time synchronization provided by GPS signals in PMU measurement technique assures
that the measurements from entire of the power system are taken at precisely the same
instant. Furthermore phasors are obtained directly from secondary of voltage and current
transformers. As such they are minimize any other errors that may be introduced by
traditional transducers. These two features assure that the state of power system estimated
with synchronized phasor measurements is an accurate representation of the condition
prevailing on the power network [6].

In addition, for example in the power system oscillations which are caused to due peri-
odic interchange of kinetic energy between the rotors of various generators, WAMS enables
monitoring not only of slow phenomena such as voltage and load evolution dynamics, but
also faster phenomena such as oscillatory, transient and frequency dynamics. To detect
the oscillations, PMUs are employed and the measured data are transmitted via communi-
cation channels to a central computer (PDC) for running the applications [7, 8]. Since the
instability can originate anywhere on the network, depending on the system conditions,
equipment outages and generation dispatch, therefore the PMUs should be installed at the
key points throughout the power network [6].

Finally, it should be mentioned that in theory the WAMS could completely replaces the
SCADA , but it is not practical with the technique nowadays because of some difficulties in
the WAMS with the communication, storage and management. As a result we can predict
that both SCADA and WAMS will exist in power system networks. In such a system in
which SCADA and WAMS are complementing each other and can be integrated together,
they can provide a guarantee for the steady and safe operation of power system [4].
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1.3 Wide Area Control and Protection System

The lack of coordination among the local control utilities such as AVR, AGC and PSS may
cause serious problems, such as inter-area oscillations. In order to overcome these prob-
lems a centralized wide area control system (WACS), which is encountered in a distributed
power network control, could be employed. The WACS coordinated the actions of the
distributed agents using wide area dynamic information gathered by PMUs. The WACS
receives information and data of different areas in power system and based on some prede-
fined objective functions sends appropriate control/feedback signals to the local distributed
agents in the power network to enhance the system dynamic performance [9].

On the other hand, wide area control and protection system is used to save and protect
the system from black- or brown-out in the operational situations such as very severe
disturbance or after an extreme load growth [3].

Also, as it was mentioned before the basic idea of the WACS is the centralized processing
of the data to evaluate the actual power system operation conditions with respect to
its stability limits. Although the particular application range of WACS is quite wide,
depending on the addressed phenomena, the fundamental structure remains the same.
The hardware can be explained based on the data handling in WACS, as shown in Figure
1.2 [2].

Figure 1.2 shows more details of a WAMAC system architecture including the interfaces
to SCADA/EMS and substation automation as well as the closed control loops back to the
network controllers such as FACTS-devices [10]. For protection the system against the fault
contingencies, the local control actions would help the networks. Meanwhile, the functions
of the master control, the old one SCADA/EMS or the developed one WAMAC, are tools
that assist the power grid operator to control and optimize the power system operations
with sending the control set points to local control utilities. These local controls include
the operations on generation or transmission devices [11].

As it is illustrated in Figure 1.2, the WACS is divided into two hierarchical levels:
(a) system protection center incorporating the wide area applications and (b) field level
equipment for data acquisition and the local control utilities. Communication links can
be established between operational center and control systems to allow the optimum data
sharing and implement the control philosophy. For actual implementation, thorough in-
vestigations must be made concerning location of the PMUs which send measurement to
the System Protection Center (SPC) in the power system [10].

The central computer contains services for preprocessing the incoming phasor mea-
surements and basic services. An interface to the SCADA/EMS system allows receiving
topology information and device parameters. Based on this synchronized information, wide
area control and protection system modifies the set points of the FACTS devices, generator
exciters and other control equipments. The control signals are going back either directly
to local controllers for specific devices or to substation automation systems [3].

While it is not possible to predict or prevent all contingencies that may lead to power
system collapse, a wide area monitoring and control system provides a reliable security
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Figure 1.2: Architecture of a wide area monitoring, control and protection system.

prediction and optimized coordinated actions. This technology, which is able to mitigate
or prevent large area disturbances, is constituted of two main parts: wide area measurement
system and wide area control system. The first one is acquisition and receiving data and
information from all critical points of network and delivering them to the control center
and the second part is analyzing the data in order to send control set points to the local
control equipments.

1.4 Outline of the Thesis

In this thesis we will implement a FACTS-based wide-area damping controller such as
a master controller which improves the transient stability using the signals measured by
PMUs. While we have a disturbance in the power system, this wide-area controller receives
the data and information from entire network and sends the set-point reference signals to
the local FACTS controllers for damping the power system oscillations. The thesis will be
performed in a multi-step plan as presented in Figure 1.3.

The first step of this plan is the dynamic state estimation of power system using the
phasor measurements signals accessible from Phasor Measurement Units (PMUs). In this
step different approaches such as traditional Extended Kalman Filtering (EKF), Unscented
Kalman Filtering (UKF) and EKF with Unknown Inputs (referred as EKF-UI) are applied
for states estimation of synchronous machines. The estimated rotor angles of the syn-
chronous machines from the first step that show the network oscillations condition, will
be used as the input signals of the FACTS-based wide-area controller. The location of the
mentioned FACTS device will be determined using a generic method in step two. In this
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Figure 1.3: An overall schematic of different steps of thesis.

step, the optimal process of FACTS placement to maximize the power system loadability
and minimize the transmission line losses is presented. After determining the optimal lo-
cation of FACTS device in step two, the third step is to implement the wide-area damping
controller. This controller receives the estimated rotor angles, available from the results of
step one and other information from all over the network, and then modifies the set points
of FACTS device controller to improve the oscillations damping performance.

The chapters of the thesis are organized as follows:

Chapter 1 the current chapter, provided a brief description of fundamental
concepts related to Wide Area Measurements System (WAMS) and
Wide Area Control and Protection system (WACAP).

Chapter 2 presents the dynamic state estimation of power system using phasor
measurements which would be available from PMUs supposed to be
installed at terminal bus of a synchronous machine. In this chapter,
at first the Extended Kalman Filter (EKF) technique is developed
for dynamic state estimation of a synchronous machine using phasor
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measured signals. In the case of without using the linearization
in the state estimation process in the classic EKF method, the
Unscented Kalman Filter (UKF) is developed. Finally, for the case
of no possibility of measuring the exciter output voltage Efd, the
Extended Kalman Filter with Unknown Inputs, referred to as EKF-
UI, is applied for identifying and estimating the states and the
unknown inputs of the synchronous machine simultaneously.

Chapter 3 presents the optimal placement of FACTS devices for maximizing
the power system loadability and minimizing losses of transmission
lines. In order to find the suitable locations of FACTS device, a
Graphical User Interface (GUI) based on a genetic algorithm (GA)
is presented to find the optimal locations and sizing parameters
of multi-type FACTS devices in large power systems. This user-
friendly tool, called the FACTS Placement Toolbox, allows the user
to pick a power system network, determine the GA settings and se-
lect the number and types of FACTS devices to be allocated in
the network. The GA-based optimization process is then applied
to obtain optimal locations and ratings of the selected FACTS to
maximize the system static loadability. Six different FACTS devices
are implemented: SVC, TCSC, TCVR, TCPST, UPFC and STAT-
COM with SMES. The simulation results on IEEE test networks
with up to 300-buses and also Hydro-Québec network show that
the FACTS placement toolbox is effective and flexible enough for
analyzing a large number of scenarios with mixed types of FACTS
to be optimally sited at multiple locations simultaneously.

Chapter 4 presents a multi-step plan developed to implement a Wide-Area
Power Oscillation Damping (WA-POD) controller of a UPFC in
14-bus test system. The first step of this plan is to find the optimal
location for the UPFC to maximize power system loadability; the
second step is to estimate the dynamic states of the generators; and
the third step is to implement the WA-POD controller using the
states estimated in step two. The estimated rotor angles are used
to provide the input signal of the WA-POD controller while the
estimated rotor speed deviations will be used for an off-line param-
eter tuning of both PSS and WA-POD using the genetic algorithm.
Different types of faults are applied synchronous to the network to
compare the performance of the traditional PSS and the WA-POD
controller in the 14-bus test system. Simulation results show the
effectiveness of the implemented WA-POD controller in damping
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low-frequency oscillations and improving the dynamic performance
of the system.

Chapter 5 summarizes the work presented in the thesis. The main contribu-
tions of the thesis are highlighted, and a list of potential research
directions to study further is given.



Chapter 2

Dynamic State Estimation in Power

System Networks
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In first step of this thesis, the dynamic state estimation of power system is developed
using the phasor measurements signals measured by Phasor Measurement Units (PMUs).
In this step different approaches are applied to phasor signals for states estimation of
synchronous machines. In step 3, the estimated rotor angles of the synchronous machines
in this step, will be used as the input signals of the FACTS-based wide-area controller.

Availability of the synchronous machine angle and speed variables give us an accurate
picture of the overall condition of power networks leading therefore to an improved situa-
tional awareness by system operators. In addition, they would be essential in developing
local and global control schemes aimed at enhancing system stability and reliability. In this
chapter, the Extended Kalman Filter (EKF) technique for dynamic state estimation of a
synchronous machine using Phasor Measurement Unit (PMU) quantities is developed. The
simulation results of the EKF approach show the accuracy of the resulting state estimates.

However, in the EKF classic state estimation technique, the linear approximations of
the system at a given moment in time may introduce errors in the states. In order to
overcome the drawbacks of the EKF, the Unscented Kalman Filter (UKF) is used for
estimating the states of a synchronous machine, including rotor angle and rotor speed,
using Phasor Measurement Unit (PMU) quantities. The UKF algorithm propagates the
probability density function (pdf) of a random variable in a simple and effective way and
is accurate up to the second order in estimating the mean and covariance. The overall
impression is that the performance of the UKF is better than the EKF in terms of robust-
ness, speed of convergence and, also in different levels of noise. Simulation results including
saturation effects and grid faults show the accuracy and efficiency of the UKF method in
state estimation of the system, especially at higher noise ratios.

Also, the traditional EKF method requires that all its externally observed variables,
including input signals be measured or available, which may not always be the case. In
synchronous machines, for example, the exciter output voltage Efd, may not be available
for measuring in all cases. As a result, the Extended Kalman Filter with Unknown Inputs,
referred to as EKF-UI, is proposed for identifying and estimating the states and the un-
known inputs of the synchronous machine simultaneously. Simulation results demonstrate
the efficiency and accuracy of the EKF-UI method under noisy or fault conditions, com-
pared to the classic EKF approach and confirms its great potential in cases where there is
no access to the input signals of the system.

2.1 Literature Review

In order to increase power system stability and reliability during and after disturbances,
new strategies for enhancing operator situational awareness and power grid global and lo-
cal controllers must be developed [1, 12, 4]. But high-performance monitoring and control
schemes can hardly be built on the existing SCADA system which provides only steady,
low-sampling density and non-synchronous information about the network. SCADA mea-
surements are too infrequent and non-synchronous to capture information about the system
dynamics. It is to remove these limitations that Wide Area Measurements and Control
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systems (WAMAC) using Phasor Measurement Units (PMUs) are being rapidly adopted
worldwide. These systems enable synchronous power system dynamics to be monitored on
a more refined time scale.

Building on the ability of WAMAC systems to capture dynamic system information,
the state estimators of a power system can generate dynamic states, e.g., generator rotor
angles and generator speed, instead of (or in addition to ) the static states of voltage
magnitudes and phase angles [13]. From this point of view, this paper presents a dynamic
state estimation process based on Kalman filtering techniques to estimate the dynamic
states of the power system.

A number of papers and studies have focused on just one dynamic state of the power
system at a time, typically the rotor angle or speed which was estimated using artificial
intelligence (AI) methods such as neural networks [14, 15]. These AI-based model-free
estimators generate the estimated rotor angle or rotor speed signal without requiring a
mathematical model or any machine parameters [14]. In the large-scale power system
stability analysis, it is often preferable to have an exact model for all elements of the power
network including lines, transformers, induction motors, FACTS, and also synchronous
machines. Therefore, the physical model-based state estimator of the generator including
voltage states in addition to rotor angle and speed would be more interesting in system
monitoring and control.

Use of the term dynamic state estimation can be traced back to the 1970s [16] when
Kalman filtering techniques were first applied to improve the computational performance
of the traditional steady-state estimation process in power system applications. Since
then, there have been several studies in this area which have used different approaches to
capture dynamic states of the power system [17, 18, 19]. However, very few papers on
state estimators have set their focus on the synchronous generator which is at the heart
of the power system. For example, a gain-scheduling scheme was used in [13] for state
observer design in a single-machine infinite-bus (SMIB) system while constant voltages were
assumed in the dynamic modeling, which significantly reduces the ability to represent the
full dynamics of a power system. In [20], a dynamic state estimation method was proposed
for the second-order synchronous machine which could be extended to a multi-machine
system. The accuracy of the proposed method was examined in terms of measurement
noise levels. But the problem lies in not including the field voltage dynamic equations in
the second-order system model of a synchronous machine. Also reported in [21], is dynamic
state estimation scheme for a sixth-order power system with a third order for synchronous
machine. However, they assumed the exciter output voltage Efd and rotor angle δ to be
two measurable signals, following on this respect, other papers in this area [22]. More
specifically, the latter proposed a parameter estimation procedure based on the Unscented
Kalman Filter (UKF) was presented for the third-order model of a synchronous generator
assuming the output power Pe as one of the states with the Efd and the constant Tm

as input signals of the machine [22]. A third-order model was also assumed in [23] and
algebraic equations were used to derive the quasi-steady states of the generator, assuming
the field current ifd was available in addition to the terminal quantities.
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A methodology for real-time dynamic monitoring of the electric power systems using
optimal state estimators is presented in [24] and [25], whereby the system state vector
is extended to include generator internal dynamic states (rotor speed ω and angle δ),
in addition to algebraic states (e.g. terminal voltage, generator internal voltage, output
electric power and so on). The measurement set in [24] and [25] consists of Vt, It (both
with magnitude and phase), Pt, Qt and the generator speed and acceleration (frequency
and rate of change of frequency at the substation).

In contrast with the above approaches, in this chapter we proposed a dynamic state
estimator method based on Extended Kalman Filtering (EKF) applied to signals obtained
from a Phasor Measurement Unit (PMU) which is assumed to be installed in the substation
of a power plant. The synchronous machine model is a fourth-order, nonlinear state-space
model with Efd, Tm and Vt as inputs and Pt and Qt as outputs. In the case of not
using linearization in the state estimation process, the Unscented Kalman Filter (UKF)
algorithm is applied to generate the estimated states from the available signals obtained
from a PMU. In situations where the Efd signal is not accessible for measuring, a novel
method is applied based on Extended Kalman Filtering with Unknown Inputs (EKF-UI).
From experimental test considerations, it could become a critical factor since measuring
the field current and voltage is not easily applicable to brushless excitation systems. In
any event, it will involve additional wiring and labor costs using existing technologies.

This chapter is organized as follows. The fourth-order nonlinear model structure consid-
ered for modeling the synchronous machine is given in section 2.2. In section 2.3, assuming
that the Efd signal is accessible, dynamic state estimation of the power system will be
presented using the EKF method. Section 2.4 describes the UKF mathematical algorithm
and the simulation results of the UKF state estimator. Section 2.5 includes an extended
version of EKF, the EKF-UI method for an inaccessible or unknown Efd signal. To demon-
strate the robustness of the EKF-UI method, detailed simulation studies are also presented
in Section 2.5. Section 2.6 presents a summary of the chapter.

2.2 Single-Machine Infinite-Bus Test System

Compared with higher-order nonlinear structures, the effect of damper windings and stator
dynamics are neglected in the fourth-order nonlinear model of a synchronous machine. This
is possible when very fast dynamic (sub-transient) are not of interest. However, the effect
of damper windings is considered approximately in the rotor damping factor [1]. The
single-machine infinite-bus (SMIB) power system, shown in Figure 2.1, is considered here
as the benchmark system.

Giving a classical model for the synchronous generator and neglecting the transmission
line resistance (Re=0), all the active power produced by generator Pt, is delivered to the
infinite-bus (Pt=PB). Also, δ is the angle by which e′q, the q-axis component of the voltage
behind transient reactance x′d, leads the terminal bus of machine Et (or Vt). Assuming Vt

as the reference phasor, the single-machine infinite-bus power system in Figure 2.1, can be
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Figure 2.1: Synchronous machine connected to infinite-bus via the transmission lines.

represented in per unit (pu) by the fourth-order nonlinear equations as (2.1):

δ̇ = ω0∆ω

∆ω̇ =
1

J
(Tm − Te −D∆ω)

ė′q =
1

T ′do
(Efd − e′q − (xd − x′d)id)

ė′d =
1

T ′qo
(−e′d − (xq − x′q)iq).

(2.1)

The SMIB system in above set of equations is presented with Vt(=Et) as the reference
phasor. For this system, there is a second presentation by assuming the VB(=EB) as the
reference phasor. This second presentation, which has its own weaknesses and strengths,
with related explanations is given in Appendix 5.2. By determining the state variables and
inputs in the form of (2.2):

x = [δ ∆ω e′q e′d] = [x1 x2 x3 x4]

u = [Tm Efd] = [u1 u2].
(2.2)

equation (2.1) can be rewritten in the following form as presented in (2.3):

ẋ1 = ω0x2

ẋ2 =
1

J
(u1 − Te −Dx2)

ẋ3 =
1

T ′do
(u2 − x3 − (xd − x′d)id)

ẋ4 =
1

T ′qo
(−x4 − (xq − x′q)iq)

(2.3)

where ω0=2πf0 is the nominal synchronous speed (elec. rad/s), ω the rotor speed (pu), Tm

the mechanical input torque (pu), Te the air-gap torque or electrical output power (pu),
Efd the exciter output voltage or the field voltage as seen from the armature (pu) and δ
the rotor angle in (elec.rad). Other variables and constants are defined in List of Symbols
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in front-pages. Based on the system equations of Figure 2.1, the air-gap torque Te will
be equal to the terminal electrical power Pt (or Pe=ωrTe) neglecting the stator resistance
(Ra=0)and assuming ωr=1.0 (pu):

Te = Pt +RaI
2
t

Ra=0→ Te ∼= Pt = edid + eqiq (2.4)

where the d -and q-axis voltages (ed,eq) can be expressed as:

ed = Vtsinδ

eq = Vtcosδ
(2.5)

and as a result the terminal bus voltage equation is presented as (2.6):

Et = Vt =
√
e2d + e2q. (2.6)

Also, the d -and q-axis currents (id,iq) are:

id = Itsin(δ + Φ) =
e′q − Vtcosδ

x′d

iq = Itcos(δ + Φ) =
Vtsinδ

xq

(2.7)

and consequently for the terminal current we will have:

It =
√
i2d + i2q. (2.8)

Replacing the variables δ and e′q by the state variables x1 and x3, we will have:

id =
x3 − Vtcosx1

x′d

iq =
Vtsinx1
xq

.

(2.9)

Using (2.5) and (2.9) in (2.4) and after mathematical simplification, the electrical output
power Pe at the terminal bus (Pe= Pt) can be presented as (2.10):

y1 = Pe =
Vt
x′d
e′qsinδ +

V 2
t

2
(

1

xq
− 1

x′d
)sin2δ (2.10)

and in terms of states x1 and x3 we will have:

y1 = Pe =
Vt
x′d
x3sinx1 +

V 2
t

2
(

1

xq
− 1

x′d
)sin2x1. (2.11)



Chapter 2. Dynamic State Estimation of Power Systems 16

To summarize, using (2.11) and (2.9) in (2.3), the fourth-order nonlinear synchronous
machine state space model is rewritten as (2.12) in a form suitable for state estimation
purposes, with the electrical output power Pt as the single measurable system output.
Since the modified equations in (2.12) include the terminal voltage Vt, it appears that the
vector u in (2.3) now needs to be modified as well in order to add Vt as the third input as
it is done in (2.12).

x = [δ ∆ω e′q e′d] = [x1 x2 x3 x4]

u = [Tm Efd Vt] = [u1 u2 u3]

ẋ1 = ω0x2

ẋ2 =
1

J
(Tm − (

Vt
x′d
x3sinx1 +

V 2
t

2
(

1

xq
− 1

x′d
)sin2x1)−Dx2)

ẋ3 =
1

T ′do
(Efd − x3 − (xd − x′d)(

x3 − Vtcosx1
x′d

))

ẋ4 =
1

T ′qo
(−x4 − (xq − x′q)(

Vtsinx1
xq

))

y1 =
Vt
x′d
x3sinx1 +

V 2
t

2
(

1

xq
− 1

x′d
)sin2x1

(2.12)

where all the parameters and quantities other than state variables are (or assumed to be)
known and measurable. We can therefore represent (2.12) in a global structure as (2.13):

ẋ = f(x,u,w)

y = h(x,u,v)
(2.13)

where x is the state variable vector defined in (2.2) (1), w the process (state) noise, v
the measurement noise, f the system function, h the output function, u the input signals
defined in (2.12) and y the measurable output.

In the nonlinear state space model (2.12), the terminal bus signals Vt, Pt and Qt are
accessible from a PMU device which is assumed to be installed at the generator terminal
bus. The PMU is a power system device that samples input voltage Vabc and current Iabc
waveforms using a common synchronizing signal from the GPS, and calculates the phasors
(magnitude and angle) using the Discrete Fourier Transform (DFT) [26, 27, 28].

The overall plan of the estimation process is illustrated in Figure 2.2. The dotted line
of Efd shows that one of the approaches in this chapter, the EKF-UI state estimator, does
not need the Efd signal which is estimated with the states. The classic EKF based state
estimator will first be developed for the case where the Efd signal is measurable. This
assumption may be defendable for machines on which the field voltage is accessible or for
the next generation of synchronous machines with embedded smart sensors. Then, in the
case of not using linearization in the state estimation process, the UKF approach will be
employed. Finally, in cases where the Efd signal is not available or measurable, the new
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Figure 2.2: Overview of the dynamic state estimator for a synchronous machine.

extended version of EKF known as the Extended Kalman Filter with Unknown Inputs
(EKF-UI) will be employed.

2.3 The Extended Kalman Filter (EKF)

2.3.1 Algorithm Description

To derive the discrete-time EKF algorithm, we start from the basic definition of time
derivation of a variable x:

ẋ =
x(k)− x(k − 1)

∆t
⇒ x(k) = ẋ.∆t+ x(k − 1) (2.14)

where ∆t is the time step, k and k -1 is used to indicate t=k.∆t and t=(k -1).∆t respectively.
Replacing (2.13) in (2.14), we easily obtain (2.15):

x(k) = x(k − 1) + ∆t.f(x,u,w) (2.15)

and in turn (2.16):

xk = ∆t× f(x,u,w) + xk−1. (2.16)

If rewritten properly, equation (2.16) gives us the discrete-time system equations pre-
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sented in (2.17):

xk = fk−1(xk−1,uk−1,wk−1)

yk = hk(xk,uk,vk)
(2.17)

where xk is the system state vector, uk is the known input vector of the system, wk is
either the process (random state) noise or represents inaccuracies in the system model, yk
is the noisy observation or measured variable (output) vector and vk is the measurement
noise. It is assumed that measurements are made at by the PMUs, at discrete sampling
time instants k.T (k=0,1,...,n). The noises sequences {vk} and {wk} are supposed to be
white, Gaussian, and independent of each other as presented in (2.18)-(2.21):

{wk} ∼ (0,Qk)

E[wk] = 0

E[wkw
T
k ] = Qk

(2.18)

{vk} ∼ (0,Rk)

E[vk] = 0

E[vkv
T
k ] = Rk

(2.19)

E[wkw
T
j ] = 0

E[vkv
T
j ] = 0

(2.20)

E[vkw
T
j ] = 0 (2.21)

Equations (2.18) and (2.19) imply that {vk} and {wk} have a zero mean, with covari-
ance matrices Qk and Rk respectively. Equation (2.20) implies that the values of {vk} (re-
spectively {wk}), at different times instants, are not correlated while equation (2.21) shows
that the process (state) and measurement (observation) noises are not cross-correlated [29].

Starting from these initial considerations, the discrete-time EKF algorithm for state
estimation consists of two steps [29]:

Step I: Initialization of the filter at k=0:

x̂+
0 = E[x0]

P+
0 = E[(x0 − x̂+

0 )(x0 − x̂+
0 )T ]

(2.22)

where E indicates the expected value and the sign + in superscript denotes that the
estimate is an a posteriori estimate.

Step II: For k=1, 2, ... perform the following:
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(a) Compute the following partial-derivation matrices:

Fk−1 =
∂fk−1
∂x

∣∣∣∣
x̂+
k−1

Lk−1 =
∂fk−1
∂w

∣∣∣∣
x̂+
k−1

(2.23)

(b) Perform the time update of the state estimate and estimation-error co-variance as
follows:

P−k = Fk−1P
+
k−1F

T
k−1 + Lk−1Qk−1L

T
k−1

x̂−k = fk−1(x̂
+
k−1,uk−1, 0)

(2.24)

(c) Compute the following partial-derivative matrices:

Hk =
∂hk
∂x

∣∣∣∣
x̂−k

Mk =
∂hk
∂v

∣∣∣∣
x̂−k

(2.25)

(d) Perform the measurement update of the state estimate and estimation-error co-
variance as follows:

Kk = P−k HT
k (HkP

−
k HT

k + MkRkM
T
k )−1

x̂+
k = x̂−k + Kk

[
yk − h(x̂−k , 0)

]
P+
k = (I−KkHk)P

−
k

(2.26)

2.3.2 Simulation Results

The discrete-time EKF algorithm has been implemented in Matlab/Simulink using the
embedded function programming feature of Simulink as presented in Figure 2.3. The sim-
ulation of the generator nonlinear model is performed while including saturation assuming
a two-factor d -q saturation model [1, 12] with the parameters presented in Appendix 5.2.
On the other hand, the EKF-based estimation of the dynamic states is carried out in par-
allel with the simulation, in a single run without any assumption about saturation of the
underlying generator.

In the embedded Matlab function block, the input signals in equation (2.12) Tm, Efd

and Vt and the system observation signal Pe (as y1) are used as inputs for the EKF. The
EKF block has access to the values of these signals (Tm, Efd, Vt and Pe) and known machine
parameters at each iteration. The embedded block then generates the state estimate based
on its inside algorithm which is described in the previous section, while using the time
step set through the Simulink configuration panel (T =500 µs). The initial values for
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Figure 2.3: Implementation of EKF algorithm: Using the embedded Matlab function block
which uses Tm, Efd, Vt and Pt as its input signals.

states and state covariance matrix are x0 = [0.6; 0; 0; 0] and P0 = diag([102, 102, 102, 102])
respectively. The noise-free results are presented in Figure 2.4(a).

Also, the process and measurement noise covariance matrices are set as wk ∼(0,Qk) =
(0, 0.082 × I4×4) and vk ∼(0,Rk)=(0, 0.022 × I). The size of matrix I4×4 arises from the
fact that there are four states. For simulation near real system conditions, white-noise
sequences with covariance (0,0.0012) and (0,0.012) were added to the state process and
output measurement respectively.

The results in the presence of noise are presented in Figure 2.4(b). Near the estimated
states, the estimated output signal ŷk= h(x̂−k , 0) compared with the real output signal yk
is also shown in Figure 2.4(b).

2.4 The Unscented Kalman Filter (UKF)

2.4.1 Background

The Extended Kalman Filter is probably the most widely used estimation algorithm for
nonlinear systems. However, previous experience in the estimation community has shown
that the EKF is often difficult to implement, difficult to tune, and reliable only for systems
that are almost linear on the time scale of the updates. Many of these difficulties arise from
its use of linearization. To overcome this limitation, unscented transformation (UT) was
applied to propagate mean and covariance information by nonlinear transformation. It is
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(a) (b)

Figure 2.4: EKF estimation results for states and output signals in two condition: (a)
Noise-free results. (b) Noise-added results.

more accurate, easier to implement, and uses the same order of calculations as linearization
[18, 29].

In this section, the state estimation of the system will be presented using the UKF
algorithm. Considering a system in the form of y=g(x), the question is, given the pdf
of x, how the UKF computes the mean (ȳUKF) and covariance (Py

UKF) of a random
variable (y). The Unscented Transformation is founded on the intuition that it is easier
to approximate a probability distribution than it is to approximate an arbitrary nonlinear
function or transformation [30]. The basic idea of the UKF approach is illustrated in
Figure 2.5.

In Figure 2.5, a set of points x(i) (i = 1, 2, ..., 2n+1), termed sigma points, are chosen so
that their mean and covariance are ȳUKF and Py

UKF. The nonlinear function is applied to
each point, in turn, to yield a cloud of transformed points. The statistics of the transformed
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Figure 2.5: Principle of the Unscented Transformation (UT).

points can then be calculated to form an estimate of the nonlinearly transformed mean and
covariance [30]. In Unscented Transformation, each sigma point is associated with a weight
W(i). The following steps are then involved in approximating the mean and covariance in
the UKF algorithm [31]:

(i) Propagate each sigma point through the nonlinear function:

y(i) = g(x(i)). (2.27)

(ii) The mean is approximated by the weighted average of the transformed points:

ȳUKF =

p∑
i=0

W(i)y(i) (2.28)

where the weighting coefficients W(i) are defined as follows:

p∑
i=0

W(i) = 1. (2.29)

(iii) The covariance is computed from the weighted outer product of the transformed
points:

Py
UKF =

p∑
i=0

W(i)(y(i) − ȳ)(y(i) − ȳ)T . (2.30)

Both the sigma points and the weights are computed deterministically using a set of
conditions given in [30]. The UKF algorithm is presented briefly below. For more details
and the background theory, readers are referred to [30].
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2.4.2 Algorithm Description

Let the n-state discrete-time nonlinear system be represented by (2.31):

xk+1 = f(xk,uk, tk) + wk

yk = h(xk,uk, tk) + vk

{wk} ∼ (0,Qk)

{vk} ∼ (0,Rk)

(2.31)

where all variables are defined in (2.17). The UKF algorithm for this system can be
expressed in following steps [29]:

Step I: Initialization of the filter at k=0 as follows:

x̂+
0 = E[x0]

P+
0 = E[(x0 − x̂+

0 )(x0 − x̂+
0 )T ]

(2.32)

where E indicates the expected value and the sign + in superscript denotes that the
estimate is an a posteriori estimate.

Step II: The following time update equations are used to propagate the state estimate
and covariance from one measurement time to the next.

(a) To propagate from time step (k -1) to k, first choose sigma points x
(i)
k−1 as specified in

(2.33), with appropriate changes since the current best guesses for the mean and covariance
of xk are x̂+

k−1 and P+
k−1 :

x̂
(i)
k−1 = x̂+

k−1 + x̃(i) i = 1, ..., 2n

x̃(i) =

(√
nP+

k−1

)T
i = 1, ..., n

x̃(n+i) = −
(√

nP+
k−1

)T
i

i = 1, ..., n

(2.33)

(b) Use the known nonlinear system equation f(.) to transform the sigma points into

x̂
(i)
k−1 vectors as shown in (2.27), with appropriate changes since the nonlinear transforma-

tion is f(.):

x̂
(i)
k = f(x̂

(i)
k−1,uk, tk). (2.34)

(c) Combine the x̂
(i)
k−1 vectors to obtain the a priori state estimate at time k. This is

based on (2.28):

x−k =
1

2n

2n∑
i=1

x
(i)
k . (2.35)
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(d) Estimate the a priori error covariance as shown in (2.30). However, we should add
Qk−1 to the end of the equation to take the process noise into account:

P−k =
1

2n

2n∑
i=1

(x̂
(i)
k − x̂−k )(x̂

(i)
k − x̂−k )T + Qk−1. (2.36)

Step III: Now that the time update equations are done, we implement the measurement-
update equations in following steps:

(a) Choose sigma points x̂−k−1 as specified in (2.33), with appropriate changes since the
current best guess for the mean and covariance of xk are x̂−k and P−k :

x̂
(i)
k = x̂−k + x̃(i) i = 1, ..., 2n

x̃(i) =

(√
nP−k

)T
i = 1, ..., n

x̃(n+i) = −
(√

nP−k

)T
i

i = 1, ..., n.

(2.37)

This step can be omitted if desired. Instead of generating new sigma points, we can
reuse the sigma points that were obtained from the time update. This will save computa-
tional effort if we are willing to sacrifice performance.

(b) Use the known nonlinear measurement equation h(.) to transform the sigma points

into ŷ
(i)
k vectors (predicted measurements) as shown in (2.27):

ŷ
(i)
k = f(x̂

(i)
k , tk). (2.38)

(c) Combine the ŷ
(i)
k vectors to obtain the predicted measurement at time k. This is

based on (2.28):

yk =
1

2n

2n∑
i=1

y
(i)
k . (2.39)

(d) Estimate the covariance of the predicted measurement as shown in (2.30). However,
we should add Rk to the end of the equation to take the measurement noise into account:

Pk =
1

2n

2n∑
i=1

(ŷ
(i)
k − x̂k)(ŷ

(i)
k − ŷk)

T + Rk. (2.40)

(e) Estimate the cross covariance between x̂−k and ŷk:

Pxy =
1

2n

2n∑
i=1

(x̂
(i)
k − x̂−k )(ŷ

(i)
k − ŷk)

T . (2.41)
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(f) The measurement update of the state estimate can be performed using the normal
Kalman filter equations:

Kk = PxyP
−1
y

x̂+
k = x̂−k + Kk [yk − ŷk]

P+
k = P−k −KkPyK

T
k .

(2.42)

The algorithm above assumes that the process and measurement equations are linear
with respect to the noise, as shown in (2.31). In general, the process and measurement
equations may have noise that enters the process and measurement equations nonlinearly.
That is,

xk+1 = f(xk,uk,wk, tk)

yk = h(xk,uk,vk, tk).
(2.43)

In this case, the UKF algorithm presented above is not rigorous because it treats the
noise as additive, as seen in (2.36) and (2.40). To handle this situation, we augment the
noise on the state vector as shown in (2.45):

xa+k = [xk wk vk]
T . (2.44)

We then use the UKF to estimate the augmented state xa+k . The UKF is initialized as:

xa+0 = [E(x0) 0 0]T

Pa+
0 = diag(E[(x0 − x̂0)(x0 − x̂0)],Q0,R0).

(2.45)

Then we use the UKF algorithm presented above but, since we are estimating the
augmented state with mean and covariance, we can remove Qk−1 and Rk from (2.36) and
(2.40).

2.4.3 Simulation Results

The overall structure of the Matlab implementation based on the Simulink embedded
function block is presented in Figure 2.6. In terms of Simulink implementation, we replaced
the EKF block in Figure 2.3 by an equivalent UKF block, implemented according to the
algorithm presented in previous section [29].

The embedded Matlab function was used to implement the UKF algorithm,as we have
done for EKF state estimator, because this block enables us to predict the dynamic state
(bottom of Figure 2.6) while simulating the synchronous machine (top of Figure 2.6). The
embedded function block creates an m-file page in the Simulink model, which means we
can easily set and run more or less complicated algorithms in the Simulink file.

As shown in Figure 2.6, in the embedded Matlab function block, the signals Tm, Efd and
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Figure 2.6: Implementation of UKF algorithm: Using the embedded Matlab function block
which uses Tm, Efd, Vt and Pt as its input signals.

Vt and the system observation signal Pt (=y1), taken from the machine model, have been
used as inputs of the UKF block. The latter thus has access to these input-output signals at
each time step in order to generate the state estimation based on the algorithm described
in the previous section. Further details about Matlab implementation are described in
Appendix 5.2.

The initial values for states and state covariance matrix are x0 = [0.4; 0; 0; 0] and
P0 = diag([10, 10, 10, 10]) respectively. The noise-free results of the state estimation of
the UKF method are depicted in Figure 2.7(a), based on excitation voltage step responses.
The corresponding estimated output signal ŷk compared with the actual output signal yk
is also shown in Figure 2.7(a).

Also, the process and measurement noise covariance matrices are set as wk ∼(0,Qk) =
(0, 0.0012×I4×4) and vk ∼(0,Rk)=(0, 0.012×I). For simulation near real system conditions,
white-noise sequences with covariance (0,0.082) and (0,0.12) were added to the state process
and output measurement respectively. The results in the presence of noise are presented
in Figure 2.7(b).

As is clear from Figure 2.7(b) and when we compare the state estimation results in
this figure with Figure 2.4(b) which was related to EKF estimation results in the pres-
ence of noise, the UKF approach definitely outperforms the EKF in term of accuracy and
smoothness. In fact, at the same level of process and measurement noise, the EKF esti-
mator results are noisier, like the rotor speed ∆ω, and have also DC component, like the
rotor angle δ, eq and ed voltages while the UKF results are smoother and do not have DC
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(a) (b)

Figure 2.7: UKF estimation results for states and output signals in two condition: (a)
Noise-free results. (b) Noise-added results.

component.

2.4.4 Fault Analysis

In this part, the effectiveness of the UKF method was checked in the presence of a network
fault. The general configuration of the power system can be reduced to the form of Figure
2.1 using Thévenin’s equivalent theory [1].

Based on this equivalent circuit, we will consider that the fault occurred in the mid-
point of the transmission line, as shown in Figure 2.8, with the system in the steady state
at T =20 (s). The analysis will focus on two scenarios following a disturbance: (i) stable
and (ii) unstable.

In the first scenario, the fault needs to be cleared after 0.1 (s), at T =20.1 (s), for the
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Figure 2.8: Mid-point short-circuit fault.

system to remain stable. The results of the state estimation process during and following
the contingency in this case are shown in Figure 2.9(a). From these results, it is clear that
broadly speaking, the UKF state estimator generates very accurate states right after fault
clearing. However, some variables, notably the angle and speed, are temporarily wrong
during the fault due to the abrupt change in the external reactance.

For the second scenario, the fault was cleared after 0.3 (s), at T =20.3 (s) and the system
transitioned into an unstable condition. In this case also, the UKF state estimator generates
the estimated states with an appropriate accuracy once the fault is cleared (Figure 2.9(b)).
Generally, it takes several milliseconds for the state estimator to track the real signal after
a sudden change in the network reactance and there is a large error between the real and
the estimated signals within the fault time-frame. This error may be reduced by blocking
the slow-changing states to their pre-fault values during the fault occurrence.

Finally, we have repeated the fault simulations (Figure 2.9) in the presence of noise.
The noise sequences were set to have the same magnitudes as in Figure 2.9. We again
obtained satisfactory results from the UKF state estimation process in the presence of
noise, similarly to Figure 2.9. In order to have clarity in the results and be able to track
the performance of the state estimator at the time of fault occurrence, we just present the
fault simulations in the noise-free condition.

Based on the good performance achieved with these two fault scenarios, it could be
concluded that the UKF approach will be able to estimate the state of a synchronous
machine whatever the stability condition of the power system to which it is connected,
even when the process and measurement noises are significant.

2.4.5 Discussion on UKF State Estimation Results

The results presented in Figures 2.8 and 2.9 assume that the input signal Efd is a step
function while Tm is a constant input. To confirm the UKF effectiveness under more
general conditions, we tested it with different kinds of input. Hence, the simulation was
repeated for two other configurations: the first for Tm=ramp and Efd=constant and the
second for Tm=constant and Efd=ramp. In both simulation studies, the results of the
UKF approach showed that the UKF block estimated the states properly and with enough
accuracy. These scenarios were repeated for the system in the presence of noise and the
results were accurate again.

Also, the state estimation process was repeated for different values of the external line
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(a) (b)

Figure 2.9: UKF state estimation results in short-circuit faults for two post-fault conditions:
(a) Stable. (b) Unstable.

reactance and for different values of the synchronous machine parameters. In all different
simulation studies, we obtained results that showed the robustness and effectiveness of the
proposed method.

Interestingly, it turns out that the UKF method is not so dependent on the initial value
of the states. For example, if we run the UKF simulation with δ0=0.4 (while the nominal
value of rotor angle is δ=0.82), we still obtain accurate results. By contrast, the standard
EKF algorithm is more dependent on the initial value of the rotor angle. For the same
procedure, with a nominal value of rotor angle at δ=0.82, if we run the EKF simulation
file with a δ0 less than 0.6, the state estimator loses its ability to track the actual states. It
could therefore be concluded that the UKF method is less dependent on the initial values
than the EKF method.
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As is clear from Figures 2.2 and 2.6, in addition to the phasor measurements of voltages
and currents (Vabc, Iabc), which are required to determine Pt, Vt and It, the UKF approach
(like the EKF method) needs to access Efd and Tm as two other input quantities. In
order to record and measure Efd and Tm near the machine phasor signals, the Phasor
Measurement Unit (PMU) should be located in the power plant.

From this point of view, as it was mentioned before, we are therefore present the Ex-
tended Kalman Filter with Unknown Inputs (EKF-UI) to remove these limitations (spe-
cially recording the Efd signal) for dynamic state estimation of a synchronous machine.
After that, the PMU could be installed on the transmission line but the transformer reac-
tance would then have to be added to the machine reactance.

2.5 The Extended Kalman Filter with Unknown In-

puts (EKF-UI)

2.5.1 Background

The EKF method of the previous section requires that both the deterministic inputs in
the model and the measurement equations are known, which sometimes may not be the
case in reality. The presence of unknown inputs could severely restrict the performance of
classical nonlinear filters since a high bias will be introduced into the state estimation due
to uncertainties from the unknown inputs. On the other hand, it is not always appropriate
to treat unknown inputs as random noise to fit those traditional nonlinear filter approaches
because (i) the unknown inputs could be signals with an arbitrary type and magnitude so
it is not acceptable to assume them to be stationary and zero-mean random noise; and (ii)
some unknown inputs need to be estimated for process control and optimization purposes.

In this regard, joint estimation of the states and unknown inputs for nonlinear stochas-
tic systems becomes a meaningful task [32], which is often addressed as a constrained
optimization problem [33, 34, 35, 36] where the state unbiasedness is the constraint and
a joint global optimization of states and unknown inputs cannot be guaranteed [20]. To
avoid the shortcomings of those approaches, an Extended Kalman Filter with Unknown
Inputs (EKF-UI) [37] was proposed in the field of civil engineering for earthquake damage
estimation studies. Its major novelty is that the unknown inputs are regarded as part of
the states instead of disturbances (see [33, 34, 35, 36]). As a result, the EKF-UI approach
can be directly derived from the unconstrained objective function of the traditional EKF
(weighted least-squares objective function) and thus becomes a more general version of
EKF. Since no prior information about unknown inputs is required, the proposed EKF-UI
is quite suitable for the state estimation of a nonlinear system in the presence of unknown
inputs. Therefore, it could be employed in state estimation of a synchronous machine with
the unknown Efd input signal.
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2.5.2 Algorithm Description

An analytical solution for the proposed EKF-UI approach derived and presented in [37]
for earthquake damage estimation studies will be modified and applied here based on the
nonlinear synchronous machine system. This proposed EKF-UI technique [32] is applicable
to both linear and nonlinear structures. Let the continuous-time nonlinear system (2.13) be
represented in the discrete domain by the following equation (2.46), in which the subscripts
k and k -1 is used to indicate t=k.∆t and t=(k -1).∆t respectively:

xk = f(xk−1,uk−1,u
∗
k−1) + wk−1

yk = h(xk,uk) + vk
(2.46)

where f denotes an n-dimensional nonlinear system function; h, a p-dimensional output
function; xk and xk−1 are the n-state vector of the system; uk and uk−1 are s-known
input vectors; u∗k−1 is the r -unknown input vector; yk is the p-observation (measured)
output vector; wk−1 and vk are n-model noise (uncertainty) and p-measurement noise
vectors assumed to be mutually independent Gaussian white with the same characteristic
presented in (2.18) to (2.21).

Based on the above system, the EKF-UI approach can be used to estimate unknown
state and unknown input vectors xk and u∗k at t=k.∆t given the observation (y1, y2, ..., yk)
denoted as xk|k and u∗k−1|k respectively. The derivations of the system which are essential

for the EKF-UI method [32, 37] are briefly explained below from (2.47) to (2.53):

fk−1 ≈ f̂k−1|k−1 + Fk−1|k−1(xk−1 − x̂k−1|k−1) + B∗k−1|k−1(u
∗
k−1 − û∗k−1|k−1) (2.47)

hk−1 ≈ ĥk|k−1 + Hk|k−1(xk − x̂k|k−1) (2.48)

where:

f̂k−1|k−1 = f(x̂k−1|k−1,uk−1, û
∗
k−2|k−1) (2.49)

ĥk|k−1 = h(x̂k−1|k−1,uk) (2.50)

Fk−1|k−1 =
∂fk−1
∂xk−1

∣∣∣∣
xk−1=x̂k−1|k−1,u

∗
k−1=û∗k−2|k−1

(2.51)



Chapter 2. Dynamic State Estimation of Power Systems 32

B∗k−1|k−1 =
∂fk−1
∂u∗k−1

∣∣∣∣
xk−1=x̂k−1|k−1,u

∗
k−1=û∗k−2|k−1

(2.52)

Hk|k−1 =
∂hk
∂xk

∣∣∣∣
xk=x̂k|k−1

. (2.53)

The estimates xk|k−1 and u∗k−2|k−1 can be determined by minimizing the objective func-

tion of the summed square error between yi and hi (i=1, 2, ..., k) as follows:

Jk = ∆̄T
k Wk ∆̄k (2.54)

where Wk is a (pk × pk) weighting matrix defined as the inverse of the covariance matrix
for model and measurement noise; (∆i = yi−hi) is a p-output error vector at t=i.∆t (i=1,
2, ... , k) and ∆̄k is defined as follows:

∆̄k =
[

∆̄T
1 ∆̄T

2 ... ∆̄T
k

]
(2.55)

where ∆̄k in (2.55) is a pk -vector [32, 37]. By minimizing J with respect to the unknown
extended state vector Xe,k (subscript e denotes extended):

Xe,k =
[

xTk | u∗T1|k | u∗T2|k | ... | u∗Tk−1|k
]T

(2.56)

to obtain the least-squares estimation (LSE) X̂e,k|k of Xe,k at t=k.∆t we should use the
following partial derivative formula:

∂Jk
∂Xe,k

∣∣∣∣
Xe,k=X̂e,k

= 0 (2.57)

and then we will have:

X̂e,k|k = Pe,k

[
AT
e,k Wk Yk

]
Pe,k =

[
AT
e,k Wk Ae,k

]−1 (2.58)

and in turn:

X̂e,k|k =
[

x̂Tk|k | û∗T1|k | û∗T2|k | ... | û∗Tk−1|k
]T

(2.59)

where Yk is a [pk ] known vector and Ae,k is a [pk×(n+(k -1)r)] known matrix. After
some algebra, the recursive solution for x̂k|k−1 and û∗k−1|k is obtained by the following steps
[32, 37]:
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Step 0: Initialization of the filter at k=0:

x̂0 = E[x0]

û∗0 = E[u∗0]

Px,0 = E[(x0 − x̂0)(x0 − x̂0)
T ]

Su∗,0 = E[(u∗0 − û∗0)(x
∗
0 − û∗0)

T ]

(2.60)

where Su∗ is a gain factor for the unknown input.
Step I: Prediction:

x̂k|k−1 = f(x̂k−1|k−1,uk−1, û
∗
k−2|k−1) (2.61)

where x̂k−1|k−1 and û∗k−2|k−1 are the estimation of states and unknown inputs at t=(k -1).∆t.
Step II: Gain Computation:
The computation at t=k.∆t of the gain matrix for estimation of the states is given by:

Kx,k = Px,k|k−1H
T
k|k−1

[
Rk + Hk|k−1Px,k|k−1H

T
k|k−1

]−1
(2.62)

and for the estimation of unknown inputs is respectively:

Su∗,k =
[
B∗Tk−1|k−1H

T
k|k−1R

−1
k × (Ip −HT

k|k−1Kx,k)×Hk|k−1B
∗
k−1|k−1

]−1
(2.63)

where:

Px,k|k−1 = Fk−1|k−1Px,k−1|k−1F
T
k−1|k−1 + Qk−1 (2.64)

and Qk−1 is the autocovariance function of the model noise process vector wk−1.
Step III: Update:
In this step, the estimation of state and unknown inputs at t=k.∆t, x̂k|k and û∗k−1|k are

updated from the combination of the state prediction and current measurement:

x̂k|k = x̂k|k−1 + Kx,k

[
yk − h(x̂k|k−1,uk)

]
(2.65)

and:

û∗k−1|k = Su∗,kB
∗T
k−1|k−1H

T
k|k−1R

−1
k (Ip −HT

k|k−1Kx,k)×[
yk − h(x̂k|k−1,uk) + HT

k|k−1B
∗T
k−1|k−1û

∗
k−2|k−1.

] (2.66)

The covariance matrix Pk−1|k−1 in (2.64) is updated at t=(k -1).∆t using (2.67):

Px,k−1|k−1 = (In −Kx,k−1Hk−1|k−2)Px,k−1|k−2 + (In −Kx,k−1Hk−1|k−2)×
B∗k−2|k−2Su∗,k−1B

∗T
k−2|k−2(In −Kx,k−1Hk−1|k−2)

T
(2.67)
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where Kx,k−1, Su∗,k−1 and Px,k−1|k−2 can be calculated from (2.62) to (2.64) by replacing
k by k -1, respectively [32, 37].

Note that by checking the existence condition for Pe,k=
[

AT
e,k Wk Ae,k

]−1
in (2.58),

it can be concluded that the major restriction of EKF-UI is that the number of
output measurements (p) should be larger than the number of unknown inputs
(r). Based on this, and because our system has just one unknown input, we need to add a
new output from possible candidates accessible from PMU measurements not yet involved
in the EKF-UI: It and Qt. Since we have chosen to compute the gradients in (2.23), (2.25)
and also in (2.50) to (2.53) analytically, as presented in next section, using It as the second
output would require an appropriate and explicit equation of It with respect to the states
and inputs to be able to compute its gradient for Hk matrix. By replacing (2.7) in (2.8)
the equation can be calculated as:

It =

√
x23 + V 2

t cos
2x1 − 2x3Vtcosx1
x′2d

+
V 2
t sin

2x1
x2q

. (2.68)

It appears that such an equation for It with respect to the states and inputs is highly
nonlinear and time consuming for analytical gradient calculation. Therefore, the reactive
power of synchronous machine Qt has been added to the active power Pt for a total of
two system outputs. Similarly the active power equation, the reactive power equation,
Qt=eqid − ediq with the state variables x1 and x3 can be derived as (2.69):

Qt = y2 =
Vt
x′d

x3cosx1 − V 2
t (
cos2x1
x′d

+
sin2x1
xq

). (2.69)

Thus, with the greater number of system outputs (p=2) than the number of unknown
inputs (r=1), we can implement the described EKF-UI on the fourth-order synchronous
generator model.

2.5.3 Gradient Calculations

The gradients in in (2.23), (2.25) and also in (2.50) to (2.53) are computed analytically.
We now show the mathematical procedure of the calculations.

Fk−1 =
∂fk−1
∂x

=
∂xk
∂x

=
∂

∂x
(∆t× f(f,u,w) + xk−1) (2.70)

which deliver us the following matrix:

Fk−1 =

[
∂x1(k)

∂x

∂x2(k)

∂x

∂x3(k)

∂x

∂x4(k)

∂x

]T
(2.71)
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and therefore, taking the first state equation from (2.12), f1=(x,u,w)=(ω0x2), the Fk−1
elements [F11 and F21] can be calculated as (2.72):

x1(k) = ∆t× f1(x,u,w) + x1(k − 1)

x1(k) = ∆t× (ω0x2) + x1(k − 1)

⇒ ∂x1(k)

∂x
=

[
∂x1(k)

∂x1

∂x1(k)

∂x2

∂x1(k)

∂x3

∂x1(k)

∂x4

]
= [ F11 F21 0 0 ]

= [ 1 ∆t.ω0 0 0 ] .

(2.72)

Similarly, using the second state equation f2=(x,u,w) from (2.12), second row elements
of Fk−1 matrix can be calculated as (2.73) and (2.74) respectively:

x2(k) = ∆t× f2(x,u,w) + x2(k − 1)

x2(k) = ∆t×
[

1

J
(Tm − (

Vt
x′d
x3sinx1 +

V 2
t

2
(

1

xq
− 1

x′d
)sin2x1)−Dx2)

]
+ x2(k − 1)

(2.73)

and therefore we will have:

∂x2(k)

∂x
=

[
∂x2(k)

∂x1

∂x2(k)

∂x2

∂x2(k)

∂x3

∂x2(k)

∂x4

]
= [ F21 F22 F23 0 ]

F21 = −∆t

J

(
Vtx3
x′d

cosx1 − V 2
t (

1

x′d
− 1

xq
)cos2x1

)
F22 = −∆t

D

J
+ 1 and F23 = −∆t

J

Vt
x′d

sinx1

(2.74)

where the value of F24 is zero (F24=0). Also, for the third state equation the elements of
the Fk−1 matrix with F32=0 and F34=0, can be calculated as (2.75):

x3(k) = ∆t× f3(x,u,w) + x3(k − 1)

x3(k) = ∆t×
[

1

T ′do
(Efd − x3 − (xd − x′d)(

x3 − Vtcosx1
x′d

))

]
+ x3(k − 1)

⇒ ∂x3(k)

∂x
=

[
∂x3(k)

∂x1

∂x3(k)

∂x2

∂x3(k)

∂x3

∂x3(k)

∂x4

]
= [ F31 0 F33 0 ]

F31 = −∆t

T ′do

Vtsinx1
x′d

(xd − x′d) and F33 = 1− ∆t

T ′do

[
1 + (

xd − x′d
x′d

)

]
(2.75)

Finally for the fourth state equation (2.76) express the fourth row of Fk−1 in which the
values of F42 and F43 are zero (F42=0 and F43=0).
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For calculating the Hk matrix in (2.25) and also in (2.53) we could do the same as
we did for Fk−1, except that in the output matrix, we do not have the ∆t factor in the
discrete form of the equations. So, we can easily calculate the gradients based on the main
equations in (2.12).

x4(k) = ∆t× f4(x,u,w) + x4(k − 1)

x4(k) = ∆t×
[

1

T ′qo
(−x4 − (xq − x′q)(

Vtsinx1
xq

))

]
+ x4(k − 1)

⇒ ∂x4(k)

∂x
=

[
∂x4(k)

∂x1

∂x4(k)

∂x2

∂x4(k)

∂x3

∂x4(k)

∂x4

]
= [ F41 0 0 F44 ]

F41 =
∆t

T ′qo

Vtcosx1
xq

(xq − x′q)

F44 = 1− ∆t

T ′qo
+ 1.

(2.76)

Therefore from (2.46) the first output equation of the system is:

yk = h(xk,uk,vk) (2.77)

and for calculating Hk in (2.53), we will have:

Hk =

[
∂h1(k)

∂x

∂h2(k)

∂x

]T
=

[
H11 0 H13 0
H21 0 H23 0

]
.

(2.78)

Replacing (y1 = h1(x,u,v) from (2.12) in (2.78), the first row of the gradient matrix
Hk can be calculated as (2.79).

y1(k) = h1(xk,uk,vk) =
Vt
x′d
x3sinx1 +

V 2
t

2
(

1

xq
− 1

x′d
)sin2x1

⇒ ∂h1(k)

∂x
=

[
∂h1(k)

∂x1

∂h1(k)

∂x2

∂h1(k)

∂x3

∂h1(k)

∂x4

]
= [ H11 0 H13 0 ]

(2.79)
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where the H11 and H13 can be replaced by:

H11 =
Vt
x′d

x3 cosx1 +
V 2
t

2
(

1

x′d
− 1

xd
)× 2× cos2x1

H13 =
Vt
x′d

x3 sinx1.

(2.80)

Similarly, we could compute the second-row elements of the Hk matrix by substituting
(2.69) in (2.78) to obtain H21 and H23 as (2.81):

y2(k) = h1(xk,uk,vk) =
Vt
x′d

x3cosx1 − V 2
t (
cos2x1
x′d

+
sin2x1
xq

)

⇒ ∂h2(k)

∂x
=

[
∂h2(k)

∂x1

∂h2(k)

∂x2

∂h2(k)

∂x3

∂h2(k)

∂x4

]
= [ H21 0 H23 0 ]

H21 = −Vt
x′d

x3 sinx1 − 2V 2
t (

1

xq
− 1

x′d
) sinx1 cosx1

H23 =
Vt
x′d

cosx1.

(2.81)

Finally, using the state equations from (2.12) for calculating the matrix B*k-1 in (2.26),
the elements of the B∗k−1 matrix can be computed as (2.82):

B∗k−1 =

[
∂xk
∂u∗k−1

]
=

[
∂x1(k)

∂u∗k−1

∂x2(k)

∂u∗k−1

∂x3(k)

∂u∗k−1

∂x4(k)

∂u∗k−1

]T
= [ 0 0 B31 0 ]T

=

[
0 0

∆t

T ′do
0

]T (2.82)

The B∗k−1 vector in (2.82) is related to the unknown input estimation, and it has a
single nonzero element because we have just one unknown input in the equation of the
third state.

2.5.4 Simulation Results

The EKF-UI algorithm was developed in Simulink using the embedded function block, just
as we did for the EKF method. In the latter case, Pt was the only measurable output signal
and Efd, Tm and Vt were the three input signals. But in the EKF-UI method, Pt and Qt

are the two output measurements and the input signals Tm and Vt are still necessary. The
input Efd is now assumed to be inaccessible or unknown. The time step sets through the
Simulink configuration panel as (T =1 ms). The values for the Efd and Tm signals are the
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Figure 2.10: Implementation of EKF-UI algorithm: Using the embedded Matlab function
block which uses Tm, Vt, Pt and Qt as its input signals.

same as for the EKF method, which was presented in the section 2.3. The implementation
of the EKF-UI method in Simulink is depicted in Figure 2.10.

The initial values vector for states is x0 = [0; 0; 0; 0] and for the gain factor matrix P
is P0 = diag([102, 102, 102, 102]). Also, the mean and covariance of the state and output
noise matrices are as: wk ∼(0,Qk) = (0, 0.012 × I4×4) and vk ∼(0,Rk)=(0, 0.012 × I2×2).
The noise-free results are presented in Figure 2.11.

To better reflect real system conditions, white noise was added to the state with (mean,
covariance)= (0,0.0012) and to the measured output with (mean, covariance)= (0,0.012).
Under these assumptions, the results of the EKF-UI algorithm for on-line state estimation
of the fourth-order nonlinear model of the synchronous generator subjected to a step on
Efd are presented in Figure 2.12. The estimated output signals and the unknown input
estimate Efd are also shown in Figure 2.12(b).

2.5.5 Robustness Checking of EKF-UI State Estimator

For checking the effectiveness and robustness of the EKF-UI method, especially under
time variant unknown input, the state estimation process will be performed with dif-
ferent kinds of Efd input (constant and ramp) and different kinds of mechanical input Tm

(constant and ramp). Also, the performance of the state estimator will be analyzed in the
presence of network fault disturbances.
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(a) (b)

Figure 2.11: EKF-UI state estimation results without noise: (a) Estimated states. (b)
Estimated outputs and estimated unknown input.

2.5.5.1 Tm Input Signal: Ramp

In the simulations of this section, all settings including the initial values, time steps and
noise characteristics are the same as in the previous section except that we replaced the
constant Tm with a ramp signal. This ramp signal changes from T =1 to T =12 with a
slope=1%/s and then remains constant from T =12 to T =16. The simulation results for
this kind of Tm input signal demonstrate the accuracy of the estimated states, outputs and
unknown input, which are presented in Figure 2.13.

2.5.5.2 Efd Input Signal: Ramp

As another stringent robustness test of the EKF-UI method, the unknown input, Efd, as
a ramp signal. There is no difference in the simulation settings compared to the previ-
ous section, except that we replaced the step input for Efd with a ramp signal having a
slope=5%/s. The simulation results for the Efd ramp signal are illustrated in Figure 2.14.
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(a) (b)

Figure 2.12: EKF-UI state estimation results with noise: (a) Estimated states. (b) Esti-
mated outputs and estimated unknown input.

They confirm that the proposed method is capable of tracking a time-variant unknown
input, while estimating the sates correctly.

2.5.5.3 Fault Analysis

Based on the equivalent circuit in Figure 2.1, network disturbances impacts on the EKF-UI
state estimator is studied by applying a short-circuit contingency at the mid-point of the
transmission line at T =20 (s) as shown in Figure 2.8 previously in UKF state estimation
fault analysis. The fault analysis relied on the fourth-order synchronous machine described
in section 2.2. The synchronous machine model used in the fault simulation includes a two-
factor saturation model with the parameters given in Appendix 5.2.

The analysis will be based on two post-disturbance scenarios: (i) stable and (ii) unsta-
ble. For the first scenario, the fault is cleared after 0.1 (s) at T =20.1 (s) and the system
remained stable and for the second one it goes to an unstable condition.

The Simulink SMIB model settings and estimator initial values are the same as in
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(a) (b)

Figure 2.13: EKF-UI state estimation results with Tm=Ramp and Efd=Step: (a) Esti-
mated states. (b) Estimated outputs and estimated unknown input.

previous simulations studies in Figures 2.13 and 2.14, except that we removed the noise
in order to have clarity in the results and be able to track the performance of the state
estimator at the time of fault occurrence. For this reason, we show the first 4 s after the
fault only. The results in the stable case are presented in Figure 2.15.

From these results, it is clear that the EKF-UI estimator generates the correct estimates
under network fault disturbance. However, attentive verification of the fault time-period re-
vealed that, just after the fault occurrence, the estimator produces discontinuous responses
and will track the actual outputs only after fault clearing.

In the second scenario, the fault was cleared after 0.3 (s) only, at T =20.3 (s) and
the system therefore went into an unstable condition. Like for the stable case, the state
estimator generated the estimated states with appropriate accuracy as shown in Figures
2.16. Based on these two scenarios, we conclude that the EKF-UI approach is capable of
estimating the dynamic state of the power system independently of the stability condition.
Also when the fault simulations were repeated with the noise added of the same magnitudes
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(a) (b)

Figure 2.14: EKF-UI state estimation results with Tm=Constant and Efd=Ramp: (a)
Estimated states. (b) Estimated outputs and estimated unknown input.

as in Figures 2.14, the results were satisfactory, similar to Figures 2.15 and 2.16 in terms
of accuracy.

2.5.6 EKF-UI Capability in Parameter Estimation

State estimation theory can be used to not only estimate the states of a system, but also
to estimate the unknown parameters of a system. Suppose that we have a system model,
but the system equations depend in a nonlinear way on an unknown parameter vector p
[29]. The characteristic of the vector p in the continuous time format is ṗ = 0. By using
this characteristic in (2.13) we could have:[

ẋ
ṗ

]
=

[
f(x,p,u,w)

0

]
y = h(x,p,u,v)

(2.83)
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(a) (b)

Figure 2.15: EKF-UI state estimation results in stable short-circuit fault: (a) Estimated
states. (b) Estimated outputs and estimated unknown input.

where p is the unknown parameter vector which is supposed to be estimated with the
states of the system. Therfore, we can rewrite the extended state vector as:

x′ =

[
x
p

]
(2.84)

where x is the old state vector of the system, p is the unknown parameter of the system
and x′ is the extended state vector. To achieve the discrete-form of (2.83) we will have the
following equations in (2.85) and (2.86). For vector p:

pk = pk−1 (2.85)
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(a) (b)

Figure 2.16: EKF-UI state estimation results in unstable short-circuit fault: (a) Estimated
states. (b) Estimated outputs and estimated unknown input.

and for the system equations (in case of presence unknown input in the system):[
xk
pk

]
=

[
f(xk−1,pk−1,uk−1,u

∗
k−1) + wk−1

pk−1 + w′k−1

]
yk = h(xk,pk,uk) + vk

(2.86)

where the quantities definitions are the same as (2.46) and the discrete form of extended
states vector is as:

x′k =

[
xk
pk

]
. (2.87)

Now, we can consider parameter estimation in the framework of our nonlinear fourth-
order state space model of a synchronous machine. From theoretical point of view, we could
define the vector p such as it includes all the parameters of machine presented in (10). But
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Figure 2.17: Parameter estimation using EKF-UI method for inertia constant J.

the fact is that in that case the state estimation process could not converge to a unique and
acceptable response for the estimated states and as well for the estimated parameters. This
situation could be worse for the EKF-UI method while we need to estimate the unknown
input in addition of the states and parameters. Therefore, it is unrealistic to ask the
estimation process to find the states, the unknown input and all the parameters of the
system simultaneously while remaining robustly convergent. As a result, when extending
EKF or EKF-UI methods to cope with parameter estimation, we will assume that just one
or two parameters of the system are unknown. In our case, after checking the EKF-UI
based parameter estimation procedure, described in this section, for some parameters of
the machine, the inertia constant of the machine J was selected as the unknown parameter
of the machine.

The setting values for the simulation file were similar to the setting values presented
in previous simulations in Figures 2.11. Except now we have five state to be estimated,
four system states and one unknown parameter as the extended fifth state. The initial
values for the states were x0 = [0.82; 0; 0; 0] which shows that we need to set the nominal
rotor angle as the initial first state. The initial value for the gain factor matrix P was
P0 = diag([10, 10, 10, 10, 107]). Also, the values of Qk and Rk were: wk ∼(0,Qk) =
(0, 10−7× I5×5) and vk ∼(0,Rk)=(0, 0.12× I2×2). The estimated parameter for J compared
with the nominal value as the fifth state is shown in Figure 2.17. The estimated states
and estimated unknown input results, which were same as the results in 2.11, showed the
accuracy in parameter, states and unknown input estimation process simultaneously.

As it is clear from the initial values and if we compared them with initial values in
the previous simulation in Figures 2.11, it could be concluded that when we involve the
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state estimation process with parameter estimation we need to set the nominal rotor angle
as the initial first state. Also, we need to mention that the parameter estimation result
using the EKF-UI method is very sensitive with respect to the initial rotor angle value and
initial gain factor matrix. If we set the initial rotor angle less than 0.82, we could not get
appropriate results.

2.5.7 Discussion on EKF-UI State Estimation Results

By comparing the initial values of the states in the EKF method x0 = [0.6; 0; 0; 0] and the
EKF-UI method x0 = [0; 0; 0; 0], it is noticed that the latter is more robust against a poor
initial value of the rotor angle δ0 than the EKF method, for which we cannot set δ0 far
from the nominal rotor angle.

Noticing in Figures 2.15 and 2.16 that some state estimates are wrong during the fault,
it could make sense to block the slow-changing states at their pre-fault values during the
fault, in order to reduce the discontinuity-induced errors.

The simulation studies were repeated for different sets of machine and external system
parameters to verify the EKF-UI method capability with respect to different sets of pa-
rameters and to analyze the influence of changing parameters on the proposed method.
As expected, we obtained acceptable results in the simulations when we had different test
machines (such as salient versus round rotor) and external systems with varying reactance.
Lastly we performed additional simulation studies at different operating points considering
saturation factors, in order to check the accuracy of the proposed EKF-UI method while
varying the synchronous machine operating point. In all these sets of simulations, we again
obtained accurate estimation of the states, outputs and unknown input.

Another interesting result, based on the estimated states of synchronous machine, would
consist to estimate the capability curve of machine. First, let us define the internal gener-
ator voltage, EI , as the voltage proportional to the field current ifd:

EI = xad ifd. (2.88)

Then, the relation between EI and third state of machine e′q can be expressed as:

e′q = EI − (xd − x′d) id. (2.89)

Based on e′q and id, which are now available through the EKF-UI method estimation
results, the value of EI and in turn ifd can be estimated. Then using the field current ifd
estimated as above, and assuming xad and xs to be known (including eventually the impact
of a saturation model), the following equations can be derived [1]:

P =
xad
xs

Vt ifd sinδ

Q =
xad
xs

Vt ifd cosδ −
V 2
t

xs

(2.90)
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where xs is the synchronous reactance, Vt is the terminal voltage and ifd is the field current.
The equations in (2.90) can be used to estimate one part of capability curve which is known
as field current heating limit [1].

2.6 Summary

In this chapter, three different approaches were presented for dynamic state estimation of
a power system including the synchronous generator rotor angle and rotor speed. The first
approach was the traditional nonlinear state estimator, the Extended Kalman Filtering
(EKF) method, which includes linearization steps in its algorithm. Simulation results of
the EKF estimator showed appropriate accuracy in estimating the dynamic states of a
saturated fourth-order generator connected to an infinite-bus, under noisy processes and
measurements.

The second approach, the UKF state estimation, allows overcoming the limitations of
the linearization process required by the traditional EKF method, and also to increase
the operational range of the system variables around the operating point by not using
the linearization in the state estimation algorithm. The implemented UKF based scheme
produced high quality results and also showed greater accuracy of the state estimates in
the presence of noise, compared to the traditional EKF method.

Finally the EKF-UI method was presented. As it was mentioned before, the EKF
method requires that all input data be measured or available, which may not be the case
in some configurations (e.g. with brushless exciters) where the field voltage Efd is not easily
measured from the power plant control room. The EKF with Unknown Inputs (EKF-UI)
was consequently proposed for addressing this issue. We implemented it to simultaneously
estimate the states of the system and the unknown input voltage Efd. The robustness and
effectiveness of the proposed EKF-UI approach was checked by successfully applying it to
various kinds of field voltage and mechanical torque Tm inputs, ranging from step to ramp
signals. The developed EKF-based estimators were effective as well under network fault
conditions with process and measurement noise included.
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After estimating the states of the synchronous machine in step 1, which will be used
for the FACTS-based wide-area controller in step 3, the location of the FACTS device is
determined using the method presented in this chapter as second step of thesis. In this
step, the optimal process of FACTS placement to maximize the power system loadability
and minimize the transmission line losses is presented.

Flexible AC Transmission Systems, so-called FACTS devices, can help reduce power
flow on overloaded lines, which would result in an increased loadability of the power system,
lower transmission line losses, improved stability and security and, ultimately, a more
energy-efficient transmission system. In addition, with FACTS devices installed at suitable
locations, wide area control strategies for power flow controls and oscillation damping could
be implemented more effectively. In order to find suitable FACTS locations more easily
and with more flexibility, in this chapter we present a Graphical User Interface (GUI)
based on a genetic algorithm (GA) which is shown able to find the optimal locations
and sizing parameters of multi-type FACTS devices in large power systems. This user-
friendly tool, called FACTS Placement Toolbox, allows the user to pick a power system
network, determine the GA settings and select the number and types of FACTS devices
to be allocated in the network. The GA-based optimization process is then applied to
obtain optimal locations and ratings of the selected FACTS to maximize the system static
loadability. Six different FACTS devices are implemented: SVC (or STATCOM), TCSC
(or SSSC), TCVR, TCPST, UPFC and STATCOM with Energy Storage(SMES). The
simulation results on IEEE test networks with up to 300 buses show that the FACTS
placement toolbox is effective and flexible enough for analyzing a large number of scenarios
with mixed types of FACTS to be optimally sited at multiple locations simultaneously.

3.1 Literature Review

The limitation of energy resources and, also, a number of economic constraints increasingly
force the power system to operate near its stability and loadability margins. In order to use
the maximum capacity of power transmission lines while avoiding overloaded lines, utilities
have expensive and time-consuming solutions such as building new lines. Alternatively,
there are operational measures aimed at the same goal, such as: (i) topological changes
through line switching and (ii) active and reactive power flow control [38].

FACTS devices fit in with the alternative approach as they improve the efficiency of
existing networks by re-dispatching line flow patterns in such a way that the thermal lim-
its are not exceeded, while fulfilling contractual requirements between grid stakeholders
and increasing system loadability [39]. From the steady-state point of view, FACTS de-
vices operate by supplying or absorbing reactive power, increasing or reducing voltage and
controlling the series impedance of transmission lines or phase angle [40].

However, the benefits of these devices are severely dependent on their type, size, number
and location in the transmission system. Many research projects and studies have been
conducted in the area of FACTS device placement to improve power system operations.
Considering the allocation technique or the optimization algorithm, we end up with the
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following two categories:
A. Heuristic Optimization Algorithms
In this category, heuristic methods are used to find the best number, type, location and

value for a given objective function. Among those used specifically in FACTS placement
studies, the most popular are: Genetic Algorithm (GA) [40, 41, 42, 43, 44, 45], Tabu
Search (TA) [46, 47], Simulated Annealing (SA) [47], Particle Swarm Optimization (PSO)
[48, 49, 50], Evolutionary Algorithm (EA) [51, 52, 53, 54], Bacterial Swarming Algorithm
(BSA) [55], Group Search Optimizer with Multiple Producer (GSOMP) [56], Harmony
Search Algorithm (HSA) [57], and Bees Algorithm (BA) [58].

B. Analytical Techniques
Contrasting with the previous heuristic approaches, analytical methods are preferred

by some authors to allocate the FACTS devices. For example, in [59, 60] singular analyses
of the power system Jacobian matrix was used. Also, in [61, 62, 63] the authors used the
Line Flow Index (LFI) as their allocation criterion. In [64] the power-angle characteristic
was used to locate the FACTS devices. The Extended Voltage Phasors Approach (EVPA)
[65], Mixed Integer Linear Programming (MILP) [66, 67, 68] and Locational Marginal Price
(LMP) [69] are yet other methods in the second category.

Another categorization can be made as follows, based on the number and variety of
devices involved:

A. Single-Type FACTS Device Allocation
The assumption here is that a single type of device is to be sited at a given number

of optimally chosen locations. The FACTS placement procedure then starts to find the
optimal locations and optimal values for the selected device such as: SVC [42, 60, 67],
STATCOM [50, 64], TCSC [43, 70] and UPFC [44, 45, 49, 52, 64, 59, 63, 71].

B. Multiple-Type FACTS Devices Allocation
Adopting a mix of different type of FACTS devices allows the benefits of each singular

type to be included. For example, in some papers three or four types of FACTS device such
as, TCSC, TCVR, TCPST, SVC [41, 51, 55, 56] were used together. In [46, 47] the UPFC
is also included near three of the four of other FACTS. In this context, the optimization
procedure usually finds the optimal types, locations and values of the various FACTS
devices simultaneously. All FACTS devices have one optimal location and one optimal
rating number except the UPFC. Based on the UPFC modeling, which will be recapitulated
in next section, this device has three operating values. In contrast with previous researches
[46, 47], this study effectively includes the UPFC with three operating values together
with other devices that have one operating value. Some papers also discussed the optimal
number of FACTS devices in addition to the above variables [40, 41, 70, 72].

After these introductory remarks, we will now proceed to give an overall description of
this chapter. A Matlab based Graphical User Interface (GUI), called FACTS Placement
Toolbox, which uses the genetic algorithm as its optimization method, is presented. The
tunable parameters of the genetic algorithm should be determined by the user. Using GA
puts our method in the first category of allocation methods discussed above. Regarding the
second categorization, we will perform the placement procedure for five types of FACTS
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devices simultaneously: SVC (or STATCOM), TCSC (or SSSC), TCVR, TCPST, UPFC
and STATCOM with Energy Storage(SMES). The user has the opportunity to select the
desired number and types among them. The power network also should be selected by
the user from a large number of IEEE test networks. The optimization process will then
find the optimal locations and values of the given number of FACTS in the selected power
system network in order to increase the power transmitted by the network or maximize
the power system loadability [40, 42, 50, 67].

This chapter is organized as follows. The details of FACTS device modeling for power
flow studies using Matpower [73] is given in section 3.2. In section 3.3, the influences of
FACTS devices on the power network variables will be presented. Section 3.4 includes
the general concepts of the genetic algorithm, definition of objective function and also the
details of the optimization process. Section 3.5 describes the concept implementation using
a generic graphical user interface which facilitates assessment of a wide-range of situations.
To demonstrate the performance of the toolbox and to verify its performance, detailed
simulation studies are presented in Section 3.6. Section 3.7 presents detailed simulations
for analyzing the effects of different FACTS devices on Hydro-Québec network. Section
3.8 discusses the obtained results and section 3.9 presents a summary of the chapter.

3.2 FACTS Devices Modeling

In the two past decades, different types of FACTS devices have been developed and used in
power system networks. Based on the type of compensation we could have three different
categories for different types of FACTS devises:

• Shunt Controllers like: SVC, STATCOM and STATCOM with SMES.

• Series Controllers like: TCSC, SSSC, TCPST and TCVR.

• Combined Shunt-Series Controllers like: UPFC.

Each of the above FACTS devices has its own properties and could be used for a specific
goal [74]. The modeling of the FACTS devices, which would be used for our power flow
calculations in Matpower [73], could be done with two different techniques:

• Operational Modeling: based on the equivalent injected power at buses.

• Analytical Modeling: based on the admittance matrix modification.

In following the details of each technique will be presented.

3.2.1 Operational Modeling

The idea of operational modeling is related to this fact that we can model the FACTS
devices by the equivalent injected active or reactive power at buses. At first, the schematic
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of a typical transmission line for this kind of modeling is presented as Figure 3.1.

Figure 3.1: The schematic of transmission line.

In following the operational model of series and shunt FACTS devices will be presented
briefly.

3.2.1.1 Series FACTS Device

The configuration of operational modeling of series FACTS devices like TCSC, SSSC,
TCVR and TCPST can be presented as Figure 3.2.

(a)

(b)

Figure 3.2: Operational modeling of series FACTS devices: (a) The line with FACTS
devices. (b) The line with injected equivalent power.

The principle concept of operational modeling is replacing the effect of FACTS device
on transmitted power in the line by equivalent injected power at terminal buses of that
line, as presented in Figure 3.2. The injected equivalent active and reactive power at bus
i can be calculated by:

P F
i = Pik − P F

ik

QF
i = Qik −QF

ik

(3.1)

where:
- PF

i and QF
i : equivalent injected active and reactive power at bus i ;

- Pik and Qik: transmitted active and reactive power without FACTS devices;
- PF

ik and QF
ik: transmitted active and reactive power with FACTS devices in the line.

There are two similar equations for node k. The total four equations, which present
the operational modeling of series FACTS devices, could be used for load flow analysis in
Matpower.
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(a)

(b)

Figure 3.3: Operational modeling of shunt FACTS devices: (a) The line with shunt FACTS
devices between two buses. (b) The line with shunt FACTS devices at one bus.

3.2.1.2 Shunt FACTS Device

For the operational modeling of shunt FACTS devices such as SVC, STATCOM and STAT-
COM with SMES, we have two possibilities for positions. If the shunt FACTS device is
allocated in the line (between two buses), we would have the configuration presented in
Figure 3.3(a).

But, if the device is allocated at one alone bus, the modeling configuration would be
like Figure 3.3(b). The modeling equations of shunt FACTS devices are similar to series,
which were presented in (3.1).

3.2.2 Analytical Modeling

As it was mentioned before, the analytical modeling of FACTS devices is implemented by
modifying the admittance matrix of branch. Therefore, before presenting the analytical
modeling of each FACTS device, we should at first present the branch modeling and ad-



Chapter 3. Optimal Placement of FACTS Devices 54

mittance matrix equations. The schematic of classic π model of branch is presented in
Figure 3.4.

Figure 3.4: The schematic of classic π model of branch.

The admittance matrix for the classic π model of branch is given by following equations
in (3.2) and (3.3).

Y =

[
yik +

yc
2 −yik

−yik yik +
yc
2

]
(3.2)

where the line admittance yik and the shunt admittance yc are:

yik =
1

rik + jxik
yc = jbc

(3.3)

where rik is the line resistance, xik is the line reactance and bc is the charging capacitance.
In analytical modeling when the FACTS device is inserted in the line (Figure 3.5),

the admittance matrix will be modified in following form as equation (3.4). In following
sections, the details of analytical modeling for all FACTS devices will be presented as:

Y′ =

[
Y ′ii Y ′ik
Y ′ki Y ′kk

]
=

[
Yii Yik
Yki Ykk

]
︸ ︷︷ ︸

Line

+

[
Y F
ii Y F

ik

Y F
ki Y F

kk

]
︸ ︷︷ ︸

FACTS

. (3.4)

3.2.3 SVC

The SVC (Static Var Compensator) can operate at both inductive and capacitive com-
pensation. In inductive case, the device absorbs reactive power and in capacitive case it
supplies reactive power. The SVC is modeled by a shunt susceptance which includes two
ideal switched elements in parallel: a capacitance for capacitive compensation and induc-
tance for inductive compensation [41]. The SVC is the only device which could be installed
in the buses of the network in addition the branches. All the other FACTS devices in this
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(a)

(b)

Figure 3.5: Two configurations for allocating of FACTS device in analytical modeling: (a)
Shunt FACTS device. (b) Series FACTS device.

study are located just in the branches. The circuit structure of SVC and the typical V -I
operating area are presented in Figure 3.6. The symbol and the model of SVC are also
presented in Figure 3.7.

If the allocation process inserts the SVC in the buses, in this case the SVC just modeled
only as reactive power injected at bus as presented in operational modeling. The reactive
power injected or absorbed by the SVC at the nominal voltage of installed bus Vn could
be calculated using (3.5) with the corresponding ranges for QSV C as:

QSV C = − V 2
n

xSV C
= −ySV CV 2

n = −bSV CV 2
n

− 300 MVar ≤ QSV C ≤ +300 MVar.

(3.5)

By inserting the SVC in the branches of network, the parameters of the classic equivalent
π-model will be modified based on the value of the SVC susceptance.

In this case, the line is split into two equal parts and the SVC is inserted in the middle
as it is shown in Figure 3.8.

Next, the procedure of finding the modified parameters of classic π-model of branch,
as presented in Figure 3.9, is discussed. First of all, we should start with defining yp and
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(a) (b)

Figure 3.6: The Static Var Compensator (SVC) : (a) The circuit structure. (b) The V -I
operating area.

(a) (b)

Figure 3.7: The Static Var Compensator : (a) The symbol of SVC. (b) The model of SVC.

zik in Figure 3.9(a) as:

yp =
yc
4

+
yc
4

+ ySV C =
yc
2

+ ySV C

zik
2

=
1

2yik

(3.6)

where zik = rik + jxik, yc = jbc and ySV C = jbSV C .
Then, using the star-triangle transformation, for transformation from Figure 3.9(a) to
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Figure 3.8: The modified configuration of a branch with SVC at the middle of the line.

Figure 3.9(b), the following equations will be written:

z′ik =

1

2yik
× 1

2yik
+ 2

(
1

2yik
× 1

yp

)
1

yp

=

1

4y2ik
+

1

yikyp
1

yp

z′ik =

yp + 4yik
4y2ikyp

1

yp

=
4yik + yp

4y2ik
=

1

yik
+

yp
4y2ik

⇒ z′ik = zik +
1

4
z2ik

(yc
2

+ ySV C

)
.

(3.7)

Then, by using zik = rik + jxik, yc = jbc and ySV C = jbSV C in (3.7) we will have (3.8):

z′ik = (rik + jxik) +
1

4
(rik + jxik)

2

(
jbc
2

+ jbSV C

)
. (3.8)

After some mathematic simplification we could have the modified values of branch (r′ik
and x′ik) in Figure 3.9(d) as:

r′ik = rik −
1

2
rikxik

(
bc
2

+ bSV C

)
x′ik = xik +

1

4

(
r2ik − x2ik

)(bc
2

+ bSV C

)
.

(3.9)

To calculate other parameters of Figure 3.9(d), y′ii = y′kk and b′c, we should start from
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(a) (b) (c)

(d)

Figure 3.9: The star-triangle transformation for modeling the middle-line inserted SVC.

y′ic and y′kc in Figure 3.9(c) as:

y′ic
2

=
y′kc
2

=
yc
4

+
2yikyp

4yik + yp
=
yc
4

+

(
yc
2

+ ySV C
)

2 + 1
2
zik
(
yc
2

+ ySV C
) . (3.10)

Then again by using zik = rik + jxik, yc = jbc and ySV C = jbSV C in (3.10) we will have:

y′ii
2

=
y′kk
2

=
1
2
rik
(
bc
2

+ bSV C
)2

4− 2xik
(
bc
2

+ ySV C
)

+ 1
4

(r2ik + x2ik)
(
bc
2

+ bSV C
)2 . (3.11)

and the value of b′c could be calculated by:

b′c
2

=
bc
4

+
2
(
bc
2

+ bSV C
)
− 1

2
xik
(
bc
2

+ bSV C
)2

4− 2xik
(
bc
2

+ ySV C
)

+ 1
4

(r2ik + x2ik)
(
bc
2

+ bSV C
)2 . (3.12)

Now, when the SVC is allocated in the mid-point of a branch, we can easily use the
equations (3.9), (3.11) and (3.12) to modify the branch parameters in Matpower to calculate
power flow of the network.

Also we can analyze the influences of the SVC value QSV C , on the modified parameters
of the branch (r′ik, x

′
ik, y

′
ii = y′kk and b′c) which are presented in Figure 3.9(a) and (b).

As can be seen from this figure, the value of y′ii = y′kk is effectively close to zero and so
we can then neglect y′ii = y′kk from final modeling of SVC device to decrease the process
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(a) (b)

Figure 3.10: The modified parameters of branch in function of QSV C :(a) The modified
parameters: y′ii = y′kk and b′c. (b) The modified parameters: r′ik and x′ik.

calculation.

3.2.4 STATCOM

In 1999 the first SVC with Voltage Source Converter called STATCOM (Static Synchronous
Compensator), went into operation. The STATCOM has a characteristic similar to the
synchronous condenser, but as an electronic device it has no inertia and is superior to the
synchronous condenser in several ways, such as better dynamics, a lower investment cost
and lower operating and maintenance costs. The structure and operational characteristic
is shown in Figure 3.11. The static line between the current limitations has a certain
steepness determining the control characteristic for the voltage.

The advantage of a STATCOM is that the reactive power provision is independent
from the actual voltage on the connection point. This can be seen in the diagram for the
maximum currents being independent of the voltage in comparison to the SVC [39, 74].

Considering the modeling of STATCOM in this chapter, since our optimization method
is based on the power flow calculation in steady-state condition, the STATCOM and the
SVC both have the same characteristics in our optimization algorithm. Therefore, the
analytical modeling of STATCOM is the same as SVC which is presented in previous
section.

3.2.5 STATCOM with Energy Storage (SMES)

The STATCOM with SMES (Superconducting Magnetic Energy Storage) is a device which
could be used to absorb or produce both active and reactive powers. The STATCOM part,
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(a) (b)

Figure 3.11: The Static Synchronous Compensator: (a) The STATCOM structure. (b)
The voltage-current characteristic.

which is presented in previous section, is related to the reactive power and the SMES part
is for active power. The SMES system stores energy in the magnetic field created by the
flow of direct current in a superconducting coil which has been cryogenically cooled to a
temperature below its superconducting critical temperature [39, 74].

A typical SMES system includes three parts: superconducting coil, power conditioning
system and cryogenically cooled refrigerator. Once the superconducting coil is charged, the
current will not decay and the magnetic energy can be stored indefinitely. The stored energy
can be released back to the network by discharging the coil. The power conditioning system
uses an inverter/rectifier to transform alternating current (AC) power to direct current or
convert DC back to AC power. Due to the energy requirements of refrigeration and the high
cost of superconducting wire, SMES is currently used for short duration energy storage.
Therefore, SMES is most commonly devoted to improving power quality [39, 74]. The
internal control loop of a STATCOM with Energy Storage (SMES) is presented in Figure
3.12.

Figure 3.12: The internal control loop of a STATCOM with Energy Storage (SMES).
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The symbol and the model of STATCOM with SMES is presented in Figure 3.13(a) and
(b) respectively. As can be seen from Figure 3.13(b) the model of this device consists two
parts: a variable inductance for absorbing or producing reactive power (STATCOM part)
and a variable resistance for absorbing or producing the active power (SMES part). The
SMES resistance has two operating modes: negative resistance (−rSMES) for modeling the
active power production and positive resistance (+rSMES) for modeling the active power
consumption.

(a) (b)

Figure 3.13: The STATCOM with SMES: (a) The symbol of device. (b) The model of
device.

The injected or absorbed power, active and reactive, by the STATCOM with SMES at
the nominal voltage of installed bus Vn could be calculated by following equations:

QSTATCOM = − V 2
n

xSTATCOM
= −ySTATCOMV 2

n = −bSTATCOMV 2
n

PSMES =
V 2
n

rSMES

= ySMESV
2
n

(3.13)

where the ranges for QSTATCOM and PSMES are :

− 300 MVar ≤ QSTATCOM ≤ +300 MVar

− 300 MW ≤ PSMES ≤ +300 MW.
(3.14)

The analytical modeling of STATCOM with SMES is similar to the SVC with the same
procedure. By inserting the STATCOM with SMES in the middle of line, the parameters
of classic equivalent π-model will be modified based on the value of QSTATCOM and PSMES.
In this case, the line is split into two equal parts and the STATCOM with SMES is inserted
in the middle as it is shown in Figure 3.14.

Using the steps in Figure 3.9 for the procedure of finding the modified parameters
of classic π-model of branch, as presented in previous section for SVC, we will have the
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Figure 3.14: The modified configuration of a branch with the STATCOM with SMES at
the middle of the line.

following definition for yp as:

yp =
yc
4

+
yc
4

+ ySTATCOM + ySMES =
yc
2

+ ySTATCOM +
1

rSMES

zik
2

=
1

2yik

(3.15)

where:

zik = rik + jxik

yc = jbc

ySTATCOM = jbSTATCOM
1

rSMES

= ySMES.

(3.16)

Then, as we have done for SVC, using the star-triangle transformation from Figure
3.9(a) to Figure 3.9(b), the following equation could be written:

z′ik = zik +
1

4
z2ik

(
yc
2

+ ySTATCOM +
1

rSMES

)
. (3.17)

Using (3.16) in (3.17) we will have:

z′ik = (rik + jxik) +
1

4
(rik + jxik)

2

(
jbc
2

+ jbSTATCOM + ySMES

)
. (3.18)

After some mathematic simplification we could have the modified values of branch (r′ik
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and x′ik) in Figure 3.9(d) as:

r′ik = rik −
1

2
rikxik

(
bc
2

+ bSTATCOM

)
+

1

4

(
r2ik − x2ik

)
ySMES

x′ik = xik +
1

4

(
r2ik − x2ik

)(bc
2

+ bSTATCOM

)
+

1

4
rikxikySMES.

(3.19)

To calculate the other parameters of Figure 3.9(d), y′ii = y′kk and b′c, we should use the
equations of y′ic and y′kc in Figure 3.9(c) as:

y′ic
2

=
y′kc
2

=
yc
4

+
2yikyp

4yik + yp
=
yc
4

+

yc
2 + ySTATCOM + ySMES

2 + 1
2
zik

(
yc
2 + ySTATCOM + ySMES

) . (3.20)

Then again, by using (3.16) in (3.20) we will have:

y′ic
2

=
y′kc
2

=
jbc
4

+
ySMES + j

(
bc
2 + bSTATCOM

)
2 + 1

2
(rik + jxik)

(
ySMES + j

(
yc
2 + ySTATCOM

)) . (3.21)

To simplify the mathematic procedure, we have the following definitions for real and
imaginary part of divisor of (3.21):

R = 2 +
1

2
rikySMES −

1

2
xik

(
bc
2

+ bSTATCOM

)
I =

1

2
rik

(
bc
2

+ bSTATCOM

)
+

1

2
xikySMES.

(3.22)

Using the above definitions in (3.22), we could re-write equation (3.23) in following
form:

y′ic
2

=
y′kc
2

=
jbc
4

+
ySMES + j

(
bc
2 + bSTATCOM

)
R + jI

(3.23)

or:

y′ic
2

=
y′kc
2

=
jbc
4

+
ySMES + j

(
bc
2 + bSTATCOM

)
R + jI

× R− jI
R− jI

=
jbc
4

+
ySMES + j

(
bc
2 + bSTATCOM

)
× (R− jI)

R2 − I2
.

(3.24)
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(a) (b)

Figure 3.15: The modified parameters of branch in function of PSMES:(a) The modified
parameters: y′ii = y′kk and b′c. (b) The modified parameters: r′ik and x′ik.

After some mathematic simplification for y′ii = y′kk we will have:

y′ii
2

=
ySMES ×R +

(
bc
2 + ySTATCOM

)
× I

R2 − I2
(3.25)

and in turn the value of b′c is:

b′c
2

=
bc
4

+

(
bc
2 + ySTATCOM

)
×R− ySMES × I

R2 − I2
. (3.26)

Now, when the STATCOM with SMES is placed in the mid-point of a line, we can easily
use the equations (3.19), (3.25) and (3.26) to modify the branch parameters in Matpower
to be used in power flow calculation.

Also we can analyze the influence of QSTATCOM and PSMES, on the modified parameters
of branch (r′ik, x

′
ik, y

′
ii = y′kk and b′c) which are presented in Figures 3.15 and 3.16.

3.2.6 TCSC

The TCSC (Thyristor-Controlled Series Capacitor) can perform capacitive or inductive
compensation by modifying the line reactance, decreasing it in capacitive mode and in-
creasing it in inductive mode. The structure and voltage-current characteristic and the
operating area are presented in Figure 3.17(a), (b) and (c) respectively.

The TCSC is modeled by three elements in parallel: a capacitance, an inductance and a
zero-resistance wire. In the latter case, there would be no compensation in the line and the
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(a) (b)

Figure 3.16: The modified parameters of branch in function of QSTATCOM and PSMES si-
multaneously:(a) The modified parameters: y′ii = y′kk and b′c. (b) The modified parameters:
r′ik and x′ik.

TCSC will have the value of zero [41]. The model and the symbol of TCSC are presented
in Figure 3.18.

The reactance value of TCSC in Figure 3.17(c) in function of α, XTCSC(α), is given by
following equation:

XTCSC(α) =
XCXL(α)

XL(α)−XC
(3.27)

where the value of variable inductive reactance XL(α) is given by:

XL(α) = XL
π

π − 2α− sinα
XL ≤ XL(α) ≤ ∞. (3.28)

For the power flow calculation, the value of TCSC is determined by a coefficient kTCSC
as (3.29):

xTCSC = kTCSC xline

− 0.8 ≤ kTCSC ≤ 0.2.
(3.29)

When the TCSC is inserted in the line, as presented in Figure 3.19, we could calculate
the the modified value for the reactance of the line for power flow studies in Matpower as
(3.29):

x′ik = xik + xTCSC = xik + kTCSC xik

= (1 + kTCSC)xik
(3.30)
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(a) (b)

(c)

Figure 3.17: The Thyristor-Controlled Series Capacitor: (a) The TCSC structure. (b) The
TCSC voltage-current characteristic. (c) The TCSC operating area.

where x′ik is the modified value of the line reactance in the presence of TCSC device.

3.2.7 TCVR

The TCVR (Thyristor-Controlled Voltage Regulator) is used to change the magnitude of
the bus voltage by inserting an in-phase voltage to the adjacent branch. The TCVR
structure and the configuration of an inserted device is presented in Figure 3.20(a) and (b)
respectively. For modeling, we can represent this device by an ideal tap changer transformer
without series impedance [41, 74].

The voltage of the bus i in the presence of TCVR could be calculated by (3.31):

V ′i = (1 + kTCV R)Vi where − 0.15 ≤ kTCV R ≤ 0.15. (3.31)
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(a) (b)

Figure 3.18: The TCSC: (a) The symbol of device. (b) The model of device.

Figure 3.19: The TCSC inserted in the line.

For power flow calculation, we can set the value of tap ratio τ (see section 3.2.10) as:

τ = 1 + kTCV R (3.32)

As it is clear from (3.32) the value of turns ratio ranges from 0.85 to 1.15. The value
1.0 means zero value for TCVR (kTCV R = 0) and no transformation on voltage.

3.2.8 TSPST

The TCPST (Thyristor-Controlled Phase Shifting Transformer) which is presented in Fig-
ure 3.21 is used to regulate the voltage angle between the sending end and receiving end
of the transmission line.

Therefore, by using this device we can easily increase or decrease the angles of bus
voltages. The TCPST is modeled by an ideal phase shifter with series impedance equal to
zero [41, 74]. The ranges for the angles of TCPST are as (3.33):

− 20◦ ≤ αTCPST ≤ 20◦ (3.33)

For power flow calculation we could easily set θshift = αTCV R (see section 3.2.10).
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(a) (b)

Figure 3.20: The Thyristor-Controlled Voltage Regulator:(a) The TCVR structure. (b)
The TCVR configuration in the line.

Figure 3.21: The TCPST structure.

3.2.9 UPFC

The UPFC (Unified Power Flow Controller) is a device from the third type of FACTS
devices above, i.e. a combined shunt-series device. UPFC is a combination of a static
compensator (STATCOM) and static series compensation (SSSC) as presented in Figure
3.22(a). It is therefore possible to control simultaneously all the parameters affecting power
flow in the transmission line i.e., voltage, impedance and phase angle. Stated otherwise,
it can independently control both the real and reactive power flow in the line and voltage
magnitude at the UPFC terminals [10, 74].

A simplified schematic representation of the UPFC is given in Figure 3.22(a). The
active power required by the series converter is drawn by the shunt converter from AC
network and supplied to the bus k through the DC link. The output voltage of the series
converter is added to the nodal voltage of bus k to boost the nodal voltage at bus k. So,
neglecting the loss, the total power exchanged between the UPFC and the power system
is zero (Pex. = 0) [10, 74, 75, 76].

The equivalent circuit of UPFC is presented in Figure 3.22(b). As it is clear from
this figure, the series part of UPFC could be modeled by a controllable voltage source
(V SE), the shunt part with a controllable current source (ISH). The voltage magnitude
of the output V SE provides voltage regulation and the angle is used for phase regulation.
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(a) (b)

Figure 3.22: The Unified Power Flow Controller:(a) The UPFC structure. (b) The equiv-
alent circuit of UPFC.

The three controllable parameters of the UPFC are VSE, ΦSE and ISH where VSE denotes
the magnitude of the voltage injected in series with the transmission line with the ranges
[0,VSEmax], ΦSE is the phase angle of this voltage with the ranges [0,2π] and ISH is the
shunt reactive current source of UPFC with the ranges [-ISHmax,ISHmax] [10, 76, 77].

The computational results indicate that when the UPFC parameters VSE and/or ISE are
set with too large values, load flow convergence is difficult due to the flat voltage starting
method chosen. Practically, because of other physical limitations, such as insulation level of
the apparatus in power system and the cost of the UPFC itself, VSEmax and ISHmax cannot
assumed too large values. In our studies that follows, they we have set ISHmax=0.15 p.u.
and VSEmax=0.3 p.u [77].

Based on the equivalent circuit presented in Figure 3.23(b), the two power injection in
buses i (P inj

i , Qinj
i ) and k (P inj

k , Qinj
k ) for load flow analysis can be calculated according to

the following expressions in (3.34):

P inj
i = −VkVSE[Gcos(δk − ΦSE)−Bsin(δk − ΦSE)] +GFV

2
SE + 2ViVSEGF cos(δi − ΦSE)

Qinj
i = ViVSE[GF cos(δi − ΦSE)−BF sin(δi − ΦSE)]− ViISE

P inj
k = −VkVSE[Gcos(δk − ΦSE) +Bsin(δk − ΦSE)]

Qinj
k = −VkVSE[Gcos(δk − ΦSE)−BF sin(δk − ΦSE)]

(3.34)

where G + jB = 1/Zik, and BF = bik + B. Also, in (6) the value of ViISH represents the
reactive power injected by shunt current source (QShunt) in bus i. In our case, since we
have used the Matpower branch model, the value of gik is equal to zero, which makes GF

equals to G. Thus, using (3.35) it is possible to calculate the power flow when the allocation
process includes the UPFC [10, 74, 75, 76, 77].
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3.2.10 Using MatPower Package

In this chapter, MatPower software is used for power flow calculation. Every time the
optimization process allocates a FACTS device to a network location (branch or line), we
have to modify the admittance matrix accordingly, based on the FACTS value and its
analytical model given in this section. This means that we have to modify the branch
structure in the Matpower software and then use the modified network for power flow
calculation.

The admittance matrix convention in MatPower software is better explained using the
corresponding network schematic presented in Figure 3.23.

Figure 3.23: Branch model in Matpower software for power flow analysis.

Based on this figure, the admittance matrix in MatPower software could be expressed
as (3.35):

YBranch =

(ys + j bc2

)
1
τ 2
−ys 1

τe−jθshift

−ys 1
τejθshift

ys + j bc2

 (3.35)

where ys = rs+jxs, rs is the line resistance, xs is the line reactance, bc is shunt susceptance,
τ is the tap ratio and θshift is the phase shift angle. Based on the analytical modeling of
the FACTS device, each branch parameter will be modified as well.

By way of example, for a SVC allocated in the middle of a line rs , xs and bc , for TCSC
xs, for TCVR τ , and for TCPST θshift will be modified. For modeling a SVC allocated
at the bus and for modeling a UPFC, we used the injected equivalent active and reactive
power at the buses. Thereupon, we can calculate the power flow of the network using the
appropriate commands.

3.3 FACTS Devices Influences on Network Variables

Having explained how the FACTS devices are modeled, which would be essential for
power flow studies, now let us consider their influence separately on the power transmitted
through a line between two buses 1 and 2. The active and reactive power flow equations
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Figure 3.24: FACTS devices effects on variables of active power flow equation.

can be presented as (3.36):

P12 = −P21 =
V1V2
x12

sin(δ1 − δ2)

Q12 =
1

x12

(
V 2
1 − V1V2cos(δ1 − δ2)

) (3.36)

where V1 and V2 are the voltages magnitudes of buses 1 and 2, x12 is the line reactance and
(δ1− δ2 = δ12) is the difference angle between phasors V 1 and V 2. Under normal operating
condition we will have V1 = V2 = 1.00 p.u. and δ12 is small. Therefore we can decouple
the active and reactive power control form each other as presented in (3.37):

P12 ∝
1

x12
sin(δ12)

Q12 ∝
1

x12
(V1 − V2) .

(3.37)

While the active power flow is coupled with δ12, the reactive power flow is related to
value of (V1 − V2). By changing the value of x12, both active and reactive power flows can
be modified. Figure 3.24 shows the active power flow equation between two buses 1 and 2
and its controllable variables by each FACTS device [74].

Also, the impact of each FACTS device presented in previous section could be analyzed
by inserting them in a small network such as 9 bus test system are presented in following
sections. The schematic and bus data of 9 bus test system are presented in Appendix E.1.

3.3.1 SVC

At first, we consider the SVC’s impact on the network variables by inserting this device in
the branch 5 which is between buses 6 and 7. The results are shown in Figure 3.25. As
can be seen from this figure, the SVC increases the voltages of all buses in capacitive mode
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(a) (b)

Figure 3.25: Effect of SVC inserted in branch 5 on: (a) The voltage of buses. (b) The
reactive power flow of lines.

and decreases them in inductive mode.

(a) (b)

Figure 3.26: Effect of TCSC inserted in branch 3 on: (a) The active power flow of lines.
(b) The reactive power flow of lines.

3.3.2 TCSC

The second simulation is presented for TCSC’s influence on branch power flows. The TCSC
is inserted in the branch 3 which is between buses 5 and 6. The results are shown in Figure
3.26. As it is clear in this figure, the influence of TCSC in branch 3 is just limited on the
neighborhood branches such as branch between buses 4 and 5 or buses 6 and 7.
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3.3.3 TCVR

For the TCVR device, we inserted this device in branch number 9 which is between buses 4
and 9. The impact of TCVR device on the system bus voltages isshown in Figure 3.27. As
it is clear in this figure, the influence of TCVR in branch 9 is just limited on the adjacent
bus (bus No. 9), while the SVC has effect on all buses of the network.

(a) (b)

Figure 3.27: The effect of inserted TCVR on: (a) The voltage of buses. (b) The reactive
power flow of lines.

(a) (b)

Figure 3.28: The effect of inserted TCPST on: (a) The voltage of buses. (b) The reactive
power flow of lines.

3.3.4 TSPST

Another simulation was performed for TCPST device, by inserting this device in the branch
3, between buses 5 and 6. The power flows of the system branches are shown in Figure 3.28.
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Similar to TCSC, the influence of TCSC in branch 3 is just limited on the neighborhood
branches such as branch between buses 4 and 5 or buses 6 and 7.

3.3.5 STATCOM with Energy Storage

For the last simulation, we consider the impact of STATCOM with SMES on the network
variables by inserting this device in the branch 5, between buses 6 and 7, which is the
same position as SVC. The results are presented in two mode: active power absorption
and active power consumption. For the active power production mode, the PSMES changes
from -300 MW to zero and for absorption mode it changes from zero to +300 MW. The
results for absorption mode are presented in Figures 3.29(a) and (c) and the results for
production mode are presented in Figures 3.29(b) and (d). As it is clear in this figure
similar to SVC, the device has influence on all buses of the network in both production
and absorption modes.

(a) (b)

(c) (d)

Figure 3.29: Effect of inserted STATCOM with SMES on: (a) and (c) The voltage of buses.
(b) and (d) The active power flow of lines.
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(a)

(b)

(c)

Figure 3.30: Genetic Algorithm: (a) Original individuals. (b) Mutation on each single
individual. (c) Crossover between two original individuals.

3.4 Optimization Process

3.4.1 Optimization Method: Genetic Algorithm

The genetic algorithm is a kind of stochastic method for solving both constrained and
unconstrained optimization problems based on mechanism of natural selection. The ge-
netic algorithm repeatedly modifies a population of individual solutions. At each step,
the genetic algorithm selects individuals at random from the current population to be
parents and uses them to produce the children for the next generation. Over successive
generations, the population ”evolves” toward an optimal solution. It is possible to apply
genetic algorithm to solve a variety of optimization problems that are not well suited for
standard optimization algorithms, including problems in which the objective function is
discontinuous, non-differentiable, and stochastic [78, 79].

As it was mentioned, there are several researches in the area of FACTS placement by
using the genetic algorithm as optimization method that the reader can refer to them
for more details [41, 78, 79]. Here, we just present a short description about how the
genetic algorithm finds the best solution in an optimization problem. The following outline
summarizes how the genetic algorithm works [79]:

1. Initial Population Generation: The algorithm begins by creating a random
initial population. As a simple example, assume two presented individual in Figure 3.30(a)
for the initial populations to follow the genetic operations.
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2. Creating Next Generation: The algorithm then creates a sequence of new
populations. At each step, the algorithm uses the individuals in the current generation
to create the next population. To create the new population, the algorithm performs the
following steps:

2.1. Scores each member of the current population by computing its fitness value. The
fitness function for our case will be presented in next part of this section. The goal of
algorithm will be minimizing the fitness value.

2.2. Scales the raw fitness scores to convert them into a more usable range of values.
2.3. Selects members, called parents, based on their fitness.
2.4. Some of the individuals in the current population that have best fitness value are

chosen as elite children. These elite individuals are passed to the next population. They
are the first type of children in genetic algorithm.

2.5. Genetic Operations: Produces children from the parents. Children are pro-
duced either by two methods:

2.5.1. Mutation: The algorithm creates mutation children as, the second type of
children; by randomly changing the genes of a single individual parent (Figure 3.30(b)).

2.5.2. Crossover: The algorithm creates crossover children by combining pairs of
parents in the current population (third type of children). At each coordinate of the child
vector, the default crossover function randomly selects an entry, or gene, at the same
coordinate from one of the two parents and assigns it to the child (Figure 3.30(c)). The
dot line in Figure 3.30(c) shows the cross point or crossover factor.

2.6. Replaces the current population with the children to form the next generation.
3. Stop Criteria:The algorithm stops when one of the stopping criteria is met. The

genetic algorithm uses some conditions to determine when to stop such as: number of
generations, time limit and fitness limit [78, 79].

3.4.2 Objective Function Definition

The goal of our optimization process is to maximize the system loadability (transmitted
power) on the network without any bus voltage violation or branch loading [41, 48, 49]. In
order to achieve this objective, the load factor (λ) of the network will be increased in an
iterative optimization process as follows.

First of all, the generating powers in generation buses (PG buses) are modified as (3.38):

PGi = (λ)PG0i (3.38)

where PG0i is the initial power generation at bus i and PGi is the modified power generation.
Then, for the load buses (PQ buses) the active and reactive demands PL and QL are

modified as (3.39):

PLi = (λ)PL0i

QLi = (λ)QL0i

(3.39)
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where PL0i and QL0i are the initial active and reactive load power at bus i and PLi and
QLi are the modified values.

At initial condition λ is equal to 1 (λ0=1). Then, at each iteration, according to (3.38)
and (3.39), the load factor is increased and the optimization constraints, which are bus
voltage violation and branch loading, are verified. When it is no longer possible to satisfy
the constraints, it is concluded that the maximum loadability has been reached. This is in
fact a multi-stage greedy algorithm that follows the solving heuristic of making the locally
optimal choice at each stage in the hope of finding a global optimum. On some problems, a
greedy sequential strategy need not produce an optimal solution, but nonetheless a greedy
heuristic may yield locally optimal solutions that approximate a global optimal solution.

The corresponding objective function which maximizes the power system loadability
(ρ) to find the maximum load factor (λmax) could be formalized as follows:

J = Max {ρ} (3.40)

subject to the following security constraints:

Sl ≤ Slmax :for all branches of the network

∆Vbi ≤ 0.05 :for all buses of the network

Pmin
gi ≤ Pgi ≤ Pmax

gi :for all generation buses of the network

(3.41)

where Slmax is the maximum value for apparent power of the line l ; Sl is the is the current
apparent power of the line l ; ∆Vbi = Vbn−Vbi is the difference between nominal and current
voltage of bus i ; ∆Vbi = 0.05 is the maximum acceptable difference between Vbn and Vbi
for all buses; Pgi is the generation at bus i, Pmin

gi and Pmax
gi are minimum and maximum

bounds on Pgi respectively. Another security constrain which also could be considered is
the difference angle between buses δ12. The acceptable range for the value of this constrain
in normal operation of power system is less than 35 degree.

The maximum system loadability will be determined by increasing the load factor λ
at each zero-fitness value generation by monitoring the constraints presented in (3.41). If
these constraints are not satisfied in a specific generation, then the previous increased load
factor will be chosen as the maximum loading factor λmax. In [41] it is shown that for
each specific network there are a maximum number of FACTS device and more than that
numbers of devices the network loadability cannot be further improved.

In order to simplify enforcement of the process constraints while placing FACTS at
random locations, let us define a fitness function (Fit) that penalizes the configuration of
FACTS devices which cause overloaded in transmission lines and over- or under- voltages
at buses. This fitness function includes two terms targeting separately, branch overloading
(OVL) and second term is related to bus voltage violations (VLB):

Fit = 2−

(∏
Buses

VBLi +
∏

Branches

OVLl

)
(3.42)
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(a) (b)

Figure 3.31: The two terms of fitness function: (a) The OVL term related to over-loaded
lines. (b) The VBL term related to voltage level of buses.

with first term of fitness function (OVL) which penalizes over-loaded lines as (3.43) and in
Figure 3.31(a):

OVLl =

{
1 if Sl ≤ Slmax

exp
(
µ1

∣∣∣1− S1
Slmax

∣∣∣) if Sl > Slmax
(3.43)

and second term (VBL) penalizes the bus voltages which are not between 0.95 and 1.05 as
(3.44) and in Figure 3.31(b):

VBLl =

{
1 if ∆Vbi ≤ 0.05

exp (µ2 |0.05−∆Vbi|) if ∆Vbi > 0.05
(3.44)

where µ1 and µ1 are constant coefficient.
This means that, if the constraints are fulfilled, each term of the fitness function in (10)

(OVL and VBL) will be equal to 1 and the value of the fitness function (Fit) in (3.42) will be
equal to zero. On the other hand, if the constraints are not met, the above-defined fitness
function penalizes overloaded branches and over- or under-voltage buses. In summary, the
optimization process of the GUI implemented to find the maximum loading factor λmax
(maximum system loadability) could be presented as follows:

• Step 1: Initialize λ0=1, select the number and types of FACTS device and load
selected network.

• Step 2: Increase λ=λ+ 0.1, create an initial population of genetic algorithms and
then verify the constraint satisfaction for each individual by means of the fitness function
(Fit) presented in (3.42). If there is any individual with Fit=0, it means that at current
load factor λ we have a configuration that satisfies the security constraints and as a results
we should increase the load factor.
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• Step 3: If there is any individual with fitness function (Fit) equal to zero repeat
step 2. This loop continues until we reach to a load factor for which there is no individual
with a fitness function equal to zero. This means that at this load factor, there is no
configuration of FACTS device which can bring the network voltage level and loading
constraints into acceptable ranges. At this point, we should report the previous load factor
corresponding to maximum load factor (λmax) and previous individual with zero value of
(Fit) which includes optimal locations and values of selected FACTS device. (see Figure
3.34)

In summary, the global optimization (3.40) is a complex, possibly untrackable problem
which is converted into several simpler sequential optimization problems. In fact, the global
problem solving requires a continuation OPF to find the objective function while the greedy
problem solving only relies on ordinary power flows to enforce security constraints (3.41)
at each stress level. The pitfall is that there is no guaranty of global optimum, only the
certainty to obtain one solution, at a giving stress level.

3.5 GUI Description: FACTS Placement Toolbox

After setting the Matlab path to the folder which includes the m-files programs of FACTS
Placement Toolbox and running the main program, the main graphical user interface will
be launched as it is shown in Figure 3.32. In the implemented GUI, which uses genetic
algorithm as its optimization method, the user could choose the type and number of FACTS
devices, the power system network and also determine the setting parameters of genetic
algorithm. Then, the optimization process will find the optimal locations and values of
the selected FACTS device in the selected power system network in order to maximize the
power system loadability. In following, each section of this GUI will be presented briefly.

A. FACTS Device Selection
The first step of using the FACTS Placement Toolbox is to select the type and number

of the FACTS devices. There are two categories for the user to select:

• Single Type FACTS Device Allocation.

• Multiple Type FACTS Devices Allocation.

After checking one of the boxes related to the above categories and pushing the ”FACTS
Selection” bottom, the related table will open as it is shown in Figure 3.33(a). Then, the
user can select the type and number of FACTS devices which should be allocated in the
network.

B. Genetic Algorithm Setting
The next step of the allocation process is to determine the settings parameters of genetic

algorithm. These setting parameters are: number of generations, initial population size,
number of elite child, the ratio of crossover fraction, fitness limit and time limit. The
definition and explanation of these setting parameters are presented in the ”Help” menu of
the GUI. The table of setting parameters of genetic algorithm is shown in Figure 3.33(b).
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Figure 3.32: Main graphical user interface of FACTS Placement Toolbox.

This table is set by some default values for tunable parameters and if the user wants to
modify them, new values should be inserted following the ”Save” bottom.

C. Power Network Selection
In the third step, the user can pick a network among several IEEE test systems whose

complexity ranges from 4 to 300 buses and also a full Hydro-Québec PSS/E based network.
The related graphical user interface is shown in Figure 3.33(c).

D. Summaries Table
In this table the summaries of previous information about selected FACTS devices and

power system are presented. Regarding the total location As it was mentioned before, the
SVC (or STATCOM) and the STATCOM with SMES are the only devices that could be
installed in both branches or buses. Therefore, if the user includes the SVC or STATCOM
with SMES in the selected FACTS devices, the number of total location would be equal
to the sum of buses and branches (nLocations = nBranch + nBus). Otherwise, the number of
total location would be equal to the number of branches (nLocations = nBranch).

E. Running FACTS Placement Procedure
The flowchart of the FACTS placement procedure using the implemented GUI is de-

picted in Figure 3.34. Since the UFPC device has three controllable variables and STAT-
COM with SMES has two while the other FACTS devices have just one; we should classify
the coding program into six different categories based on selecting or not selecting the
UPFC or the STATCOM with SMES:

1. Single type allocation except both UPFC and STATCOM with SMES.
2. Single UPFC allocation.
3. Single STATCOM with SMES allocation.
4. Multiple type allocation without both UPFC and STATCOM with SMES.
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(a) (b)

(c)

Figure 3.33: The graphical user interface for: (a) FACTS selection. (b) Genetic algorithm
settings. (c) Power network selection.

5. Multiple type allocation including UPFC.
6. Multiple type allocation including both UPFC and STATCOM with SMES.
Based on above different categories, we will have different type of individuals for the

genetic algorithm optimization process. For example, typical individuals for the third and
fourth categories are shown in Figure 3.35(a), (b) and (c) respectively.

As it is clear in Figure 3.35, the first part of each individual’s string is related to the
FACTS type. For each specific FACTS device there is a specific code, namely: 1 for SVC,
2 for TCSC, 3 for TCVR, 4 for TCPST, 5 for UPFC and 6 for STATCOM with SMES. In
the examples of Figure 3.35, since we have five FACTS devices (nFACTS = 5), the FACTS
types slot shown in the individual’s string has five columns. The number of total columns
of each individual’s string (nindividual) can be calculated by following equation:

nindividual = 3nFACTS + 2nUPFC + nSMES. (3.45)

The second slot of each individual’s string corresponds to the locations associated with
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Figure 3.34: Flow chart of overall procedure of FACTS Placement Toolbox.

the first slot in the string. Each specific FACTS device has its own location. Repeated
locations are not allowed in our optimization process and each line or bus should appear
only once in the string.

The third and last part of the individual’s string includes the rating values of the
FACTS devices which are normalized between 0 and 1; 0 corresponding to the minimum
value of the device and 1 to the maximum. To use these normalized values in the power
flow calculations, we need to convert them to the physical real value of the device as follows:

vreal = vmin + (vmin − vmax) vnormalized (3.46)

where vmin and vmin are the minimum and maximum value for each specific device which
were presented in FACTS device modeling.

The optimization algorithm (GA) randomly selects the locations and values for all given
FACTS devices after setting them in the power system network at each generation. The
fitness function (Fit) is then calculated for each individual. If the constraints are met,
the value of the fitness function (Fit) in (3.42) will be equal to 0; otherwise it will be
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(a)

(b)

(c)

Figure 3.35: Typical example of an individual of multi-type FACTS device allocation: (a)
Category 4. (b) Category 5. (c) Category 6.

greater than 0. Based on the fitness function value, the genetic algorithm performs the
GA operations such as elite generation, mutation and crossover for creating next genera-
tion.These operations continue based on the algorithm presented in section 3.4.2. Then in
a specific generation, the maximum system loadability (λmax) will be determined while the
security constraints are fulfilled. In [41] it is shown that for each specific network there are
a maximum number of FACTS device and more than that numbers of devices the network
loadability cannot be further improved.

3.6 Results of FACTS Placement Toolbox

In order to verify the performance of the implemented GUI, several combinations of FACTS
devices were sited optimally on different IEEE test networks. The allocation results of a
selected subset of the many scenarios studied are presented in this section.

3.6.1 30-Bus Test System

For the first case study the 30-bus test system is chosen for a detailed presentation to
demonstrate how the different modules of the GUI work. The schematic and the network
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(a) (b)

Figure 3.36: The graphical user interface for the first case study the 30-bus test system:
(a) Selected FACTS devices. (b) Selected power network.

data of 30-bus test system is presented in Appendix E.3. In this simulation, the following
combination was selected by the GUI user as the input FACTS device types with corre-
sponding numbers: SVC (1), TCSC (1), TCVR (1), TCPST (1) and UPFC (1) as shown
in Figure 3.36(a).

After selection of the FACTS combination, the parameters of the genetic algorithm are
set as shown in Figure 3.33(b) and and the 30-bus test system is selected as presented in
3.36(b). As mentioned before, the SVC is the only device that can be allocated in both
buses and branches. Since we have the SVC in our selection, the total locations would be
equal to 71 (30 buses plus 41 branches) which is presented in summaries in Figure 3.37.

Pushing the ”Run FACTS Location” button starts the allocation process and we would
see the FACTS placement results presented in Figure 3.37. Also the maximum loading
factor for this given set of FACTS devices in the 30-bus test system was determined as
λmax = 1.61, which means that by installing the above set of devices at those optimal
locations with those rated values, we will have a 61% improvement in the system loadability
while fulfilling all the security constraints presented in (3.41). The physical meanings of
the normalized values in Figure 3.37 are presented in Table 3.1.

Finally, pushing the ”Plot Results” button in Figure 3.37, produces some more compar-
ative figures. First, let consider the bus voltages of the networks with and without FACTS
devices at the maximum load factor and also for a load factor chosen by user using the
module presented in Figure 3.38. For the 30-bus test system, this graphs are presented for
the load factors λmax = 1.61 and λuser = 1.90 in Figure 3.39(a) and (b) respectively.

As it is clear from these plots in Figure 3.39, at the same loadability condition, the
network without FACTS devices has a greater voltage drop in the buses. This confirms
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Figure 3.37: The results of FACTS placement toolbox in 30-bus test system for the selected
FACTS devices by user.

Table 3.1: Physical values of the results for the 30-bus test system.

No.
FACTS FACTS Normalized

Real Value
Type Location Value

1 SVC Branch 38 0.01584 -288.859 MVar

2 TCSC Branch 34 0.52674 -j0.274 Reactance

3 TCVR Branch 39 0.40708 1.029 Ratio

4 TCPST Branch 36 0.79151 11.66 Degree

0.34425 VSE =0.100 p.u.
5 UPFC Branch 11 0.13525 ΦSE =50 Degree

0.64996 ISH =0.045 p.u.

the significant influence of FACTS devices on keeping the bus voltage in the acceptable
ranges. Also, from these graphs we can compare the absolute deviation for all voltages of
buses which could be calculated using following equation in (3.47):

TVD =

nbus∑
i=1

|Vbi − Vbn| (3.47)

where TVD is Total Voltage Deviation, Vbn is the nominal voltage and Vbi is the current
voltage of bus i.

Another plot is the V -P graph for one specific bus which should be a PQ-bus (load
bus), again chosen by user randomly, to check the system loadability improvement. This
graph is traced based on CPF analysis. Here, the bus number 10 and 22 are selected for
the V -P graph as presented in Figure 3.40(a) and (b) respectively.
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Figure 3.38: The module for selecting the user load factor and bus for plotting V -P graph.

The third presented graph is for the effects of FACTS devices on active power flow
in transmission lines. The power flows of each branch for the network with and without
FACTS device at λmax = 1.61 are presented in Figure 3.41(a). As it is clear in this figure,
at the presence of FACTS devices, we would totally have 2 MW (1.06%) lower amounts in
active power flows. For the next graph the transmission line losses, again at λmax = 1.61,
are presented as Figure 3.41(b). Based on this graph, the line loss reduction at maximum
loadability in the network with FACTS devices is around 1 MW (0.53%).

Also, we can monitor the total loss of the network for different load factor to find
the threshold load factor named as λLRI (LRI: Loss Reduction Improvement). For each
network, there is a load threshold factor (λLRI) (LRI: Loss Reduction Improvement) above
which we observe a reduction in transmission line losses. This means that there is no
guarantee to always reduce power system losses using FACTS devices if the main target of
FACTS placement is to increase loadability.

Figure 3.42 presents the total loss associated with the 30-bus test system as a function of
the load factor. The LRI load factor λLRI for the 30-bus test system is equal to 1.17,which
is the first indication that we have an improvement in system losses. For example in the
30-bus test system, at λ = 1.61 and λ = 1.90, which are bigger than λLRI = 1.17, we will
have 0.68 MW (0.71%) and 1.34 MW (0.36%) loss reduction on the transmission lines.

Figure 3.43 illustrates the influence of the located FACTS devices on the VBL and OVL
terms of fitness function. At λmax, the value of VBL term for all buses is 1 in the network
with FACTS, while in the network without FACTS we have many over- or under voltages
buses. Also, we can verify the FACTS influence on the OVL term of fitness function in
Figure 3.43(b). These graphs help us to identify the overloaded lines as well as the over-
or under-voltage buses at the maximum load factor.

3.6.2 57-Bus Test System

For the second case study the 57-bus test system is chosen to verify the performance of
FACTS Placement Toolbox. The schematic and the network data of the 57-bus test system
is presented in Appendix E.5. The following combination was selected by the GUI user
as the input FACTS device types with the corresponding numbers: SVC (1), TCSC (2),
TCPST (1) and UPFC (1). The results of FACTS placement process are presented in Table
3.2. For the 57-bus test system, with the given FACTS device, the maximum load factor
was determined as λmax = 1.21; which means that by installing the above set of devices in
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(a)

(b)

Figure 3.39: Comparing voltages magnitudes of all buses of the 30-bus test system at: (a)
Maximum load factor λmax = 1.61. (b) For user-selected load factor λuser = 1.90.

those optimal locations with those rated values, we will have a 21% improvement in the
system loadability while fulfilling all the security constraints presented in equation (3.41).

The voltages of buses for the networks with and without FACTS devices for λmax = 1.21
is presented in Figure 3.44.

Also, based on the CPF analysis the V -P graph for the buses number 22 and 40 are
presented in Figure 3.45(a) and (b) respectively.

The influence of FACTS devices allocated in the 57-bus test system on power flows and
line losses are presented in Table 3.3. As it is shown in this table, at λ = 1.41 there is 7
(MW) (0.51%) lower amount in losses in persence of FACTS devices.

The total loss of the network for different load factors also presented in Figure 3.46
from which we determine the value of λLRI with the given set of FACTS devices as equal
to 1.08.

Also, the influence of the allocated FACTS devices on VBL and OVL terms of fitness
function are presented in Figure 3.47(a) and (b) respectively.
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(a) (b)

Figure 3.40: Comparing the V -P graph for verifying the loadability improvement in the
30-bus power network with FACTS: (a) Bus number 10. (b) Bus number 22.

(a) (b)

Figure 3.41: Effects of FACTS devices in the 30-bus test system on: (a) Power flow trans-
mitted in branches. (b) Transmission line losses in branches.

3.6.3 300-Bus Test System

For the third case study the 300-bus test system is chosen to verify the performance of
FACTS Placement Toolbox. The schematic and the network data of the 300-bus test
system is available on-line in [80]. For this network, the following combination was selected
by the GUI user as the input FACTS device types with the corresponding numbers: SVC
(2), TCSC (2), TCVR (1), TCPST (1) and UPFC (1). The results of FACTS placement
process are presented in Table 3.4. For the 300-bus test system, with the given FACTS
device, the maximum load factor was determined as λmax = 1.13; which means we have
13% improvement in the system loadability.

The voltages of buses for the networks with and without FACTS devices for λmax = 1.13
is presented in Figure 3.48.

The influence of FACTS devices allocated in the 300-bus test system on power flows
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Figure 3.42: Comparing total loss of transmission lines of 30-bus test system with and
without FACTS devices.

(a) (b)

Figure 3.43: Effects of FACTS devices in the 30-bus test system on fitness function (Fit)
terms: (a) The VBL term. (b) The OVL term.

and line losses are presented in Table 3.5. As it is shown in this table, λmax = 1.13 there
is 2 (MW) (0.01%) lower amount in losses in persence of FACTS devices.

Also, the total loss of the network for different load factors presented in Figure 3.49
from which the value of λLRI with the given set of FACTS devices is determined equal to
1.08. For example, the loss reduction in the 300-bus test system at λ = 1.20 is 7 (MW)
and for λ = 1.32 is 23 (MW).

3.6.4 The Analysis of Different Combination of FACTS Devices
on One Network

The results presented in previous sections shows that the user can analyze different combi-
nations of FACTS devices on different networks using the implemented FACTS placement
toolbox. Actually, this toolbox presents a generic method which could help the user do
more studies for a specific goal. For example, we can analyze the influence of any configu-
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Table 3.2: FACTS placement results for the 57-bus test system.

Test Selected FACTS and GUI Results
λmax λLRI

Loss Reduction
System Type Location Value at λ = Reduction

57 Bus

SVC Bus 7 -90.401 MVar

1.21 1.24 1.41 7 MW (0.51%)

TCSC Branch 72 -j0.326 Reactance
TCSC Branch 36 -j0.643 Reactance

TCPST Branch 11 -13.403 Degree
VSE =0.25 p.u.

UPFC Branch 78 ΦSE =145 Degree
ISH =-0.12 p.u.

Figure 3.44: Comparing voltages magnitudes of all buses of the 57-bus test system at
maximum load factor λmax = 1.21.

ration of FACTS devices (single or multiple) on the power system loadability for a specific
power system network. Here in this section, we have performed such a study for the 39-bus
test system. The schematic and the network data of the 39-bus test system is presented
in Appendix E.4. The same analysis could have been done on other networks using the
implemented toolbox.

In this section, the influence of different combinations of FACTS devices, multiple or
single type, with different numbers of each, is verified using the toolbox. The results for the
39-bus test system are presented in Table 3.6. By analyzing the selected FACTS devices
and the corresponding results in Table 3.6, we can better understand the influence of each
device on the network. For example we could state following conclusions:
• Considering the loss reduction, 1 UPFC is the most effective device compared to other

FACTS devices.
• Also, 2 SVC in comparison of 1 SVC cannot improve the system loadability signifi-

cantly. It means that even if we increase the number (or the size) of SVC it is not possible
technically to improve the system loadability furthermore.
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(a) (b)

Figure 3.45: The V -P graph based on CPF analysis for verifying the loadability improve-
ment in the 57-bus power network: (a) Bus number 40. (b) Bus number 22.

• Comparing the result of 1 TCVR and 1 TCPST, it could be seen that in this network,
the TCVR would be more effective than TCPST.
• In addition, based on the last column of Table 3.6, we can observe that the impact

of TCPST and TCVR on the loss reduction is less than other devices.
• Also, we notice that increasing the number of UPFC from 1 to 2, result in not further

improvement in system loadability.
• Finally, for the 39-bus test system the maximum load factor, achievable through

FACTS devices placement, is 7%. It means that, even if we increase the number of FACTS
devices (or size of them), we cannot improve the loadability by more than 8%.

Table 3.3: FACTS devices influence on power flows and line losses in the 57-bus test system.

Load Factor λmax = 1.21 λuser = 1.41

Network Condition
Without With Without With
FACTS FACTS FACTS FACTS

Total Active
3365 3535 3963 4052

Power Flow (MW)
Total Line

85 86 116.1 109.1
Losses (MW)

Loss Reduction
— 7 MW (0.51%)

Improvement (MW)
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Figure 3.46: Comparing total loss of transmission lines of the 57-bus test system with and
without FACTS devices.

(a) (b)

Figure 3.47: Effects of FACTS devices in 57-bus test system on fitness function terms: (a)
The VBL term. (b) The OVL term.

3.6.5 The Analysis of One Combination of FACTS device on Dif-
ferent Power System Networks

For another usefulness of the implemented GUI, the influence of one multiple-type combi-
nation of FACTS device including: SVC (1), TCSC (1), TCVR (1), TCPST (1) and UPFC
(1) is verified on different power system networks. The results are presented in Table 3.7.

By considering the data in this table, it can be concluded that for the larger networks
we need more devices to have significant loadability improvement. For example, if we
compare Table 3.4 and Table 3.7 for the 300-bus network, we see that by using 7 FACTS
devices we have 16% loadability improvement while with 5 devices the rate is 8%. A similar
observation holds for the 118-bus test system. Using the GUI, the simulations of this table
can be repeated for different set of FACTS devices.
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Table 3.4: FACTS placement results for the 300-bus test system.

Test Selected FACTS and GUI Results
λmax λLRI

Loss Reduction
System Type Location Value at λ = Reduction

300 Bus

SVC Bus 8 -250.11 MVar

1.13 1.08 1.20 10 MW (0.05%)

SVC Bus 152 -54.493 MVar
TCSC Branch 368 -j0.273 Reactance
TCSC Branch 61 -j0.764 Reactance
TCVR Branch 104 0.964 Ratio
TCPST Branch 381 13.386 Degree

VSE =0.24 p.u.
UPFC Branch 80 ΦSE = 113 Degree

ISH = -0.08 p.u.

Figure 3.48: Comparing voltages magnitudes of all buses of the 300-bus test system at
maximum load factor λmax = 1.13.

3.6.6 The Analysis for Influence of Energy Storages (SMES) in
Power System

In this section, the influence of energy storages (SMES) on power system performance for
different networks is presented.

To better understand the effect of SMES (associated with STATCOM), we compare this
device with an alone STATCOM. Here in this section, the analysis for one alone STATCOM
and one STATCOM with SMES have been done for different power systems. The results
are presented in Tables 3.8 and 3.9.

As it is clear from the results of these tables, when the STATCOM device is associated
with energy storages (SMES), there is more improvement in loss reduction and maximizing
the power system loadability.
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Table 3.5: FACTS devices influence on power flows and line losses in the 300-bus test
system.

Load Factor λmax = 1.13 λuser = 1.34

Network Condition
Without With Without With
FACTS FACTS FACTS FACTS

Total Active
67343 67406 9712 79705

Power Flow (MW)
Total Line

639 637 1032 1003
Losses (MW)

Loss Reduction
2 MW (0.01%) 30 MW (1.5%)

Improvement (MW)

Figure 3.49: Comparing total loss of transmission lines in the 300-bus test system with
and without FACTS devices.

3.7 FACTS Devices Placement in Hydro-Québec Net-

work

To demonstrate the capability of the implemented GUI in practical real-world networks, we
selected Hydro-Québec network with 884 buses and 650 branches as our final case study.
The schematic of the Hydro-Québec network are presented in Figure 3.50.

The MatPower format of this network, which was used for power flow calculations,
was obtained from the PSS/E version of the Hydro-Québec network (HQ network) dated
January 29, 2010. The total load of this network is 33,654 (MW) and the total power
production is 35,474 (MW).

Using the implemented GUI, the effects of different type of FACTS devices on Hydro-
Québec network is presented. Since, the SVC is the common-used FACTS device in reality,
the analysis will be at first focused on the effect of different number of SVC on HQ network.
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Table 3.6: 39-Bus test system with different combination of FACTS devices.

Selected Device Values and Locations Loadability Loss Reduction
FACTS Number Location Value λmax % at λ = 1.19

SVC 1 Bus 20 -70.616 MVar 1.035 3.5% 1 MW (0.015%)
TCSC 1 Branch 14 -j0.67 Reactance 1.04 4% 2 MW (0.031%)
SVC 1 Branch 14 1.026 Ratio 1.04 4% 0 MW (0.0%)

TCSC 1 Branch 44 3.347 Degree 1.02 2% 0 MW (0.0%)

UPFC 1 Branch 16
VSE =0.189 p.u.

1.04 4% 8 MW (0.13%)ΦSE =185 Degree
ISH =-0.097 p.u.

SVC 2
Bus 3 -195.613 MVar

1.04 4% 3 MW (0.047%)
Bus 8 -169.788 MVar

TCSC 2
Branch 16 -j0.68 Reactance

1.05 5% 3 MW (0.047%)
Branch 12 -j0.70 Reactance

TCVR 2
Branch 14 0.880 Ratio

1.04 4% 1 MW (0.015%)
Branch 10 0.962 Ratio

TCPST 2
Branch 12 -2.710 Degree

1.02 2% 0 MW (0.0%)
Branch 29 -3.480 Degree

UPFC 2

Branch 14
VSE =0.039 p.u.

1.04 4% 11.2 MW (0.17%)

ΦSE =80.6 Degree
ISH =-0.058 p.u.

Branch 17
VSE =0.192 p.u.
ΦSE =267 Degree
ISH =-0.065 p.u.

All FACTS 5

Branch 12 -133.174 MVar

1.08 8% 4 MW (0.06%)

Branch 14 -j0.62 Reactance
Branch 38 1.107 Ratio
Branch 32 13.368 Degree

Branch 16
VSE =0.29 p.u.
ΦSE =210 Degree
ISH =0.129 p.u.

3.7.1 The Allocation of One SVC in Hydro-Québec Network

For the analysis in this section, since the Hydro-Québec network is a large power system,
we set the ranges of the SVC between -600 MVar and +600 MVar while before it was
between -300 MVar and +300 MVar. Also, we modified the step size of the load factor (λ)
from 0.1 to 0.01. The result of allocation of one SVC is presented in Table 3.10.

For Hydro-Québec network, with ons SVC with the capacity -592.248 MVar allocated
in bus number 10 (BCV315) which is located at Boucherville city (see Figure 3.50) in
LSERiveSud area (near Montréal), the maximum load factor was determined as λmax =
1.024. This means that, with one SVC having the above-mentioned capacity allocated to
bus 10, we have 2.4% improvement in the system loadability which is equal to (33654 MW×
0.024 =) 807.69 MW.
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Table 3.7: The influence of one combination of FACTS devices on different power system.

Test Selected FACTS and GUI Results
λmax λLRI

Loss Reduction
System Type Location Value at λ = Reduction

30 Bus

SVC Branch 23 14.175 MVar

1.42 1.25 1.60 2 MW (1.06%)

TCSC Branch 8 -j0.12 Reactance
TCVR Branch 38 1.033 Ratio
TCPST Branch 24 2.119 Degree

VSE =0.21 p.u.
UPFC Branch 9 ΦSE = 110 Degree

ISH =0.085 p.u.

57 Bus

SVC Branch 9 -107.301 MVar

1.16 1.03 1.45 8 MW (0.64%)

TCSC Branch 50 -j0.51 Reactance
TCVR Branch 6 1.013 Ratio
TCPST Branch 7 14.650 Degree

VSE =0.18 p.u.
UPFC Branch 79 ΦSE =250 Degree

ISH =0.123 p.u.

118 Bus

SVC Bus 113 -145.529 MVar

1.12 1.17 1.20 5 MW (0.12%)

TCSC Branch 60 -j0.56 Reactance
TCVR Branch 155 1.046 Ratio
TCPST Branch 104 -17.659 Degree

VSE =0.23 p.u.
UPFC Branch 166 ΦSE =187 Degree

ISH =0.075 p.u.

300 Bus

SVC Bus 151 -19.023 MVar

1.08 1.09 1.17 2 MW (0.008%)

TCSC Branch 148 -j0.27 Reactance
TCVR Branch 244 0.922 ratio
TCPST Branch 81 -6.648 Degree

VSE =0.24 p.u.
UPFC Branch 345 ΦSE =156 Degree

ISH =0.101 p.u.

The voltages of buses for the networks with and without FACTS devices at λmax = 1.024
and λuser = 1.08 are presented in Figure 3.51(a) and (b). As can be seen from the plots
in this Figure, at the same loadability condition, the network without FACTS devices has
more voltage drop on the buses. It is an effective demonstration of the significant influence
of FACTS devices on keeping the steady-state voltage of buses in the acceptable ranges.

Also, the influence of allocated SVC in Hydro-Québec network on power flow of lines
and transmission line losses are presented in Table 3.11.

The total loss of the Hydro-Québec network for different load factors also is presented in
Figure 3.52 from which the value of λLRI with the given set of FACTS devices is determined
equal to 0.90 (λLRI = 0.90). As it is clear from this figure, at initial condition with the
λ = 1.00 we have 16 MW (0.047%) loss reduction in the network.
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Table 3.8: The influence of one STATCOM (or SVC) on different power system.

Device One STATCOM (or SVC)

Test
Location Value λmax λLRI

Loss
Reduction

System λ Red.

9 Bus Bus 4 -130 MVar 1.45 1.05
1.40 0.4 MW
1.80 1.5 MW

24 Bus Bus 10 -205 MVar 1.20 1.03
1.20 1 MW
1.60 6 MW

30 Bus Bus 6 -111 MVar 1.32 1.64
1.90 0.31 MW
2.00 0.50 MW

57 Bus Bus 38 -86 MVar 1.11 0.43
1.00 3 MW
1.40 14 MW

300 Bus Bus 266 -283 MVar 1.05 0.88
1.00 2 MW
1.20 9 MW

Hydro-Québec
Bus 10 -592 MVar 1.024 0.90

1.00 16 MW
Network 1.024 27 MW

Finally, the influence of the allocated SVC on the VBL term of the fitness function is
also presented in Figure 3.53.

We have repeated the allocation of one SVC device several times and in all of them
the optimal location was determined in the areas around Montréal city. To show how far
the result of the implemented GUI for one SVC is acceptable, let us compare the effects
of the GUI-allocated SVC with the two most recent SVC locations determined by Hydro
Québec experts. These locations are near the Montréal area at Chénier (bus 23:CHE315)
and Bout-de-lile (bus 51:BDL315) with ratings of -600 MVar for each. The number 315
refers to the nominal voltage of local buses. For a more specific comparison of the results,
we set the value of the actual SVCs at -592.48 MVar instead of -600 MVar. The results are
presented in Table 3.12. As can be seen from this table, the influence of the actual SVCs
at buses 23 and 51 physically installed (Chénier) or planned (Bout-de-lile) in the Hydro-
Québec network is very much the same and similar to the results of the GUI-allocated SVC
at bus 10. While the maximum loadability for real SVCs is λmax = 1.022 and λmax = 1.023,
for the GUI allocated SVC this value is λmax = 1.024. We have close results also on λLRI
values and loss reduction improvements.

The results presented in this table show that the implemented GUI is effective in real-
world problems. It was clever enough to find a suitable location for an SVC of approxi-
mately -600 MVar near a big load such as the city of Montréal in which we already had
the same size of SVC physically installed.
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Table 3.9: The influence of one STATCOM with SMES on different power system.

Device One STATCOM with SMES

Test
Location Value λmax λLRI

Loss
Reduction

System λ Red.

9 Bus Bus 9
-62 MVar

1.49 0.4
1.40 1.5 MW

-175 MW 1.80 4 MW

24 Bus Bramch 2
-187 MVar

1.34 1.00
1.20 0.1 MW

-86 MW 1.60 1 MW

30 Bus Bus 6
-69 MVar

1.35 0.34
1.00 0.5 MW

-152 MW 2.00 2.5 MW

57 Bus Bus 18
-67 MVar

1.14 0.10
1.00 12 MW

-34 MW 1.40 29 MW

300 Bus Bus 140
-74 MVar

1.10 1.08
1.20 4 MW

-63 MW 1.30 10 MW

Hydro-Québec
Bus 538

-531 MVar
1.024 0.90

1.00 13 MW
Network -208 MW 1.024 23 MW

Table 3.10: FACTS placement results for one SVC in Hydro-Québec network.

Test Selected FACTS and GUI Results
λmax λLRI

Loss Reduction
System Type Location (Area) Value at λ = Reduction

Hydro-Québec
SVC

Bus 10 (BCV315)
-592 MVar 1.024 0.90

1.00 16 MW
Network (LSERiveSud) 1.024 26.5 MW

3.7.2 The Allocation of Two SVC in Hydro-Québec Network

In this section, as the second case study for Hydro-Québec network we will perform the
allocation process for two SVC’s. The results are presented in Table 3.13.

As it is shown in Table 3.13, with two SVC’s with allocated in buses 11 and 552 which
are in LSELaval and LSEMontréal area, the maximum load factor was determined as
λmax = 1.033. This means that we have 3.3% improvement in the system loadability which
is equal to (33654 MW× 0.033 =) 1110.6 MW.

The effects of allocated SVCs in Hydro-Québec network on power flows of lines and
transmission line losses are also presented in Table 3.14.

From the information of Tables 3.13 and 3.14 we could mention that in initial condition
with the λ = 1.00 we have 26 MW (0.08%) and in the λ = 1.033 we have 49 MW (0.015%)
loss reduction in the network.

The voltages of buses for the networks with- and without FACTS devices for λmax =
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Figure 3.50: The schematic of Hydro-Québec network.

1.033 is presented in Figure 3.54. Again, it is shown the influence of FACTS devices on
keeping the voltage of buses in the acceptable ranges. At the same loadability condition,
the network without FACTS devices has a greater voltage drop on buses.

3.7.3 The Allocation Results of Different Number of SVC’s in
Hydro-Québec Network

In this section, by repeating the similar simulations as we have done in previous sections, the
effects of different number of SVC in Hydro-Québec network are analyzed and compared.
The comparison between different number of SVC for power system loadability is presented
in Figure 3.55(a). As it can been from this figure, by inserting 3, 4 or 5 SVC comparing
with 2 SVC, there is not any significant improvement in system loadability. Therefore, the
optimum number of SVC for Hydro-Québec network is 2 devices.

The improvement on the voltage deviation reduction at maximum loadability condition
is also presented in 3.55(b) from which it is clear that by increasing the number of SVC,
there would be more reduction in voltage deviation of buses. The definition of absolute
voltage deviation was presented in (3.47).
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(a)

(b)

Figure 3.51: Comparing voltages magnitudes of all buses of Hydro-Québec network at: (a)
Maximum loadability condition λmax = 1.024. (b) Load factor selected by user λuser = 1.08.

Also, Figure 3.56 presents the effect of different number of SVC on loss reduction of
transmission lines. Figure 3.56(a) shows the loss reduction at initial load factor λ = 1.00,
while Figure 3.56(b) shows it at maximum load factor. As we have observed for system
loadability, here also considering the loss reduction of transmission lines, the optimum
number of SVC in Hydro-Québec network is 2 devices.

3.7.4 The Allocation of Different Type of FACTS Devices in
Hydro-Québec Network

In this section the effects of different type of FACTS devices, comparing one and two
devices for each of them, are presented in Hydro-Québec network. These simulation are
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Table 3.11: Effects of One SVC on power flows and line losses in Hydro-Québec network.

Load Factor λmax = 1.024 λuser = 1.08

Network Condition
Without With Without With
FACTS FACTS FACTS FACTS

Total Voltage
1.536 1.046 16.625 4.828

Deviation
Total Active

287761 287784 301177 303103
Power Flow (MW)

Total Line
1761 1739 2316 2080

Losses (MW)
Loss Reduction

22 MW (0.06%) 236 MW (0.7%)
Improvement (MW)

Figure 3.52: Comparing total loss of transmission lines of Hydro-Québec network with and
without SVC.

executed to analyze the effects of different FACTS devices on system loadability and loss
reduction.

For example, comparing the effects of different FACTS devices on maximizing the
power system loadability is presented in Figure 3.57(a). As it is clear from this plot, with
allocating the UPFC the maximum load factor is λUPFC

max = 1.028 while for the SVC it is
λSVC
max = 1.024. The TCPST has minimum effect on maximizing the system loadability

comparing with other FACTS devices.
Comparing the influence of different type of FACTS devices on reduction of voltage

deviation, at maximum load factor λmax, is also presented in 3.57(b). It can be seen from
this figure that both the UPFC and the TCVR are the most effective devices to reduce the
voltage deviation of buses.

The effects of different type of FACTS devices on loss reduction of transmission lines
are presented in Figure 3.59. Figure 3.58(a) shows the loss reduction at initial load factor
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Figure 3.53: Effects of SVC on VBL term of fitness function for Hydro-Québec network.

Table 3.12: FACTS placement results for one SVC in Hydro-Québec network.

Test Selected FACTS and GUI Results
λmax λLRI

Loss Reduction
System Type Location (Area) Value at λ = Reduction

Hydro-Québec
SVC

Bus 10 (BCV315)
-592 MVar 1.024 0.90

1.00 16 MW
Network (LSERiveSud) 1.024 26.5 MW

Hydro-Québec
SVC

Bus 51 (BDL315)
-592 MVar 1.022 0.90

1.00 14 MW
Network (LSEMontréal) 1.024 24.5 MW

Hydro-Québec
SVC

Bus 23 (CHE315)
-592 MVar 1.023 0.85

1.00 21 MW
Network (LSELaval) 1.024 33.5 MW

λ = 1.00, while Figure 3.58(b) shows the same objective at maximum load factor λmax. As
it is clear from these plots, considering the loss reduction, the UPFC is the most effective
device and it comes back to this fact that the UPFC device is actually consists both shunt
and series FACTS devices.

The above plots and analysis were related to comparing between one device of each
FACTS. In following, the same analysis will be presented for two devices of different type
of FACTS. Using the analysis in this part, not only we can compare the effects of a two-
devices set for all FACTS, but also for each specific FACTS device we can compare the
influence between one and two device. For example, near the comparing 2 UPFC with 2
SVC, we can analyze also the effects of 1 UPFC and 2 UPFC at the same graph. After this
description, we can now present comparing the effects of different FACTS devices (with
two devices) on maximizing the power system loadability in Figure 3.59(a).

As it is clear from this graph, the maximum load factor with allocating the 2 UPFC is
λUPFC
max = 1.036 while for the 2 SVC it is λSVC

max = 1.033. It is interesting that with increasing
the number of TCPST from 1 to 2, there is not any improvement in the power system
loadability. Also, the graph related to the reduction of voltage deviation at maximum load
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Table 3.13: FACTS placement results for two SVC in Hydro-Québec network.

Test Selected FACTS and GUI Results
λmax λLRI

Loss Reduction
System Type Location (Area) Value at λ = Reduction

Hydro-Québec SVC
Bus 11

-581 MVar 1.033
0.88

1.00 26 MW
(LSELaval)

Network SVC
Bus 552

-538 MVar 1110 (MW) 1.033 49 MW
(LSEMontréal)

Table 3.14: Effects of two SVCs on power flows and line losses in Hydro-Québec network.

Load Factor λmax = 1.033 λuser = 1.08

Network Condition
Without With Without With
FACTS FACTS FACTS FACTS

Total Voltage
1.90 0.84 16.625 2.512

Deviation
Total Active

290225 290147 301177 302959
Power Flow (MW)

Total Line
1998 1949 2577 2231

Losses (MW)
Loss Reduction

49 MW (0.15%) 346 MW (1.03%)
Improvement (MW)

factor is presented in 3.59(b).
The effects of different type of FACTS devices on loss reduction of transmission lines

are presented in Figure 3.60. While Figure 3.60(a) shows the loss reduction at initial load
factor λ = 1.00, Figure 3.60(b) presents it at maximum load factor λmax. As we have
seen before, considering the loss reduction the UPFC is the most effective device between
all different type of FACTS. We should also mention that, by increasing the number of
UPFC from 1 to 2 there is not any improvement in reducing the losses in transmission
lines. Finally it is clear, the TCVR has the most improvement in loss reduction by adding
the number of device from 1 to 2. Considering loss reduction, there is not any difference
between 1 or 2 devices for TCPST.

3.8 Discussion

The step size of the load factor at each iteration of the optimization process is equal to
0.01. This means that, after finding a successful configuration at a specific load factor with
the zero value for (Fit) in (3.42), the algorithm increases the current load factor by the
value of 0.01.

The total simulation run time for a given set of FACTS device in a specific power
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Figure 3.54: Comparing voltages magnitudes of all buses of Hydro-Québec network at
Maximum loadability condition λmax = 1.033.

(a) (b)

Figure 3.55: Comparing the influence of different number of SVC on: (a) Maximizing
power system loadability. (b) Reduction of total voltage deviation (TVD).

network depends on the initial load factor and is the total combination of all iterations.
Also, the simulation run time at each iteration is related to different parameters such as
the size of the network, the number of genetic algorithm generations (GA) and the initial
population of GA.

The size of the network (number of buses as well as number of branches) has a large
influence on the simulation run time since the optimization process needs to calculate the
fitness function for each individual at each generation. This is particularly true since the
size of the matrix (Fit) defined in (3.42) is related to the number of buses and branches.
At each iteration of the allocation process, the fitness value should be calculated for all
individuals of the current generations.

As an example, let us compare two case studies presented in the chapter. With an
initial GA population equal to 1000, for the 57-bus test system, the simulation running
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(a) (b)

Figure 3.56: Comparing the influence of different number of SVC on loss reduction of
transmission lines at: (a) Initial load factor λ = 1. (b) Maximum load factor λmax.

(a) (b)

Figure 3.57: Comparing the influence of different type of FACTS devices on: (a) Maximiz-
ing power system loadability. (b) Reduction of total voltage deviation.

time takes around 5 minutes while for the 300-bus test system it is 24 minutes. All the
simulations were done on a two-core Intel Toshiba laptop running at 2.53 GHz with 4.00
GB of RAM memory.

Regarding the objective function, we should mention that in the first version of GUI, we
only considered maximizing power system loadability as our objective function. However,
as presented in the results of this chapter, we observed loss reduction in some cases even
when the objective function was maximizing loadability. But for the next version of GUI,
we could consider other objective functions such as minimizing the transmission line losses
or minimizing the cost of FACTS devices at a given load factor or under a maximum
loadability condition. In this case, the implemented GUI could be modified in such a way
that the user can select the desired objective function before starting the allocation process.

The benefits of the optimal placement of FACTS devices in dynamic issues could be
expressed as follows. Normally, the decision to install a FACTS device is often taken at
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(a) (b)

Figure 3.58: Comparing the influence of different type of FACTS devices on loss reduction
of transmission lines at: (a) Initial load factor λ = 1. (b) Maximum load factor λmax.

(a) (b)

Figure 3.59: Comparing the influences of different type of FACTS devices on: (a) Maxi-
mizing power system loadability. (b) Reduction of total voltage deviation (TVD).

a planning stage when the system planner needs to accommodate load growth and power
plant integration. Therefore, the natural question will be as follows: Do we need to build
a line or can we do it with a FACTS device? This is why we initially focused on FACTS
as a loadability tool.

However, if the goal is to improve the system‘s dynamic performance, we can use the
proposed GUI as a screening tool to first select m suitable locations which are optimal from
the steady-state viewpoint. Then a more focused study is performed on this subset of m
FACTS to select a reduced number of n locations which are well suited for both loadability
and dynamic performance.

More generally, the first step in wide-area control design could be finding the suit-
able location for a FACTS device using this toolbox. The next step would be to design
and implement the supplementary controller for power oscillation damping involving those
FACTS as we have done in this thesis.
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(a) (b)

Figure 3.60: Comparing the influence of different type of FACTS devices on loss reduction
of transmission lines at: (a) Initial load factor λ = 1. (b) Maximum load factor λmax.

3.9 Summary

This chapter presented a Graphical User Interface (GUI) based on genetic algorithm (GA)
to seek the optimal locations and values of a given set of FACTS devices for more efficient
use of power system assets. In this user-friendly framework, called the FACTS Placement
Toolbox, the user has the opportunity to choose the power system network, determine
the GA settings and select the number and types of FACTS device to be allocated in
the network. Six different FACTS devices are used in this GUI: SVC, TCSC, TCVR,
TCPST, UPFC and STATCOM with SMES. The simulation results show that the FACTS
placement toolbox is effectively applicable to find the optimal locations and values of the
given multi-type FACTS devices mix in a given power system so as to maximize the system
loadability under security constraints. Quite expectedly, the UPFC turned out to be the
most effective FACTS if we want to increase the loadability while reducing the losses at
the same time, even though the latter criterion was not part of the optimization process.
Finally, to show the capability of the implemented GUI in practical real-world case studies,
the results of FACTS devices allocation in the Hydro-Québec network were presented.
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This chapter as the final step of thesis, presents the implementing of the FACTS-based
power oscillation damping controller using wide-area signals. This wide-area controller
receives the estimated rotor angles, available from the results of step 1, and other informa-
tion from all over the network, and then modifies the set points of optimized local FACTS
device controllers. The location of the FACTS device will be determined using the method
presented in step 2 in chapter 3.

One of the most important issues for power system security is to effectively damp the
power system oscillations in order to enhance transient stability and improve dynamic
performance. Traditionally, oscillations have been damped by Power System Stabilizer
(PSS). In recent years, FACTS devices combined with a supplementary controller, known as
a Power Oscillation Damper (POD), have been also used to damp low-frequency oscillations
in power systems. In this paper, a multi-step plan is developed to implement a Wide-Area
Power Oscillation Damping (WA-POD) controller of a UPFC in 14-bus test system. The
first step of this plan is to find the optimal location for the UPFC to maximize power
system loadability; the second step is to estimate the dynamic states of the synchronous
generators; and the third step is to implement the WA-POD controller using the states
estimated in step two. The estimated rotor angles are used to provide the input signal
of the WA-POD controller while the estimated rotor speed deviations will be used for an
off-line parameter tuning of both PSS and WA-POD using the genetic algorithm. Different
types of faults are applied to the network to compare the performance of the traditional
PSS and the WA-POD controller in the 14-bus test system. Simulation results show the
effectiveness of the implemented WA-POD controller in damping low-frequency oscillations
and improving the dynamic performance of the system.

4.1 Literature Review

Rapid growth in power demand, combined with the need to reduce generating costs, are
making power systems increasingly complex to operate and less secure against contin-
gencies. To enhance and improve power system security, in addition to traditional local
controllers such as PSSs and AVRs, FACTS devices are employed to control power systems
more effectively and also to maximize their capability [1].

Flexible AC Transmission Systems (FACTS) devices firstly could help to enhance power
system security under steady-state conditions. Secondly, they would also improve dynamic
and/or transient stability by using a supplementary controller, called a Power Oscillation
Damper (POD). While local oscillations are damped by a local controller such as a PSS,
inter-area oscillation could be damped by FACTS devices. Because of their fast response,
FACTS controllers can improve the stability of the power network by helping the critical
generators give away the excess energy gained through acceleration during a fault [10, 81].

In recent years, wide-area measurement systems (WAMS), which include Phasor Mea-
surement Units (PMUs) installed in suitable locations and synchronized by a Global Posi-
tioning System (GPS), are being adopted rapidly worldwide to monitor and control large
power systems and improve their security [2, 81, 82, 83]. Technological improvements
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in phasor measurement and data communication have enabled utilities to employ remote
feedback signals for effective damping of power oscillation. As a result, by using wide-area
measurement signals, wide-area power oscillation damping (WA-POD) control would be
more effective and capable in damping local and inter-area oscillations [82, 84, 85, 86]. For
example, in [86] and [87] it is shown that for the Hydro-Québec network, wide-area control
is very effective in stabilizing a large power system under various operating conditions.

Many researchers have achieved good results by applying wide-area measurements to
the POD controller for oscillation damping. In [88] an adaptive phasor power oscillation
damping controller (ADPOD), which uses wide-area measurement signals considering time-
delay in remote feedback control signals, is presented. In [89] a robust TCSC wide-area
damping controller (WADC) is designed to enhance power system stability. Also, the
authors in [90] developed a systematic procedure of designing a centralized WADC system
for inter-area oscillation damping by putting emphasis on signal selection and control
system structure assignment. In [91] a power oscillation damping controller is presented
using wide-area measurements applied to a single static var compensator (SVC). Another
contribution in this area has been done in [92] for developing a wide-area phasor power
oscillation damping controller for TCSC,taking into account the time-delay in the wide-area
measurement signals. In [93] the design and implementation of an optimal neuro-controller
for a UPFC is presented and the wide-area signals in the power system are used to provide
auxiliary control to a UPFC in order to achieve enhanced damping of system oscillations.

We should also mention that in some researches studies the idea of using wide-area mea-
surement signals is developed for global or supervisory PSS (SPSS). An SPSS is employed
for oscillatory damping in an area that includes multiple generators by using wide-area
measurement signals over the entire network (or in a specific area), while a local PSS is
used in a power plant for local oscillation damping [94]. For example in [85, 95] an SPSS
that uses global signals in addition to local control signals is designed for damping inter-
area oscillations. In [82] a similar technique is applied by incorporating additional remote
signals into a selected number of PSSs in Hydro-Quebec’s network in a decentralized/ hier-
archical structure for a wide-area control system. In addition, in [96] an SPSS is designed
based on the robust fuzzy logic using wide-area measurement signals.

The goal of this chapter is to present a multi-stage plan for setting up a UPFC-based
wide-area power oscillation damping controller to enhance power system stability. The first
step of this plan is to find the optimal location for the UPFC to maximize power system
loadability. The second step is to estimate the local dynamic state of the generators’
internal signals using the phasor measurement units installed in their terminal buses. The
third and final step is to develop the WA-POD controller using the previously estimated
signals of rotor speed deviations and rotor angles.

This chapter is organized as follows. A short description of the 14-bus test system, i.e.
the power system under study, is given in section 4.2. In section 4.3, the structure and
parameter tuning of both the PSS and the WA-POD will be presented. In section 4.4, a
brief description about the implemented multi-stage plan is given. Section 4.5 presents a
brief explanation about the procedure of optimal allocation of UPFC to maximize the power
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system loadability. The dynamic state estimation of the power system for generating the
estimated states of the synchronous machines is presented in Section 4.6. Section 4.7 gives a
short description about the implemented wide-area power oscillation damping (WA-POD)
controller in the 14-bus test system using PSAT software. Section 4.8 and 4.9 includes the
simulation results and eigenvalue analysis respectively. Section 4.10 presents a summary
of the chapter.

4.2 Multi-Machine Power System

The behavior of a dynamic system, such as a power system networks, may be represented
by set of n first order non-linear ordinary differential equations (DAE) in the following
form as (4.1) [1, 97, 98]:

ẋ = f(x,y,u)

0 = g(x,y,u)

w = h(x,y,u)

(4.1)

where x ∈ Rn is the vector of the state variable associated with the dynamic states of the
generators, loads, and other system controllers; y ∈ Rm is the vector of algebraic variables
such as bus voltage magnitudes and phase angles; u ∈ Rl is a set of controllable parameters
such as tap and AVR settings, or controller reference signals; w is a set of output variables
such as line current flows; f is a set of differential equations that represents system and
controller dynamics; g is a set of algebraic equations that represents the transmission
network power flows; and h is a set of equations that represents output variables (e.g.,
measurements), such as line power flows and rotor angles speeds [1, 97, 98].

The modeling and structure of the POD and PSS controllers can be analyzed based on
the linearized system of the power network. Therefore, the linearized system of equations
given in (4.1) are presented as follows:

∆ẋ = A∆x + B∆u

∆w = C∆x + D∆u
(4.2)

where A is the state or plant matrix, B is the control or input matrix, C is the output
matrix and D is the feedforward matrix. The details of the linearization and the definition
of matrices A, B, C and D are presented in [1].

The stability concepts of power system can be expressed based on linear system tech-
niques such as Lyapunov’s methods and eigenvalues analysis. As a result, the linear pre-
sentation of the power system presented in (4.2) is the base for the controller and stabilizer
structure and design even if the test system devices, topology and/or the elements of A,
B, C and D change in size or elements.

Here in this study, the 14-bus test system, presented in Figure 4.1, is the case study for
the simulations analysis in PSAT [99] software. Detailed information about this network is
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Figure 4.1: Multi-machine power network: the 14-bus test system.

available online [80] and presented in Appendix E.2. The total generating capacity of this
network is 272 MW while the total load is 259 MW. This network includes two generation
buses and three synchronous compensator with total compensation rates of 53 MVar. For
the stability simulations, the network will include one PSS at bus 1 (slack bus) and one
UPFC, allocated optimally in the network, associated with a POD as a supplementary
controller.

4.3 Structure and Parameter Tuning of PSS and POD

Controllers

The principal function of a power system stabilizer (PSS) is to add damping to the generator
rotor oscillations by using auxiliary stabilizing signals to control excitation using auxiliary
stabilizing signals. A PSS controller can be expressed as an additional block of generator
excitation control (AVR), added to improve overall dynamic performance, especially by
controlling electromechanical oscillations. The PSS uses supplementary stabilizing signals
such as shaft speed, terminal frequency and/or power to change the input signal of the
AVR [1].

The block diagram of the PSS controller is shown in Figure 4.2; it involves a gain block
with gain KPSS, a signal wash-out block with washout time constant Tw, two lead-lag
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blocks with time constants T1, T2, T3 and T4 and an anti-windup limiter with time constant
Tr. The lead-lag blocks supply the suitable phase-lead characteristics to compensate lag
between the exciter input and the generator electrical torque [1].

Figure 4.2: Block diagram of power system stabilizer (PSS) controller.

The structure of the POD controller of the UPFC is same as the PSS structure as shown
in Figure 4.2 with similar parameters: gain KPOD, washout time constant Twf , the time
constants of lead-lag blocks T1f , T2f , T3f and T4f and the time constant of an anti-windup
limiter Trf .

As can be seen in Figure 4.5, the parameters of the POD and PSS controllers are tuned
by an off-line genetic algorithm-based block using the estimated rotor speed deviations of
generators 1 and 2. Therefore we have a total of 14 parameters which could be tuned using
a genetic algorithm optimization process. In order to formulate the optimization process,
the objective function of the genetic algorithm which should reflect small steady state error
and oscillation damping could be presented as (4.3):

J =

∫ T

t=0

(|∆ω1|+ |∆ω1|) t (4.3)

where ∆ω1 and ∆ω2 are the speed deviations of generators 1 and 2 following a disturbance
and T is the time range of simulation. The constraints of the above objective function, J
in (4.3), are the bounds of the controller’s parameters.

As it was explained in previous chapter, the genetic algorithm repeatedly modifies a
population of individual solutions to minimize a pre-defined objective function. At each
step, the genetic algorithm selects individuals randomly from the current population to
be parents and uses them to produce the children for the next generation. The highly fit
individuals that are those with higher fitness value have more opportunities to reproduce
through recombination operation such as mutation, crossover and elite child. This routine
continues until a stop criterion such as number of generations or fitness limit is achieved.

The final goal of the optimization process is to minimize the objective function J in
(4.3) with respect to problem constraints in order to find the optimal values for parame-
ters of PSS and POD controllers. The objective function is evaluated for each individual
of the current generation of GA by simulating the developed dynamic system in PSAT
software by applying a disturbance. When the minimum value for the objective function
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Table 4.1: Setting parameters of genetic algorithm.

Setting Parameter Value/Type
Maximum Generation 30

Population Size 50
Crossover Fraction 0.7

Termination Maximum Generation
Number of Elite Child 6

Mutation Type @mutationadaptfeasible
Crossover Type @crossovertwopoint
Selection Type @selectionroulette

is determined, the corresponding individual represents the optimal solution of the problem
[75]. To calculate the objective function we should use the m-file converted version of the
implemented Simulink file. The details of this conversion and using the converted m-file
to calculate the objective function of genetic algorithm are presented in Appendix D.

By applying the genetic algorithm to the optimization problem, the setting parameters
of the genetic algorithm should be also specified. For our simulations, the setting parame-
ters of the genetic algorithm are presented in Table 4.1. The definitions and descriptions
of these parameters can be found in [75, 76].

In addition of setting the parameters of the genetic algorithm, we must determine the
bounds of the controller’s parameters. The bounds of the WA-POD and PSS parameters
(our unknown parameters) are presented in Table 4.2.

The total optimization procedure is terminated when the algorithm reaches the max-
imum number of generations. The best individual of the final generation is the optimal
solution for the controller’s parameters. The optimized parameters of the PSS and POD
controller in the 14-bus test system are presented in Table 4.3.

In this study a three-phase short circuit is applied at bus 2 at t=1.00 (sec) and cleared
at t=1.1 (sec) followed by a line-outage at line 16 (buses 2 and 4) at t=1.1 (sec). Using
the equation (4.3) the objective function value is calculated in the network without any
controller as 0.0417, in network with PSS as 0.0388 and with WA-POD controller it is

Table 4.2: Bounds of POD and PSS parameters.

Controller The Bounds of Parameters

Power System KPSS Tw T1&T3 T2&T4 Tr
Stabilizer (PSS) −5 ≤ KPSS ≤ 5 0 ≤ Tw ≤ 10 0 ≤ T1 ≤ 2 0 ≤ T2 ≤ 2 0 ≤ Tr ≤ 0.1

Power Oscillation KPOD Twf T1f&T3f T2f&T4f Trf
Damper (POD) −5 ≤ KPSS ≤ 5 0 ≤ Twf ≤ 10 0 ≤ T1f ≤ 2 0 ≤ T2f ≤ 2 0 ≤ Trf ≤ 0.1
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Table 4.3: Optimized parameters of POD and PSS using genetic algorithm.

Controller Tuned Parameters by Genetic Algorithm

Power System KPSS Tw T1 T2 T3 T4 Tr
Stabilizer (PSS) 2 5 0.31 0.05 0.31 0.05 0.01

Power Oscillation KPOD Twf T1f T2f T3f T4f Trf
Damper (POD) 1.6 0.4 0.93 1.28 0.93 1.28 0.01

0.0134. By comparing the minimum values of the objective function in different condition,
we may also conclude that by using the WA-POD controller we would have a lower value
for the objective function defined in (4.3). This shows that use of the WA-POD controller
yields more effective results in damping out low frequency oscillations. Based on the
optimal solution the parameters of the network controllers (POD and PSS) will be set and
the stability studies could be done.

4.4 Problem Formulation: The Multi-Stages Plan for

Implementing the WA-POD Controller

Figure 4.3 shows the basic structure of the WAMS-based power oscillation damping con-
troller associated with the UPFC device.

This structure is expressed with the dynamic control model and can be used to describe
the basic control concept as applied to the wide-area power oscillation damping (WA-POD)
controller to enhance the power system stability.

• Stage 1: As can be seen from Figure 4.3, in the supplementary control scheme of
the UPFC device, the control output of the wide-area damping controller is one part of the
control input of the UPFC device. This input could provide an additional damping control
demand to adjust the UPFC output within a certain range to provide effective damping on
low frequency oscillations. The location of the UPFC device would be determined under
steady-state conditions to maximize power system loadability in Stage 1.

• Stage 2: Generally, the wide-area signals as the input signal of the WA-POD could
be the remote generator rotor speed or angle, the bus angle, or the line active power flow.
Basically, the selection on the wide-area signals can be performed by mode analysis and
based on principles of observability and controllability [100]. Here in this study, the line
active power flow between generators 1 and 2 has been selected as the wide-area input
signal for the WA-POD controller. Since, the values of the rotor angles of generators 1 and
2 (see Figure 4.4) are necessary for the equations of the line active power flow, nonlinear
state estimators are used in Stage 2 to generate the estimated rotor angles using PMU
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Figure 4.3: Block diagram of the wide-area power oscillation damper (WA-POD) controller.

measurement signals.

• Stage 3: Finally, in Stage 3 the WA-POD controller implemented in the PSAT
software [99] using the previously estimated rotor speed deviations and rotor angles will
be explained. In the next section, the procedure for the UPFC allocation as the first step
of the multi-stage plan is presented.

4.5 Step 1: Optimal Placement of UPFC in the 14-

Bus Test System

Another option for damping low-frequency oscillation is to use a FACTS device with a
supplementary controller (POD). Obviously it costs more to use a FACTS device than
PSS for oscillation damping, but there are some other benefits of FACTS controllers beside
oscillation control such as the capability for local voltage control, increasing the power
system loadability and also in some cases reducing transmission line losses [41, 77, 78].

In this study, the WA-POD controller sends the control set-point signal to a UPFC. This
device offers several advantages for improving power system static and dynamic operations
since it combines the feature of both STATCOM and SSSC as presented in Figure 3.23(a).
The main objectives of placing a UPFC in a transmission line include controlling active and
reactive power flow to achieve optimal power flow in the network and providing reactive
support to maintain a constant voltage at the shunt bus. It can also be used to enhance
several power system parameters such as system stability, power oscillation damping, and
prevention of voltage collapse [74].
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Table 4.4: The result of allocation process for UPFC device in the 14-bus test system.

Test Device Allocation Selected FACTS and GUI Results
λmax

Loadability
System Number Type Type Location Values Improvement

14 Bus 1 Single Type
VSE =0.188 p.u.

1.07 7% (18 MW)UPFC Branch 17 ΦSE =141 Deg.
ISH =0.034 p.u.

Based on the modeling of UPFC device, as presented in section 3.2.9, the active power
required by the series converter is drawn by the shunt converter from AC network and
supplied to the bus k through the DC link. The equivalent circuit of the UPFC was
presented in Figure 3.23(b). Based on this modeling, the series part of the UPFC is
modeled by a controllable voltage source (V SE) while the shunt part is modeled with a
controllable current source (ISH). As a result, the UPFC device has three controllable
variable: VSE, ΦSE and ISH .

Using the implemented GUI in chapter 3, the results of optimal allocation of UPFC
device in the 14-bus test system to maximize power system loadability are presented in
Table 4.4. The location obtained by this method will improve the power system loadability
without violating the security constraints presented in (3.46).

The results of allocation process, presented in Table 4.4, show that by optimal instal-
lation of one UPFC in branch 17 (between buses 9-14) with those optimal values, the
maximum load factor of power system would be λmax = 1.07 which means that we would
have 7% (18.13 MW) improvement in power system loadability.

4.6 Step 2: State Estimation of Synchronous Gener-

ators

Availability of the synchronous machine angle and speed variables gives us an accurate pic-
ture of the overall condition of power networks leading therefore to an improved situational
awareness by system operators. In addition, these variable are essential in developing local
and global control schemes aimed at enhancing system stability and reliability [1].

As can be seen from Figure 4.5, the active power flow in line 1 is chosen as the input
signal of the WA-POD controller. By using the nonlinear state estimators we can estimate
the rotor angles and rotor speed deviations for generating the input signal of the WA-
POD controller and for the offline parameter tuning of POD and PSS respectively. So,
the fourth-degree model with Efd and Tm as the input signals and electrical output power
y = Pe as the output signal, will be chosen for modeling the synchronous generators as



Chapter 4. Implementing a Wide-Area Power Oscillation Damper 118

(a) (b)

Figure 4.4: The state estimation results: (a) First and third states of Generator 1. (b)
Second and fourth states of Generator 2.

(4.4):

x = [δ ∆ω e′q e′d] = [x1 x2 x3 x4]

u = [Tm Efd] = [u1 u2]

ẋ1 = ω0x2

ẋ2 =
1

J
(u1 − Te −Dx2)

ẋ3 =
1

T ′do
(u2 − x3 − (xd − x′d)id)

ẋ4 =
1

T ′qo
(−x4 − (xq − x′q)iq)

(4.4)

where ω0=2πf0 is the nominal synchronous speed (elec. rad/s), ω is the rotor speed (p.u.),
Tm is the mechanical input torque (p.u.), Te is the air-gap torque or electrical output
power (p.u.), Efd is the exciter output voltage (p.u.) and δ is the rotor angle in (elec.rad).
Other variables and constants are defined in List of Symbols in frontpages.

Using the method presented in chapter 2 we could generate the estimated states of
the generators 1 and 2 following a severe disturbance. The results for a three-phase short
circuit fault at bus 2 occured at t=1.00 (sec) and cleared t=1.1 (sec) followed by a line-
outage at line 16 (between buses 2 and 4) at t=1.1 (sec) are presented in Figure 4.4. The
simulation results, which include first and third states of generator 1 and the second and
fourth states of generator 2, show high accuracy in the estimated states.
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4.7 Step 3: Implementing the Wide-Area Power Os-

cillation Damping Controller

Finally, based on the results of the previous steps we can now implement the wide-area
power oscillation damping controller, whose overall structure is presented in Figure 4.5.

Figure 4.5: Overall structure of the WA-POD controller implemented in the 14-bus test
system.

As mentioned before, the input signal of the WA-POD controller is the line active power
flow between generators 1 and 2, which can be calculated by the rotor angles estimated in
step two. The values of the voltage magnitudes are also available from the PMU phasor
measured signals. All the simulations in this study including the parameter tuning of PSS
and POD and stability studies were done in PSAT (Power System Analysis Toolbox) [99].
In PSAT, the input signal for the POD block can be chosen from the voltage magnitude
of buses (Vi), the current flow of the lines (Iij), the line active power flow (Pij) and the

line reactive power flow (Qij). Therefore, instead of directly choosing the value of (δ̂1− δ̂2)
as the input signal for the POD controller, which is not easily done in PSAT, we chose
the line active power flow between buses 1 and 2 (P12) which is a direct function of the
estimated rotor angles (δ̂1 − δ̂2) as presented in Figure 4.5.

The overall structure of the implemented WA-POD controller in PSAT is shown in
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Figure 4.6: PSAT schematic of the WA-POD controller implemented for the 14-bus test
system.

Figure 4.6. Since defining and using a new device in PSAT, such as our nonlinear state
estimator, is a time-consuming process and because we have already shown that the esti-
mated states of the generators have high accuracy compared with real signals, the active
power flow in line 1 (P12) was used directly as the input signal for the WA-POD controller
as shown in Figure 4.6.

By setting the parameters of the PSS and WA-POD controllers by optimal solution of
genetic algorithm, obtained in section 4.3, we can now analyze the simulation results to
compare the effects of a WA-POD controller and a PSS controller on oscillation damping
in the 14-bus test system.

4.8 Simulation Results

To show the effectiveness of the wide-area power oscillation damping (WA-POD) controller
two types of disturbances are applied to the 14-bus test system:

(a) Three-phase short circuit followed by a line-outage.
(b) Load-demand imbalance contingency.
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For each disturbance, the time-domain responses of generators variables such as rotor
speeds, bus voltages, and output electrical power are presented in four conditions:

(i) Without any controller (No Controller: NC).
(ii) With just UPFC device (without WA-POD controller).
(iii) With power system stabilizer (PSS) installed at generator 1.
(iv) With WA-POD controller (combined with the UPFC device).
At first, the simulation results for three-phase short circuit fault followed by a line-

outage are presented.

4.8.1 Case study-1: Three-phase short-circuit fault followed by
a line-outage

In the first case study, a three phase short-circuit fault at bus 5 is applied to the system at
t=1.00 (sec) and cleared after 5 (ms) at t=1.05(sec) followed by a line-outage for line 13
(between buses 4 and 5) at t=1.05(sec). The time-domain responses of generators variables
are presented in Figures 4.7 and 4.8.

(a)

(b)

Figure 4.7: Time-domain responses of the first case study of generator 2: (a) Rotor speed
(ω2). (b) Voltage magnitude (V2).
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As can be seen from Figures 4.7 and 4.8, in the network without controller (NC), the
system remains stable but the power system oscillations are not damped effectively while
by using the PSS controller and also the WA-POD controller the damping of low-frequency
oscillations is improved.

(a)

(b)

Figure 4.8: Time-domain responses of the first case study for: (a) Difference between rotor
angles (δ1 − δ2 = δ12). (b) Active power flow between buses 1 and 2 (P12).

Clearly in the results presented in Figure 4.7(a) and 4.8(a), specifically the rotor speed
of generator 2 (ω2) and the difference between rotor angles (δ12), the WA-POD controller
has better response in terms of overshoot and settling time. In other results such as bus
voltage and output electrical power; the performance of WA-POD is clearly better than
the PSS controller.

Therefore in the 14-bus test system, considering the improvement of dynamic perfor-
mance and damping of low-frequency oscillations for all variables, the WA-POD controller
is generally more effective than the PSS controller, both having been tuned using the same
GA-based method. This benefit comes on top of a 7% loadability improvement already
provided by the optimally located UPFC without supplementary control.

Finally for the first case study, the output signals for the WA-POD and PSS controllers
are presented in Figure 4.9. As can be seen from this figure, the output control signals are
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saturated in the appropriate time delay.

(a)

(b)

Figure 4.9: Output controller signals: (a) PSS controller output signal. (b) WA-POD
controller output signal.

4.8.2 Case study-2: Load-demand contingency

In the second case study, a load-demand contingency with 5% increasing for both active
and reactive loads for all PQ buses is applied to the 14-bus test system at t=1.00 (sec). The
time-domain responses for generator variables such as rotor speeds and voltage magnitude
are presented in Figsures 4.10 and 4.11. Considering the oscillation damping in the network,
interestingly in this study, the influence of one UPFC alone is much better.

As can be seen in Figure 4.10 from the results presented for rotor speed responses, in
the case of load-demand contingency the UPFC is more capable to damp low-frequency
oscillations even better than PSS based on the objective function value. The value of
objective function (from t=0 to T =20 in Figure 4.10) is calculated as 0.4605 for the
network without controller, 0.4595 for the network with PSS controller, 0.4545 for the
network with UPFC device and finally 0.4269 for the network with WA-POD controller.

Similar to the first case study, based on the results obtained in the second case study
presented in Figures 4.10 and 4.11, the WA-POD controller combined with a UPFC device
clearly has the best improvement in damping out the network oscillations.
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(a)

(b)

Figure 4.10: Time-domain responses of second case study for rotor speeds: (a) Generator
1 (ω1). (b) Generator 2 (ω2).

To present other variable responses in load-demand contingency, here the voltage mag-
nitude of generator 2 and the active power flow between buses 1 and 2 are shown in Figure
4.11.

4.9 Discussion: Eigenvalue Analysis

In this section, the eigenvalue analyses of the 14-bus test system are summarized in Table
4.5 for the following configurations:

(i) Base network or the network without controller.
(ii) Network with the PSS controller.
(iii) Network with the UPFC device.
(iv) Network with UPFC combined with the WA-POD controller.
Based on the results in this table, we can compare the influence of each controller on

damping out the main oscillation modes of the network.
As can be seen in Table 4.5, the influence of the UPFC device on damping the oscillation
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(a)

(b)

Figure 4.11: Time-domain responses of second case study for: (a) Voltage magnitude of
generator 1 (V1). (b) Active power flow between buses 1 and 2 (P12).

modes is not significant. This device improves the damping ratio by only 1% on 1.72-Hz-
mode (∆ω5), 1.24-Hz-mode (∆ω2) and 0.17-Hz-mode (∆ω1) and by only 2% for 0.21-Hz-
mode (e′q4).

In comparison with the UPFC device, the PSS controller achieves better improvement
of the damping ratio on several oscillation modes. For example, for 1.41-Hz-mode (e′q1) we
have 2% improvement on damping ratio, for 1.24-Hz-mode (∆ω2) 4%, for 0.21-Hz-mode
(e′q4) 2% (similar to UPFC device), for 0.17-Hz-mode (∆ω1) 4% and finally for 0.10-Hz-
mode (e′q2) it is 1%.

Lastly, we can analyze the damping performance of the WA-POD controller in combi-
nation with the UPFC device. As it was clear in the results of the stability simulation in
the previous section, the WA-POD controller has the best effects in damping out the low-
frequency modes. As can be seen from the results presented in Table 4.5, the WA-POD
controller improves the damping ratio for 7 low-frequency oscillation modes. The best
achievements on damping performance are for 0.17-Hz-mode (∆ω1) with 9% and 1.24-
Hz-mode (∆ω2) with 8% improvement. For other oscillation modes the damping ratio
improvement varies from 1% to 5%: 1% for 1.72-Hz, 0.15-Hz and 0.10-Hz modes, 4% for
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Table 4.5: Damping Performance of the 14-bus test system in 4 different categories.

Associated
Base Network Network Network

Network with PSS with UPFC with WA-POD

States f(Hz)
ζ

f(Hz)
ζ

f(Hz)
ζ

f(Hz)
ζ

Damping Ratio Damping Ratio Damping Ratio Damping Ratio

∆ω5, δ5 1.72 0.33 1.68 0.33 1.72 0.34 1.72 0.34
∆ω4, δ4 1.55 0.29 1.55 0.29 1.55 0.29 1.55 0.29
∆ω3, δ3 1.44 0.27 1.44 0.27 1.44 0.27 1.44 0.27
e′q1 1.41 0.06 1.42 0.08 1.41 0.06 1.43 0.12

∆ω2, δ2 1.24 0.26 1.23 0.30 1.24 0.27 1.23 0.34
e′q4 0.21 0.61 0.21 0.63 0.21 0.63 0.20 0.65

∆ω1, δ1 0.17 0.67 0.17 0.71 0.17 0.68 0.17 0.76
e′q5 0.15 0.78 0.15 0.78 0.15 0.78 0.15 0.79

e′q2 0.10 0.66 0.10 0.68 0.10 0.66 0.10 0.68

e′q3 0.05 0.87 0.05 0.87 0.05 0.87 0.05 0.87

0.21-Hz-mode and 6% for 1.41-Hz-mode.

4.10 Summary

This chapter presented a multi-stage plan for developing a wide-area power oscillation
damping (WA-POD) controller in comparison with the conventional power system sta-
bilizer (PSS) in the 14-bus test system. The implemented WA-POD controller sets an
auxiliary stabilizing signal for a UPFC device. In the first step of the plan the optimal
location of the UPFC was determined in order to maximize power system loadability. To
calculate the input signal of the WA-POD controller, the rotor angles of the generators were
estimated using the nonlinear state estimator in step 2. Finally in step 3, after parameter
tuning of the PSS and WA-POD controllers using an off-line GA-based optimization pro-
cess, the WA-POD controller was developed in PSAT. The simulation results showed the
capability and effectiveness of the WA-POD controller in comparison with PSS to damp
low-frequency oscillations and enhance the dynamic performance of power system. How-
ever, while the PSS controller is only capable of damping out low-frequency oscillations, by
using the WA-POD controller in combination with a UPFC device, besides the improve-
ment in transient stability and dynamic performance, we would have a 7% improvement
in power system loadability, which is equal to 18.13 (MW).



Chapter 5

Conclusion
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5.1 Summary and Contributions

In this thesis we had a multi-step plan for implementing a FACTS-based wide-area power
oscillation damping controller. All these three steps were presented in chapter 2 to 4 of this
thesis while covering the initial goals expressed in introduction. In following these goals
and the achieved results are discussed separately for each step.

The goal of the first step of this plan, presented in chapter 2, was developing the
dynamic state estimation of power system using the PMU measured signals. In chapter 2,
three different approaches: traditional EKF method, UKF and EKF-UI, were applied for
dynamic state estimation of a synchronous machine. The simulation results for all these
three approaches were presented on two condition: with noise and without noise. Also, the
robustness and effectiveness of the UKF and EKF-UI methods was checked successfully
by applying it to the various kinds of field voltage Efd and mechanical torque Tm inputs,
ranging from step to ramp signals. Also, for the UKF and EKF-UI method, the developed
state estimators were analyzed effective as well under network fault conditions with process
and measurement noise included. The obtained results showed that we covered all the goals
requested in step 1.

In chapter 3, the second step of thesis, the goal was implementing an optimization
method to find the best location of FACTS controller. A Graphical User Interface (GUI)
based on the genetic algorithm (GA) was presented to seek the optimal locations and
optimal values of a given set of FACTS devices for more efficient use of power system
assets. In the implemented GUI, called FACTS Placement Toolbox, the user had the
opportunity to pick a power system network, determine GA settings and select the number
and types of the FACTS device. Six different FACTS devices were used in the GUI: SVC,
TCSC, TCVR, TCPST, UPFC and STATCOM with SMES. The simulation results showed
that the FACTS placement toolbox is applicable to seek the optimal locations and rates
of the given multi-type FACTS devices mix in a given power system, so as to maximize
the system loadability under security constraints. The goals and objective of step 2 were
addressed effectively using the presented method in chapter 3.

In step 3 which was our final step, presented in chapter 4, the FACTS-based wide-
area power oscillation damping controller (WA-POD) was implemented as it was set in
initial plan. For better understanding the benefits of previous steps, a multi-stage plan
was presented for developing the wide-area controller in this chapter. The implemented
WA-POD controller set an auxiliary stabilizing signal for the UPFC device. In the first
stage, the optimal location of the UPFC was determined in order to maximize the power
system loadability using the method presented in chapter 3 (step 2). To calculate the
input signal of the WA-POD controller the rotor angles of the generators were estimated
in stage 2 using the nonlinear state estimator presented in chapter 2 (step 1). Finally in
the stage 3, after parameter tuning of the PSS and WA-POD controllers using an off-line
GA-based optimization process, the WA-POD controller was developed in PSAT software.
The simulation results showed the capability and effectiveness of the WA-POD controller
in comparison with traditional power system stabilizer (PSS) to damp the low frequency
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oscillations of the network and to enhance the dynamic performance of power system.

5.2 Directions for Future Works

Interesting directions for future works can be presented for each step of this thesis:

• In step 1, Dynamic State Estimation in Power System Networks, the EKF-
UI presented method can be improved in such a form that the state estimator does
not need the mechanical torque Tm (first input) near the second input Efd signal.
It means that, in this case we will have two unknown inputs and the states of the
synchronous machine will be estimated with two unknown inputs. As it is presented
in section 2.5, in the EKF-UI algorithm the unknown inputs of the system will be
estimated with the states simultaneously.

• In step 2, Optimal Placement of FACTS Devices in Power System Net-
works, the implemented GUI can be improved by including different optimization
algorithms such as Particle Swarm Optimization (PSO) and Evolutionary Algorithm
(EA) in addition of Genetic Algorithm (GA). Also, beside maximizing the power
system loadability, we can add more options for choosing as objective functions like:
minimizing the transmission line losses or minimizing the production costs.

• In step 3, Implementing a FACTS-based Power Oscillation Damping Con-
troller Using Wide-Area Signals, the developed study could be expanded by
choosing different signals as the input signal of WA-POD controller. Also, we can
implement the same study in other networks such as 24-bus, 39-bus or 57-bus test
system. Another option could be comparing the influences of UPFC with other
FACTS device such as STATCOM, SVC or TCSC in damping out the low-frequency
oscillations.
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Appendix A

SMIB Model Presentation with
Respect to the Infinite-Bus

A general power system configuration presented in Figure A.1(a) can be simplified
to an equivalent circuit system with a single machine connected to an infinite-bus via
transmission lines using using Thévenin’s equivalent theory as presented in Figure A.1(b)
[1].

(a)

(b)

Figure A.1: Power system network: (a) General configuration. (b) Thévenin’s equivalent.

The so-called single-machine infinite-bus (SMIB) power system, shown in Figure A.2,
was the the basis for developing and validating the dynamic state estimation process in
Chapter 3. In section 2.2 the SMIB model was presented with Vt(=Et) as the reference
phasor while here, that presentation will be repeated by assuming the VB(=EB) as the
reference phasor.

This second presentation, could have some benefits rather than the first presentation
in (2.1) to (2.12). The first fact that should be mentioned is, by defining the VB or EB as
the reference phasor as presented in Figure A.3, all the local state estimator will generate
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Figure A.2: Synchronous machine connected to infinite-bus.

the estimated states (specially the first state δ) of the synchronous machines entire the
network with respect to one reference bus (Slack Bus). While by defining the Vt or Et as
the reference phasor, each local state estimator will estimate the states with respect to its
own terminal bus which is a local reference. In first case, the estimated rotor angles of
the entire network, which are estimated with respect to the same reference, could be more
useful in wide area control operations.

Secondly, by defining the VB or EB as the reference phasor, the Phasor Measurement
Unit (PMU) could be installed on the transmission lines (at the substation) instead of
terminal bus but the transformer reactance would then have to be added to the machine
reactance.

Finally, with having the VB or EB as the reference phasor , the quantity of Vt in
equations (2.1) to (2.12) would be replaced by VB which it is a constant value. It therefore
leads us to not having Vt as the third input in the equations.

Figure A.3: Phasor diagram of synchronous machine.

Giving a classical model for the synchronous generator and neglecting the transmission
line resistance (Re=0), all the active power produced by generator Pt, is delivered to
the infinite-bus (Pt=PB). Also, δ is the angle by which e′q, the q-axis component of the
voltage behind transient reactance x′d, leads the terminal bus of machine EB (or VB). With
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assuming VB as the reference phasor as shown in Figure A.3, the single-machine infinite-
bus power system in Figure 2.1, can be represented in per unit (pu) by the fourth-order
nonlinear equation in the dqo domain as (A.1):

δ̇ = ω0∆ω

∆ω̇ =
1

J
(Tm − Te −D∆ω)

ė′q =
1

T ′do
(Efd − e′q − (xd − x′d)id)

ė′d =
1

T ′qo
(−e′d − (xq − x′q)iq).

(A.1)

which can be rewritten in the input-output, state-variable form as follows in (A.2):

x = [δ ∆ω e′q e′d] = [x1 x2 x3 x4]

u = [Tm Efd] = [u1 u2]

ẋ1 = ω0x2

ẋ2 =
1

J
(u1 − Te −Dx2)

ẋ3 =
1

T ′do
(u2 − x3 − (xd − x′d)id)

ẋ4 =
1

T ′qo
(−x4 − (xq − x′q)iq).

(A.2)

where ω0=2πf0 is the nominal synchronous speed (elec. rad/s), ω the rotor speed (pu), Tm

the mechanical input torque (pu), Te the air-gap torque or electrical output power (pu),
Efd the exciter output voltage or the field voltage as seen from the armature (pu) and δ
the rotor angle in (elec.rad). Other variables and constants are defined in List of Symbols
in front-pages. Based on the phasor diagram presented in Figure A.3, the air-gap torque
Te will be equal to the terminal electrical power Pt (or Pe=ωrTe) neglecting the stator
resistance (Ra=0)and assuming ωr=1.0 (pu):

Te = Pt +RaI
2
t

Ra=0→ Te ∼= Pt = edid + eqiq (A.3)

where the d -and q-axis voltages (ed,eq) can be expressed as:

ed = ebd − xeiq
eq = ebq + xeid

(A.4)
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where ebd and ebq are presented as (A.5):

ebd = VB sinδ

ebq = VB cosδ
(A.5)

and in turn we will have:

EB = VB =
√
e2bd + e2bq. (A.6)

Also, the d -and q-axis currents (id,iq) are:

id = Itsin(δ + Φ) =
e′q − VB cosδ
x′d + xe

iq = Itcos(δ + Φ) =
VB sinδ

xq + xe

(A.7)

and consequently for the terminal current we will have:

It =
√
i2d + i2q. (A.8)

where the presence of xe in id and iq formulas is related to δ definition with respect to VB.
By defining xtd and xtq as:

xtd = x′d + xe

xtq = xq + xe
(A.9)

and with replacing the variables δ and e′q by the state variables x1 and x3, we will have:

id =
x3 − VB cosx1

xtd

iq =
VB sinx1

xtq
.

(A.10)

Using (A.5) and (A.7) in (A.10) and after mathematical simplification, the electrical
output power Pe at the terminal bus (Pe= Pt) can be presented as (A.11):

y1 = Pe =
VB
xtd

e′q sinδ +
V 2
B

2
(

1

xtq
− 1

xtd
)sin2δ (A.11)

and in terms of states x1 and x3 we will have:

y1 = Pe =
VB
xtd

x3 sinx1 +
V 2
B

2
(

1

xtq
− 1

xtd
)sin2x1. (A.12)
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Similarly the active power equation, the reactive power equation can be calculated as:

Qe = ed iq − eq id (A.13)

in which using (A.5) and (A.7) in (A.13) can we will have:

y2 = Qe =
VB
xtd

e′q sinδ − V 2
B(
sin2δ

xtq
+
cos2δ

xtd
)− 2xeI

2
t (A.14)

or with substituting the variables δ and e′q by the state variables x1 and x3, we will have:

y2 = Qe =
VB
xtd

x3 sinx1 − V 2
B(
sin2x1
xtq

+
cos2x1
xtd

)− 2xeI
2
t (A.15)

To summarize, using (A.12) and (A.15) in (A.2), the fourth-order nonlinear synchronous
machine state space model is rewritten as (A.16) in a form suitable for state estimation
purposes like EKF-UI, with the active and reactive electrical output power Pt and Qt as
the measurable system outputs. Since in this presentation in (A.16) we have VB instead
of Vt, therefore the terminal voltage Vt does not appear in the vector u in (A.16) while we
had it before in (2.12):

x = [δ ∆ω e′q e′d] = [x1 x2 x3 x4]

u = [Tm Efd] = [u1 u2]

ẋ1 = ω0x2

ẋ2 =
1

J
(Tm − (

VB
xtd

x3 sinx1 +
V 2
B

2
(

1

xtq
− 1

xtd
)sin2x1)−Dx2)

ẋ3 =
1

T ′do
(Efd − x3 − (xd − x′d)(

x3 − VB cosx1
xtd

))

ẋ4 =
1

T ′qo
(−x4 − (xq − x′q)(

VB sinx1
xtq

))

y1 =
VB
xtd

x3 sinx1 +
V 2
B

2
(

1

xtq
− 1

xtd
)sin2x1

y2 =
VB
xtd

x3 sinx1 − V 2
B(
sin2x1
xtq

+
cos2x1
xtd

)− 2xeI
2
t

(A.16)

where all the parameters and quantities other than state variables are (or assumed to be)
known and measurable. We can therefore represent (A.16) in a global structure as equation
(2.13).



Appendix B

Test Machine and External System
Data

The main variables and constants of the system presented in (2.1) in (2.12) and their
values are expressed here in Table B.1. The values for the parameters are in (p.u.) and
the signals variables presented in their nominal values.
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Table B.1: Variables and constants values.

Parameter Description Value (pu)
δ Nominal rotor angle (Load angle) 0.82
ω0 Nominal synchronous speed 377
Φ Power factor angle 0.062

Tm Mechanical input torque 0.8
D Damping factor per unit 0.05
J Inertia constant per unit 10

xadu Unsaturated direct axis mutual reactance 2.15
xaqu Unsaturated quadratic axis mutual reactance 1.36
xad Direct axis mutual reactance 1.91
xaq Quadratic axis mutual reactance 1.06
xd Direct axis reactance 2.06
xq Quadratic axis reactance 1.21
ksd Direct saturation factors 0.88
ksq Quadratic saturation factors .78
x′d Direct axis transient reactance 0.37
x′q Quadratic axis transient reactance 0.37

Ra Stator resistance 0.0
Xe Line reactance 0.193
Re Line resistance 0.0
T ′do Direct transient open-circuit time constant 0.13
T ′qo Quadratic transient open-circuit time constant 0.013

xfd Field circuit reactance 2.165
VB Infinite-bus voltage 0.98
Efd Steady-state internal voltage of armature 2.29
ifd Field current 1.09
EI Internal generator voltage proportional to field current 2.09
Vt Terminal bus voltage 1.02
It Terminal bus current 0.81
Pt Terminal active power 0.80
Qt Terminal reactive power 0.05



Appendix C

Matlab Implementation for Dynamic
State Estimation Processes

As it was mentioned in chapter 3, the embedded Matlab function, which is shown in
Figure C.1, was used for implementation of the EKF, UKF and EKF-UI methods.

Figure C.1: Embedded MATLAB function block in Simulink/Matlab.

By running the Simulink file and receiving the signals from embedded MATLAB func-
tion block inputs, the block creates the outputs based on its internal commands. At the
beginning of the m-file, we can use the commands ”persistent”, ”isempty” and ”if-end”
for initializing the algorithm (EKF, UKF or EKF-UI) variables x0 and P0.

The following script allows the algorithm to be initialized matrix P and state vector x
once at the start of the simulation and loads the initial value. In the next iterations, the
command isempty(P) will not allow the matrix P to be reloaded again. After the second
iteration, the matrix P will always have a value and it will not be null so the program will
pass the loop ”if-end”.

% A m-file template for initialization the EKF, UKF and EKF-UI

% methods in embedded matlab function block
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P_0=diag([10^2,10^2,10^2,10^2]);

x_0=[0;0;0;0];

Qk_0=0.5^2*eye(4);

Rk_0=0.1^2*eye(2);

persistent P;

persistent x;

persistent Qk;

persistent Rk;

if isempty(P)

P=P_0;

end

if isempty(x)

x=x_0;

end

if isempty(Qk)

Qk=Qk_0;

end

if isempty(Rk)

Rk=Rk_0;

end;

In following the m-files of the algorithms for EKF, UKF and EKF-UI methods used in
the embedded matlab functions will be presented.

C.1 EKF algorithm

function [x_est ,y_est ] =EKF(Pe,Tm,Efd)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Initialization

XADU=2.15;

XAQU=1.365;
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W0=2*60*3.14159;

H=4;

%H=4.75;

JJ=2.*H;

XL=0.15;

A=0.031;

B=6.93;

VT1=0.8;

XPD=0.375;

XPQ=0.375;

TPDO=0.131;

XE=0.193;

KD=0.05;

P=0.8;

QS=0.05;

VB=0.98;

PHI=atan2(QS,P);

IT=sqrt(P^2+QS^2)/VB;

VTT=sqrt((VB+XE*IT*sin(PHI))^2+(XE*IT*cos(PHI))^2);

if (VTT >= VT1),

DV=A*exp(B*(VTT-VT1));

ksd=VTT/(VTT+DV);

else,

ksd=1.0;

end;

ksq=0.78;

XAD=ksd*XADU;

XAQ=ksq*XAQU;

XD=ksd*XADU+XL;

XQ=ksq*XAQU+XL;

XFFD=(XAD^2)/(W0*(XD-XPD));

XTD=XPD+XE;

XTQ=XQ+XE;

PF=cos(PHI);

QF=sin(PHI);

DELTA=atan2((XTQ*PF),((VB/IT)+XTQ*QF));

VBD=VB*sin(DELTA);

VBQ=VB*cos(DELTA);

TETA=DELTA+PHI;

ID=IT*sin(TETA);

IQ=IT*cos(TETA);
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VQ=VBQ+XE*ID;

VD=VBD-XE*IQ;

VT=sqrt(VD*VD+VQ*VQ);

U1=XTD*ID+VBQ+(XD-XPD)*ID; % Vf

ME=VD*ID+VQ*IQ;

U2=ME; % Torque

W0=2*60*3.14159;

VB=0.98 ;

x_prime_d=XPD;

x_prime_q=XPQ;

xe=XE;

xq=XQ;

D=KD;

T_prime_do=TPDO;

xd=XD;

T_prime_qo=0.013;

u1=Tm;

u2=Efd;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

persistent P

persistent Qk

persistent Rk

persistent x

persistent z

if isempty(P) P=([10 0 0 0;0 10 0 0; 0 0 10 0; 0 0 0 10]).^2;end

if isempty(x) x=[0.6;0;0;0];end

if isempty(Qk) Qk=0.5^2*eye(4);end

if isempty(Rk) Rk=0.5^2;end

n=4; %number of state

q=1^2;r=1^2;

Q=q*eye(4); % covariance of process

R=r*eye(1); % covariance of measurement

z_out=Pe;
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%nonlinear update and linearization at current state

[x_f,A]=jaccsd_f(x,u1,u2);

P=A*P*A’+Qk; %partial update

[z_h,Hx]=jaccsd_h(x_f); %nonlinear measurement and linearization

P12=P*Hx’; %cross covariance

K=P12*inv(Hx*P12+Rk); %Kalman filter gain

x=x_f+K*(z_out-z_h); %state estimate

P=P-K*P12’;

x_est=x;

y_est=z_h;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [x_f,A_f]=jaccsd_f(x,u1,u2)

Tm=u1;

Efd=u2;

Ts=0.001;

A_f=[1 Ts*W0 0 0;

(-Ts/J)*((VB*x(3)*cos(x(1))/XTD)+VB*VB*((+1/XTD)+(-1/XTQ))...

*(cos(x(1))^2-sin(x(1))^2)) (-(Ts/J)*D+1) (-Ts/J)*(VB*sin(x(1))/XTD) 0;

(Ts/T_prime_do)*(xd-x_prime_d)*VB*-1*sin(x(1))*(1/XTD) 0 ...

(1+(-Ts/T_prime_do)*(1+((xd-x_prime_d)/XTD))) 0;

(Ts/T_prime_qo)*(xq-x_prime_q)*VB*cos(x(1))*(1/XTQ) 0 0 ...

(-(Ts/T_prime_qo)+1)];

id=[(x(3)-VB*cos(x(1)))*(1/(x_prime_d+xe))];

iq=[VB*sin(x(1))*(1/(xq+xe))];

Pe=VB*sin(x(1))*[(x(3)-VB*cos(x(1)))*(1/(x_prime_d+xe))]+ ...

VB*cos(x(1))*[VB*sin(x(1))*(1/(xq+xe))];

dx1=Ts*(W0*x(2))+x(1);

dx2=Ts*((1/J)*(Tm-Pe-D*x(2)))+x(2);

dx3=Ts*((1/T_prime_do)*(Efd-x(3)-(xd-x_prime_d)*id))+x(3);

dx4=Ts*((1/T_prime_qo)*(-x(4)+(xq-x_prime_q)*iq))+x(4);
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x_f=[dx1;dx2;dx3;dx4];

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [z_h,Hx]=jaccsd_h(x)

Pest=VB*sin(x(1))*(x(3)-VB*cos(x(1)))*(1/(XTD))+...

VB*cos(x(1))*VB*sin(x(1))*(1/(XTQ));

Hx=[( (VB*x(3)*cos(x(1))/XTD) + VB*VB*((-1/XTD)+...

(1/XTQ))*(cos(x(1))^2-sin(x(1))^2)) 0 (VB*sin(x(1))/XTD) 0];

z_h=Pest;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

C.2 UKF algorithm

function [x_est,y_est] =UKF(Pe,Tm,Efd)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Initialization

XADU=2.15;

XAQU=1.365;

W0=2*60*3.14159;

H=4;

%H=4.75;

JJ=2.*H;

XL=0.15;

A=0.031;

B=6.93;

VT1=0.8;

XPD=0.375;

XPQ=0.375;

TPDO=0.131;

XE=0.193;

KD=0.05;
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P=0.8;

QS=0.05;

VB=0.98;

PHI=atan2(QS,P);

IT=sqrt(P^2+QS^2)/VB;

VTT=sqrt((VB+XE*IT*sin(PHI))^2+(XE*IT*cos(PHI))^2);

if (VTT >= VT1),

DV=A*exp(B*(VTT-VT1));

ksd=VTT/(VTT+DV);

else,

ksd=1.0;

end;

ksq=0.78;

XAD=ksd*XADU;

XAQ=ksq*XAQU;

XD=ksd*XADU+XL;

XQ=ksq*XAQU+XL;

XFFD=(XAD^2)/(W0*(XD-XPD));

XTD=XPD+XE;

XTQ=XQ+XE;

PF=cos(PHI);

QF=sin(PHI);

DELTA=atan2((XTQ*PF),((VB/IT)+XTQ*QF));

VBD=VB*sin(DELTA);

VBQ=VB*cos(DELTA);

TETA=DELTA+PHI;

ID=IT*sin(TETA);

IQ=IT*cos(TETA);

VQ=VBQ+XE*ID;

VD=VBD-XE*IQ;

VT=sqrt(VD*VD+VQ*VQ);

U1=XTD*ID+VBQ+(XD-XPD)*ID; % Vf

ME=VD*ID+VQ*IQ;

U2=ME; % Torque

W0=2*60*3.14159;

VB=0.98 ;

x_prime_d=XPD;

x_prime_q=XPQ;

xe=XE;
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xq=XQ;

D=KD;

T_prime_do=TPDO;

xd=XD;

T_prime_qo=0.013;

u1=Tm;

u2=Efd;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

persistent x % State vector x = [roll; pitch]

persistent P % Error covariance matrix

persistent Qk % Driving noise covariance matrix

persistent Rk % Measurement noise covariance matrix

persistent Xm % Temporary buffer for predicted state sigma points

persistent Z % Temporary buffer for predicted measurement sigma points

persistent zk_g

if isempty(x)

x=[0.4;0;0;0];

end

if isempty(P)

P = ([10 0 0 0;0 10 0 0; 0 0 10 0; 0 0 0 10]);

end

if isempty(Qk)

% must be modified to match your model.

Qk = [1e-6 0 0 0; 0 1e-6 0 0; 0 0 1e-6 0; 0 0 0 1e-6];

end

if isempty(Rk)

Rk = [1e-2].^2; % must be modified to match your model.

end

if isempty(Xm)

Xm = zeros(4,8); % must be modified to match your model.

end

if isempty(Z)
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Z = zeros(1,8); % must be modified to match your model.

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

zk_g=Pe;

X = ukf_sigmapoints(x,P);

n2 = size(X,2); % Size of the state vector multiplied by 2

for k = 1:n2

Xm(:,k) = updatex(X(:,k),u1,u2);

end

[xm, Pm] = ukf_mean_covariance(Xm);

Pm = Pm + Qk;

% must be modified to match your model

%(only if the h function has more input or output parameters).

for k = 1:n2

Z(:,k) = h(Xm(:,k));

end

[z, Pz] = ukf_mean_covariance(Z);

Pz = Pz + Rk;

Pxz = ukf_covariance(Xm, Z); % Cross covariance matrix

Kk = Pxz/Pz; % Kalman gain matrix

x = xm + Kk*(zk_g - z); % Find the state estimates

P = Pm - Kk*Pz*Kk’; % Estimation error covariance matrix

P = 0.5*(P+P’); % Prevent numerical problem

x_est = x;

y_est=z;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function xo = updatex(x,u1,u2)

Pe=[(VB/x_prime_d)*x(3)*sin(x(1))+(VB/2)*((1/xq)-(1/x_prime_d)*sin(2*x(1)))];
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id=[(x(3)-VB*cos(x(1)))*(1/(XTD))];

iq=[VB*sin(x(1))*(1/(XTQ))];

%Pe=VB*sin(x(1))*id+VB*cos(x(1))*iq;

Ts=0.0001;

dx1=Ts*(W0*x(2))+x(1);

dx2=Ts*((1/JJ)*(u1-Pe-D*x(2)))+x(2);

dx3=Ts*((1/T_prime_do)*(u2-x(3)-(xd-x_prime_d)*id))+x(3);

dx4=Ts*((1/T_prime_qo)*(-x(4)+(xq-x_prime_q)*iq))+x(4);

xo=[dx1;dx2;dx3;dx4];

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function z = h(x)

z=VB*sin(x(1))*[(x(3)-VB*cos(x(1)))*(1/(XTD))]+...

VB*cos(x(1))*[VB*sin(x(1))*(1/(XTQ))];

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function X = ukf_sigmapoints(xbar,Pi)

n = size(xbar,1);

A = chol(n*Pi)’; % R = chol(A) where R’*R = A

X = [A -A] + repmat(xbar,1,n*2);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [m, P] = ukf_mean_covariance(sigmaX)

n2 = size(sigmaX,2);

m = sum(sigmaX,2)/n2;

P = zeros(size(sigmaX,1)); % size n

for k = 1:n2

P = P + ((sigmaX(:,k)-m)*(sigmaX(:,k)-m)’);

end

P = P/n2;
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function P = ukf_covariance(sigmaX, sigmaY)

n2 = size(sigmaX,2); % 2*n

mx = sum(sigmaX,2)/n2;

my = sum(sigmaY,2)/n2;

P = zeros(size(sigmaX,1),size(sigmaY,1)); % size n

for k = 1:n2

P = P + ((sigmaX(:,k)-mx)*(sigmaY(:,k)-my)’);

end

P = P/n2;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

C.3 EKF-UI algorithm

function [x_est,y_est] =UKF(Pe,Tm,Efd)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Initialization

XADU=2.15;

XAQU=1.365;

W0=2*60*3.14159;

H=4;

%H=4.75;

JJ=2.*H;

XL=0.15;

A=0.031;

B=6.93;

VT1=0.8;

XPD=0.375;

XPQ=0.375;

TPDO=0.131;
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XE=0.193;

KD=0.05;

P=0.8;

QS=0.05;

VB=0.98;

PHI=atan2(QS,P);

IT=sqrt(P^2+QS^2)/VB;

VTT=sqrt((VB+XE*IT*sin(PHI))^2+(XE*IT*cos(PHI))^2);

if (VTT >= VT1),

DV=A*exp(B*(VTT-VT1));

ksd=VTT/(VTT+DV);

else,

ksd=1.0;

end;

ksq=0.78;

XAD=ksd*XADU;

XAQ=ksq*XAQU;

XD=ksd*XADU+XL;

XQ=ksq*XAQU+XL;

XFFD=(XAD^2)/(W0*(XD-XPD));

XTD=XPD+XE;

XTQ=XQ+XE;

PF=cos(PHI);

QF=sin(PHI);

DELTA=atan2((XTQ*PF),((VB/IT)+XTQ*QF));

VBD=VB*sin(DELTA);

VBQ=VB*cos(DELTA);

TETA=DELTA+PHI;

ID=IT*sin(TETA);

IQ=IT*cos(TETA);

VQ=VBQ+XE*ID;

VD=VBD-XE*IQ;

VT=sqrt(VD*VD+VQ*VQ);

U1=XTD*ID+VBQ+(XD-XPD)*ID; % Vf

ME=VD*ID+VQ*IQ;

U2=ME; % Torque

W0=2*60*3.14159;

VB=0.98 ;

x_prime_d=XPD;
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x_prime_q=XPQ;

xe=XE;

xq=XQ;

D=KD;

T_prime_do=TPDO;

xd=XD;

T_prime_qo=0.013;

u1=Tm;

u2=Efd;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [x_est ,y_est ,u_est ] =EKF_UI(Pe,Qe,Tm)

u1=Tm;

n=4;

yk=[Pe;Qe];

persistent Pk_1

persistent Qk_1

persistent Rk

persistent x

persistent u2x

persistent u2x_k_plus_1

persistent S_k

if isempty(Pk_1) Pk_1=([10 0 0 0;0 10 0 0; 0 0 10 0; 0 0 0 10]).^2;end

if isempty(x) x=[0;0;0;0];end

if isempty(Qk_1) Qk_1=0.1^2*eye(4);end

if isempty(Rk) Rk=0.1^2*eye(2);end

if isempty(u2x) u2x=0;end

if isempty(u2x_k_plus_1) u2x_k_plus_1=0;end

if isempty(S_k) S_k=0;end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% Step I : Prediction

[Gk_1,x_k,B_k_1]=sys(x,u1,u2x);
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[h_est_k,H_k]=measurement(x_k);

%%%% Step II : Gain Computaion

P_k=Gk_1*Pk_1*Gk_1’+Qk_1;

K_k=P_k*H_k’*inv(Rk+H_k*P_k*H_k’);

S_k=inv(B_k_1’*H_k’*inv(Rk)*(eye(2)-H_k*K_k)*H_k*B_k_1);

%%%% Step III : Update

u2x_k_plus_1=S_k*B_k_1’*H_k’*inv(Rk)*(eye(2)-H_k*K_k)*...

[yk-h_est_k+H_k*B_k_1*u2x];

x=x_k+K_k*(yk-h_est_k);

Pk_1=(eye(4)-K_k*H_k)*[P_k+B_k_1*S_k*B_k_1’*(eye(4)-K_k*H_k)’];

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

u2x=u2x_k_plus_1;

x_est=x;

u_est=u2x;

y_est=h_est_k;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [Gk_1,x_k,B_k_1]=sys(x,u1,u2x)

Ts=0.001;

Gk_1=[1 (Ts*W0) 0 0;

(-Ts/J)*((VB*x(3)*cos(x(1))/XTD)+VB*VB*((-1/XTD)+(+1/XTQ))*...

(cos(x(1))^2-sin(x(1))^2)) (-(Ts/J)*D+1) (-Ts/J)*(VB*sin(x(1))/XTD) 0;

(Ts/T_prime_do)*(xd-x_prime_d)*VB*-1*sin(x(1))*(1/XTD) 0 ...

(1+(-Ts/T_prime_do)*(1+((xd-x_prime_d)/XTD))) 0;

(Ts/T_prime_qo)*(xq-x_prime_q)*VB*cos(x(1))*(1/XTQ) 0 0 ...

(-(Ts/T_prime_qo)+1)];

Tm=u1;
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Efd=u2x;

id=[(x(3)-VB*cos(x(1)))*(1/(x_prime_d+xe))];

iq=[VB*sin(x(1))*(1/(xq+xe))];

Pe=VB*sin(x(1))*[(x(3)-VB*cos(x(1)))*(1/(x_prime_d+xe))]+...

VB*cos(x(1))*[VB*sin(x(1))*(1/(xq+xe))];

dx1=Ts*(W0*x(2))+x(1);

dx2=Ts*((1/J)*(Tm-Pe-D*x(2)))+x(2);

dx3=Ts*((1/T_prime_do)*(Efd-x(3)-(xd-x_prime_d)*id))+x(3);

dx4=Ts*((1/T_prime_qo)*(-x(4)+(xq-x_prime_q)*iq))+x(4);

x_k=[dx1;dx2;dx3;dx4];

B_k_1=[0;0;(Ts/T_prime_do);0];

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [h_est_k,H_k]=measurement(x)

h_est_k1=VB*sin(x(1))*(x(3)-VB*cos(x(1)))*(1/(XTD))+...

VB*cos(x(1))*VB*sin(x(1))*(1/(XTQ));

h_est_k2=VB*cos(x(1))*((x(3)-VB*cos(x(1))))*(1/(XTD))-...

VB*sin(x(1))*VB*sin(x(1))*(1/(XTQ));

h_est_k=[h_est_k1;h_est_k2];

H_k=[((VB*x(3)*cos(x(1))/XTD)+VB*VB*((-1/XTD)+(1/XTQ))*...

(cos(x(1))^2-sin(x(1))^2)) 0 (VB*sin(x(1))/XTD) 0;

((-VB*x(3)*sin(x(1))/XTD)-2*VB*VB*sin(x(1))*cos(x(1))*...

((-1/XTD)+(1/XTQ))) 0 (VB*cos(x(1))/XTD) 0];
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Running the PSAT Simulink files in
m-file version

In this appendix a short description about the parameter tuning implementation using the
genetic algorithm in PSAT toolbox will be given. As mentioned before, all the simulations
in chapter 5 were done in PSAT [99]. In PSAT, for time-domain analysis the Simulink file
formats must be converted to m-file formats. In the m-file format, each device or model
in the Simulink file has a vector or matrix which represents that component in the m-file
version.

For example the matrix Bus.con represents the buses and includes the bus data. In a
similar way, we would have Line.con for the lines of power system, PV.con for the PV buses,
PQ.con for the load buses (PQ buses), Syn.con for the synchronous machines, Exc.con for
the excitation systems data and if the Simulink file includes FACTS devices we would have
Upfc.con for UPFC, Svc.con for SVC and Statcom.con for STATCOM. For example for
UPFC, PSS and POD we would have the afore-mentioned vector in the following forms:

Upfc.con = [ ...

8 1 100 13.8 60 30 75 0.005 0.1 -0.1 ...

0.1 -0.1 3 -1 0 0 1 1];

Pss.con = [ ...

1 2 1 0.1 -0.1 5 10 0.38 0.02 0.38 0.02 ...

25 0.5 20 5 0.045 0.045 0.045 -0.045 1 0.95 0 ];

Pod.con = [ ...

11 1 4 5 0.12 -0.12 -1.37 3 0.2172 ...

0.2928 0.2172 0.2928 0.001 1 ];

So by using the above vector in the m-file format, if we want to set new values for
the parameters of the PSS or POD, we can easily update Pss.con and Pod.con in the m-
file version (of the Simulink file) and then by running the updated version of m-file, we
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can analyze the influence of those modifications on the network variables such as speed
deviations of generators and voltage magnitudes of buses. Finally, we can calculate the
objective function after each modification.

In summary, when we want to calculate the objective function for an individual of
the genetic algorithm, we should modify the values of the PSS or POD in Pss.con and
Pod.con using that individual as the new parameters. Then, by running the updated m-
file, which now represents the updated network with new values for PSS (or POD), we can
calculate the objective function defined in (3) using the speed deviations of generators. By
calculating the objective function for each individual, we can rank all the individuals of
the current generation to be used for generating the next population.

After installing the PSAT software in MATLAB directory and before running the m-
file version of a Simulink file in PSAT, we must run PSAT to define the variables and
initializations. Then we can easily run the m-file version of implemented Simulink file.
Here, as an example we present the commands for running a Simulink (.mdl file) file in
workspace:

>> psat % running PSAT

>> initpsat % initialize PSAT

>> clpsat.readfile = 0; % do not reload data file

>> runpsat(’d_014_pss_mdl.m’,’data’); % set data file

>> Settings.t0=0; % set starting time for simulation

>> Settings.tf=20; % set ending time for simulation

>> runpsat(’pf’); % running the power flow calculation

>> runpsat(’td’); % running time-domain simulation

>> t=Varout.t; % time vector from output matrix

>> voltages=Varout.vars(:,DAE.n+Bus.n+1: DAE.n+2*Bus.n);

>> Bus_voltage_1=voltages(:,1); % voltage of bus 1

>> Bus_voltage_2=voltages(:,2); % voltage of bus 2

>> Power_1=Varout.vars(:,89); % output power of bus 1

>> Power_2=Varout.vars(:,97); % output power of bus 2

>> Rotor_Speed_1=Varout.vars(:,2); % rotor speed of gen. 1

>> Rotor_Speed_2=Varout.vars(:,13); % rotor speed of gen. 2

>> figure; % plotting the rotor speeds of gen. 1 and gen. 2

>> plot(t,Rotor_Speed_1,t,Rotor_Speed_2);

>> figure; % plotting the output power of gen. 1 and gen. 2

>> plot(t,Power_1,t,Power_2);

>> figure; % plotting the bus voltages of gen. 1 and gen. 2

>> plot(t,Bus_voltage_1,t,Bus_voltage_2);
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Test System Networks

E.1 9-Bus Test System

Figure E.1 depicts the 9-bus test system which represents three generators.

Figure E.1: The 9-bus test system.

The complete data of this network in Matpower format are as follows:

%% case stduy: case9

%%----- Power Flow Data -----%%

%% system MVA base

mpc.baseMVA = 100;

%% bus data
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% bus_i type Pd Qd Gs Bs area Vm Va baseKV zone Vmax Vmin

mpc.bus = [

1 3 0 0 0 0 1 1 0 345 1 1.1 0.9;

2 2 0 0 0 0 1 1 0 345 1 1.1 0.9;

3 2 0 0 0 0 1 1 0 345 1 1.1 0.9;

4 1 0 0 0 0 1 1 0 345 1 1.1 0.9;

5 1 90 30 0 0 1 1 0 345 1 1.1 0.9;

6 1 0 0 0 0 1 1 0 345 1 1.1 0.9;

7 1 100 35 0 0 1 1 0 345 1 1.1 0.9;

8 1 0 0 0 0 1 1 0 345 1 1.1 0.9;

9 1 125 50 0 0 1 1 0 345 1 1.1 0.9;

];

%% generator data

% bus Pg Qg Qmax Qmin Vg mBase status Pmax Pmin Pc1 Pc2 Qc1min Qc1max Qc2min

Qc2max ramp_agc ramp_10 ramp_30 ramp_q apf

mpc.gen = [

1 0 0 300 -300 1 100 1 250 10 0 0 0 0 0 0 0 0 0 0 0;

2 163 0 300 -300 1 100 1 300 10 0 0 0 0 0 0 0 0 0 0 0;

3 85 0 300 -300 1 100 1 270 10 0 0 0 0 0 0 0 0 0 0 0;

];

%% branch data

% fbus tbus r x b rateA rateB rateC ratio angle status angmin angmax

mpc.branch = [

1 4 0 0.0576 0 250 250 250 0 0 1 -360 360;

4 5 0.017 0.092 0.158 250 250 250 0 0 1 -360 360;

5 6 0.039 0.17 0.358 150 150 150 0 0 1 -360 360;

3 6 0 0.0586 0 300 300 300 0 0 1 -360 360;

6 7 0.0119 0.1008 0.209 150 150 150 0 0 1 -360 360;

7 8 0.0085 0.072 0.149 250 250 250 0 0 1 -360 360;

8 2 0 0.0625 0 250 250 250 0 0 1 -360 360;

8 9 0.032 0.161 0.306 250 250 250 0 0 1 -360 360;

9 4 0.01 0.085 0.176 250 250 250 0 0 1 -360 360;

];

E.2 14-Bus Test System

The 14-bus test system is shown in Figure E.2.

The complete data of this network in Matpower format are as follows:
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Figure E.2: The 14-bus test system.

%% case study: case14

%%----- Power Flow Data -----%%

%% system MVA base

mpc.baseMVA = 100;

%% bus data

% bus_i type Pd Qd Gs Bs area Vm Va baseKV zone Vmax Vmin

mpc.bus = [

1 3 0 0 0 0 1 1.06 0 69 1 1.06 0.94;

2 2 21.7 12.7 0 0 1 1.045 -4.98 69 1 1.06 0.94;

3 2 94.2 19 0 0 1 1.01 -12.72 69 1 1.06 0.94;

4 1 47.8 -3.9 0 0 1 1.019 -10.33 69 1 1.06 0.94;

5 1 7.6 1.6 0 0 1 1.02 -8.78 69 1 1.06 0.94;

6 2 11.2 7.5 0 0 1 1.07 -14.22 13.8 1 1.06 0.94;

7 1 0 0 0 0 1 1.062 -13.37 13.8 1 1.06 0.94;

8 2 0 0 0 0 1 1.09 -13.36 18 1 1.06 0.94;



Appendix E. Test System Networks 158

9 1 29.5 16.6 0 19 1 1.056 -14.94 13.8 1 1.06 0.94;

10 1 9 5.8 0 0 1 1.051 -15.1 13.8 1 1.06 0.94;

11 1 3.5 1.8 0 0 1 1.057 -14.79 13.8 1 1.06 0.94;

12 1 6.1 1.6 0 0 1 1.055 -15.07 13.8 1 1.06 0.94;

13 1 13.5 5.8 0 0 1 1.05 -15.16 13.8 1 1.06 0.94;

14 1 14.9 5 0 0 1 1.036 -16.04 13.8 1 1.06 0.94;

];

%% generator data

% bus Pg Qg Qmax Qmin Vg mBase status Pmax Pmin Pc1 Pc2 Qc1min Qc1max Qc2min

Qc2max ramp_agc ramp_10 ramp_30 ramp_q apf

mpc.gen = [

1 232.4 -16.9 10 0 1.06 100 1 332.4 0 0 0 0 0 0 0 0 0 0 0 0;

2 40 42.4 50 -40 1.045 100 1 140 0 0 0 0 0 0 0 0 0 0 0 0;

3 0 23.4 40 0 1.01 100 1 100 0 0 0 0 0 0 0 0 0 0 0 0;

6 0 12.2 24 -6 1.07 100 1 100 0 0 0 0 0 0 0 0 0 0 0 0;

8 0 17.4 24 -6 1.09 100 1 100 0 0 0 0 0 0 0 0 0 0 0 0;

];

%% branch data

% fbus tbus r x b rateA rateB rateC ratio angle status angmin angmax

mpc.branch = [

1 2 0.01938 0.05917 0.0528 220 0 0 0 0 1 -360 360;

1 5 0.05403 0.22304 0.0492 220 0 0 0 0 1 -360 360;

2 3 0.04699 0.19797 0.0438 220 0 0 0 0 1 -360 360;

2 4 0.05811 0.17632 0.034 220 0 0 0 0 1 -360 360;

2 5 0.05695 0.17388 0.0346 220 0 0 0 0 1 -360 360;

3 4 0.06701 0.17103 0.0128 220 0 0 0 0 1 -360 360;

4 5 0.01335 0.04211 0 220 0 0 0 0 1 -360 360;

4 7 0 0.20912 0 220 0 0 0.978 0 1 -360 360;

4 9 0 0.55618 0 220 0 0 0.969 0 1 -360 360;

5 6 0 0.25202 0 220 0 0 0.932 0 1 -360 360;

6 11 0.09498 0.1989 0 220 0 0 0 0 1 -360 360;

6 12 0.12291 0.25581 0 220 0 0 0 0 1 -360 360;

6 13 0.06615 0.13027 0 220 0 0 0 0 1 -360 360;

7 8 0 0.17615 0 220 0 0 0 0 1 -360 360;

7 9 0 0.11001 0 220 0 0 0 0 1 -360 360;

9 10 0.03181 0.0845 0 220 0 0 0 0 1 -360 360;

9 14 0.12711 0.27038 0 220 0 0 0 0 1 -360 360;

10 11 0.08205 0.19207 0 220 0 0 0 0 1 -360 360;

12 13 0.22092 0.19988 0 220 0 0 0 0 1 -360 360;

13 14 0.17093 0.34802 0 220 0 0 0 0 1 -360 360;
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];

E.3 30-Bus Test System

The 30-bus test system is shown in Figure E.3.

Figure E.3: The 30-bus test system.

The complete data of this network in Matpower format are as follows:

%% case study: case14

%%----- Power Flow Data -----%%

%% system MVA base

mpc.baseMVA = 100;

%% bus data

% bus_i type Pd Qd Gs Bs area Vm Va baseKV zone Vmax Vmin

mpc.bus = [
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1 3 0 0 0 0 1 1 0 135 1 1.05 0.95;

2 2 21.7 12.7 0 0 1 1 0 135 1 1.1 0.95;

3 1 2.4 1.2 0 0 1 1 0 135 1 1.05 0.95;

4 1 7.6 1.6 0 0 1 1 0 135 1 1.05 0.95;

5 1 0 0 0 0.19 1 1 0 135 1 1.05 0.95;

6 1 0 0 0 0 1 1 0 135 1 1.05 0.95;

7 1 22.8 10.9 0 0 1 1 0 135 1 1.05 0.95;

8 1 30 30 0 0 1 1 0 135 1 1.05 0.95;

9 1 0 0 0 0 1 1 0 135 1 1.05 0.95;

10 1 5.8 2 0 0 3 1 0 135 1 1.05 0.95;

11 1 0 0 0 0 1 1 0 135 1 1.05 0.95;

12 1 11.2 7.5 0 0 2 1 0 135 1 1.05 0.95;

13 2 0 0 0 0 2 1 0 135 1 1.1 0.95;

14 1 6.2 1.6 0 0 2 1 0 135 1 1.05 0.95;

15 1 8.2 2.5 0 0 2 1 0 135 1 1.05 0.95;

16 1 3.5 1.8 0 0 2 1 0 135 1 1.05 0.95;

17 1 9 5.8 0 0 2 1 0 135 1 1.05 0.95;

18 1 3.2 0.9 0 0 2 1 0 135 1 1.05 0.95;

19 1 9.5 3.4 0 0 2 1 0 135 1 1.05 0.95;

20 1 2.2 0.7 0 0 2 1 0 135 1 1.05 0.95;

21 1 17.5 11.2 0 0 3 1 0 135 1 1.05 0.95;

22 2 0 0 0 0 3 1 0 135 1 1.1 0.95;

23 2 3.2 1.6 0 0 2 1 0 135 1 1.1 0.95;

24 1 8.7 6.7 0 0.04 3 1 0 135 1 1.05 0.95;

25 1 0 0 0 0 3 1 0 135 1 1.05 0.95;

26 1 3.5 2.3 0 0 3 1 0 135 1 1.05 0.95;

27 2 0 0 0 0 3 1 0 135 1 1.1 0.95;

28 1 0 0 0 0 1 1 0 135 1 1.05 0.95;

29 1 2.4 0.9 0 0 3 1 0 135 1 1.05 0.95;

30 1 10.6 1.9 0 0 3 1 0 135 1 1.05 0.95;

];

%% generator data

% bus Pg Qg Qmax Qmin Vg mBase status Pmax Pmin Pc1 Pc2 Qc1min Qc1max Qc2min

Qc2max ramp_agc ramp_10 ramp_30 ramp_q apf

mpc.gen = [

1 23.54 0 150 -20 1 100 1 80 0 0 0 0 0 0 0 0 0 0 0 0;

2 60.97 0 60 -20 1 100 1 80 0 0 0 0 0 0 0 0 0 0 0 0;

22 21.59 0 62.5 -15 1 100 1 50 0 0 0 0 0 0 0 0 0 0 0 0;

27 26.91 0 48.7 -15 1 100 1 55 0 0 0 0 0 0 0 0 0 0 0 0;

23 19.2 0 40 -10 1 100 1 30 0 0 0 0 0 0 0 0 0 0 0 0;

13 37 0 44.7 -15 1 100 1 40 0 0 0 0 0 0 0 0 0 0 0 0;
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];

%% branch data

% fbus tbus r x b rateA rateB rateC ratio angle status angmin angmax

mpc.branch = [

1 2 0.02 0.06 0.03 130 130 130 0 0 1 -360 360;

1 3 0.05 0.19 0.02 130 130 130 0 0 1 -360 360;

2 4 0.06 0.17 0.02 65 65 65 0 0 1 -360 360;

3 4 0.01 0.04 0 130 130 130 0 0 1 -360 360;

2 5 0.05 0.2 0.02 130 130 130 0 0 1 -360 360;

2 6 0.06 0.18 0.02 65 65 65 0 0 1 -360 360;

4 6 0.01 0.04 0 90 90 90 0 0 1 -360 360;

5 7 0.05 0.12 0.01 70 70 70 0 0 1 -360 360;

6 7 0.03 0.08 0.01 130 130 130 0 0 1 -360 360;

6 8 0.01 0.04 0 65 65 65 0 0 1 -360 360;

6 9 0 0.21 0 65 65 65 0 0 1 -360 360;

6 10 0 0.56 0 32 32 32 0 0 1 -360 360;

9 11 0 0.21 0 65 65 65 0 0 1 -360 360;

9 10 0 0.11 0 65 65 65 0 0 1 -360 360;

4 12 0 0.26 0 65 65 65 0 0 1 -360 360;

12 13 0 0.14 0 65 65 65 0 0 1 -360 360;

12 14 0.12 0.26 0 32 32 32 0 0 1 -360 360;

12 15 0.07 0.13 0 32 32 32 0 0 1 -360 360;

12 16 0.09 0.2 0 32 32 32 0 0 1 -360 360;

14 15 0.22 0.2 0 16 16 16 0 0 1 -360 360;

16 17 0.08 0.19 0 16 16 16 0 0 1 -360 360;

15 18 0.11 0.22 0 16 16 16 0 0 1 -360 360;

18 19 0.06 0.13 0 16 16 16 0 0 1 -360 360;

19 20 0.03 0.07 0 32 32 32 0 0 1 -360 360;

10 20 0.09 0.21 0 32 32 32 0 0 1 -360 360;

10 17 0.03 0.08 0 32 32 32 0 0 1 -360 360;

10 21 0.03 0.07 0 32 32 32 0 0 1 -360 360;

10 22 0.07 0.15 0 32 32 32 0 0 1 -360 360;

21 22 0.01 0.02 0 65 65 65 0 0 1 -360 360;

15 23 0.1 0.2 0 16 16 16 0 0 1 -360 360;

22 24 0.12 0.18 0 16 16 16 0 0 1 -360 360;

23 24 0.13 0.27 0 16 16 16 0 0 1 -360 360;

24 25 0.19 0.33 0 16 16 16 0 0 1 -360 360;

25 26 0.25 0.38 0 16 16 16 0 0 1 -360 360;

25 27 0.11 0.21 0 16 16 16 0 0 1 -360 360;

28 27 0 0.4 0 65 65 65 0 0 1 -360 360;
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27 29 0.22 0.42 0 16 16 16 0 0 1 -360 360;

27 30 0.32 0.6 0 16 16 16 0 0 1 -360 360;

29 30 0.24 0.45 0 16 16 16 0 0 1 -360 360;

8 28 0.06 0.2 0.02 32 32 32 0 0 1 -360 360;

6 28 0.02 0.06 0.01 32 32 32 0 0 1 -360 360;

];

E.4 39-Bus Test System

The 39-bus test system is presented in Figure E.4.

Figure E.4: The 39-bus test system.

The complete data of this network in Matpower format are as follows:

%% case study: case39

%% MATPOWER Case Format : Version 2

mpc.version = ’2’;



Appendix E. Test System Networks 163

%%----- Power Flow Data -----%%

%% system MVA base

mpc.baseMVA = 100;

%% bus data

% bus_i type Pd Qd Gs Bs area Vm Va baseKV zone Vmax Vmin

mpc.bus = [

1 1 97.6 44.2 0 0 2 1.0393836 -13.536602 345 1 1.06 0.94;

2 1 0 0 0 0 2 1.0484941 -9.7852666 345 1 1.06 0.94;

3 1 322 2.4 0 0 2 1.0307077 -12.276384 345 1 1.06 0.94;

4 1 500 184 0 0 1 1.00446 -12.626734 345 1 1.06 0.94;

5 1 0 0 0 0 1 1.0060063 -11.192339 345 1 1.06 0.94;

6 1 0 0 0 0 1 1.0082256 -10.40833 345 1 1.06 0.94;

7 1 233.8 84 0 0 1 0.99839728 -12.755626 345 1 1.06 0.94;

8 1 522 176.6 0 0 1 0.99787232 -13.335844 345 1 1.06 0.94;

9 1 6.5 -66.6 0 0 1 1.038332 -14.178442 345 1 1.06 0.94;

10 1 0 0 0 0 1 1.0178431 -8.170875 345 1 1.06 0.94;

11 1 0 0 0 0 1 1.0133858 -8.9369663 345 1 1.06 0.94;

12 1 8.53 88 0 0 1 1.000815 -8.9988236 345 1 1.06 0.94;

13 1 0 0 0 0 1 1.014923 -8.9299272 345 1 1.06 0.94;

14 1 0 0 0 0 1 1.012319 -10.715295 345 1 1.06 0.94;

15 1 320 153 0 0 3 1.0161854 -11.345399 345 1 1.06 0.94;

16 1 329 32.3 0 0 3 1.0325203 -10.033348 345 1 1.06 0.94;

17 1 0 0 0 0 2 1.0342365 -11.116436 345 1 1.06 0.94;

18 1 158 30 0 0 2 1.0315726 -11.986168 345 1 1.06 0.94;

19 1 0 0 0 0 3 1.0501068 -5.4100729 345 1 1.06 0.94;

20 1 680 103 0 0 3 0.99101054 -6.8211783 345 1 1.06 0.94;

21 1 274 115 0 0 3 1.0323192 -7.6287461 345 1 1.06 0.94;

22 1 0 0 0 0 3 1.0501427 -3.1831199 345 1 1.06 0.94;

23 1 247.5 84.6 0 0 3 1.0451451 -3.3812763 345 1 1.06 0.94;

24 1 308.6 -92.2 0 0 3 1.038001 -9.9137585 345 1 1.06 0.94;

25 1 224 47.2 0 0 2 1.0576827 -8.3692354 345 1 1.06 0.94;

26 1 139 17 0 0 2 1.0525613 -9.4387696 345 1 1.06 0.94;

27 1 281 75.5 0 0 2 1.0383449 -11.362152 345 1 1.06 0.94;

28 1 206 27.6 0 0 3 1.0503737 -5.9283592 345 1 1.06 0.94;

29 1 283.5 26.9 0 0 3 1.0501149 -3.1698741 345 1 1.06 0.94;

30 2 0 0 0 0 2 1.0499 -7.3704746 345 1 1.06 0.94;

31 3 9.2 4.6 0 0 1 0.982 0 345 1 1.06 0.94;

32 2 0 0 0 0 1 0.9841 -0.1884374 345 1 1.06 0.94;

33 2 0 0 0 0 3 0.9972 -0.19317445 345 1 1.06 0.94;

34 2 0 0 0 0 3 1.0123 -1.631119 345 1 1.06 0.94;

35 2 0 0 0 0 3 1.0494 1.7765069 345 1 1.06 0.94;
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36 2 0 0 0 0 3 1.0636 4.4684374 345 1 1.06 0.94;

37 2 0 0 0 0 2 1.0275 -1.5828988 345 1 1.06 0.94;

38 2 0 0 0 0 3 1.0265 3.8928177 345 1 1.06 0.94;

39 2 1104 250 0 0 1 1.03 -14.535256 345 1 1.06 0.94;

];

%% generator data

% bus Pg Qg Qmax Qmin Vg mBase status Pmax Pmin Pc1 Pc2 Qc1min Qc1max Qc2min

Qc2max ramp_agc ramp_10 ramp_30 ramp_q apf

mpc.gen = [

30 250 161.762 400 140 1.0499 100 1 1040 0 0 0 0 0 0 0 0 0 0 0 0;

31 677.871 221.574 300 -100 0.982 100 1 646 0 0 0 0 0 0 0 0 0 0 0 0;

32 650 206.965 300 150 0.9841 100 1 725 0 0 0 0 0 0 0 0 0 0 0 0;

33 632 108.293 250 0 0.9972 100 1 652 0 0 0 0 0 0 0 0 0 0 0 0;

34 508 166.688 167 0 1.0123 100 1 508 0 0 0 0 0 0 0 0 0 0 0 0;

35 650 210.661 300 -100 1.0494 100 1 687 0 0 0 0 0 0 0 0 0 0 0 0;

36 560 100.165 240 0 1.0636 100 1 580 0 0 0 0 0 0 0 0 0 0 0 0;

37 540 -1.36945 250 0 1.0275 100 1 564 0 0 0 0 0 0 0 0 0 0 0 0;

38 830 21.7327 300 -150 1.0265 100 1 865 0 0 0 0 0 0 0 0 0 0 0 0;

39 1000 78.4674 300 -100 1.03 100 1 1100 0 0 0 0 0 0 0 0 0 0 0 0;

];

%% branch data

% fbus tbus r x b rateA rateB rateC ratio angle status angmin angmax

mpc.branch = [

1 2 0.0035 0.0411 0.6987 600 600 600 0 0 1 -360 360;

1 39 0.001 0.025 0.75 1000 1000 1000 0 0 1 -360 360;

2 3 0.0013 0.0151 0.2572 500 500 500 0 0 1 -360 360;

2 25 0.007 0.0086 0.146 500 500 500 0 0 1 -360 360;

2 30 0 0.0181 0 900 900 2500 1.025 0 1 -360 360;

3 4 0.0013 0.0213 0.2214 500 500 500 0 0 1 -360 360;

3 18 0.0011 0.0133 0.2138 500 500 500 0 0 1 -360 360;

4 5 0.0008 0.0128 0.1342 600 600 600 0 0 1 -360 360;

4 14 0.0008 0.0129 0.1382 500 500 500 0 0 1 -360 360;

5 6 0.0002 0.0026 0.0434 1200 1200 1200 0 0 1 -360 360;

5 8 0.0008 0.0112 0.1476 900 900 900 0 0 1 -360 360;

6 7 0.0006 0.0092 0.113 900 900 900 0 0 1 -360 360;

6 11 0.0007 0.0082 0.1389 480 480 480 0 0 1 -360 360;

6 31 0 0.025 0 1800 1800 1800 1.07 0 1 -360 360;

7 8 0.0004 0.0046 0.078 900 900 900 0 0 1 -360 360;

8 9 0.0023 0.0363 0.3804 900 900 900 0 0 1 -360 360;

9 39 0.001 0.025 1.2 900 900 900 0 0 1 -360 360;
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10 11 0.0004 0.0043 0.0729 600 600 600 0 0 1 -360 360;

10 13 0.0004 0.0043 0.0729 600 600 600 0 0 1 -360 360;

10 32 0 0.02 0 900 900 2500 1.07 0 1 -360 360;

12 11 0.0016 0.0435 0 500 500 500 1.006 0 1 -360 360;

12 13 0.0016 0.0435 0 500 500 500 1.006 0 1 -360 360;

13 14 0.0009 0.0101 0.1723 600 600 600 0 0 1 -360 360;

14 15 0.0018 0.0217 0.366 600 600 600 0 0 1 -360 360;

15 16 0.0009 0.0094 0.171 600 600 600 0 0 1 -360 360;

16 17 0.0007 0.0089 0.1342 600 600 600 0 0 1 -360 360;

16 19 0.0016 0.0195 0.304 600 600 2500 0 0 1 -360 360;

16 21 0.0008 0.0135 0.2548 600 600 600 0 0 1 -360 360;

16 24 0.0003 0.0059 0.068 600 600 600 0 0 1 -360 360;

17 18 0.0007 0.0082 0.1319 600 600 600 0 0 1 -360 360;

17 27 0.0013 0.0173 0.3216 600 600 600 0 0 1 -360 360;

19 20 0.0007 0.0138 0 900 900 2500 1.06 0 1 -360 360;

19 33 0.0007 0.0142 0 900 900 2500 1.07 0 1 -360 360;

20 34 0.0009 0.018 0 900 900 2500 1.009 0 1 -360 360;

21 22 0.0008 0.014 0.2565 900 900 900 0 0 1 -360 360;

22 23 0.0006 0.0096 0.1846 600 600 600 0 0 1 -360 360;

22 35 0 0.0143 0 900 900 2500 1.025 0 1 -360 360;

23 24 0.0022 0.035 0.361 600 600 600 0 0 1 -360 360;

23 36 0.0005 0.0272 0 900 900 2500 1 0 1 -360 360;

25 26 0.0032 0.0323 0.531 600 600 600 0 0 1 -360 360;

25 37 0.0006 0.0232 0 900 900 2500 1.025 0 1 -360 360;

26 27 0.0014 0.0147 0.2396 600 600 600 0 0 1 -360 360;

26 28 0.0043 0.0474 0.7802 600 600 600 0 0 1 -360 360;

26 29 0.0057 0.0625 1.029 600 600 600 0 0 1 -360 360;

28 29 0.0014 0.0151 0.249 600 600 600 0 0 1 -360 360;

29 38 0.0008 0.0156 0 1200 1200 2500 1.025 0 1 -360 360;

];

E.5 57-Bus Test System

Figure E.5 illustrates the 59-bus test system.

The complete data of this network in Matpower format are as follows:

%% case study: case57

%% MATPOWER Case Format : Version 2

mpc.version = ’2’;
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Figure E.5: The 59-bus test system.

%%----- Power Flow Data -----%%

%% system MVA base

mpc.baseMVA = 100;

%% bus data

% bus_i type Pd Qd Gs Bs area Vm Va baseKV zone Vmax Vmin

mpc.bus = [

1 3 55 17 0 0 1 1.04 0 345 1 1.06 0.94;

2 2 3 88 0 0 1 1.01 -1.18 345 1 1.06 0.94;

3 2 41 21 0 0 1 0.985 -5.97 345 1 1.06 0.94;

4 1 0 0 0 0 1 0.981 -7.32 345 1 1.06 0.94;

5 1 13 4 0 0 1 0.976 -8.52 345 1 1.06 0.94;

6 2 75 2 0 0 1 0.98 -8.65 345 1 1.06 0.94;

7 1 0 0 0 0 1 0.984 -7.58 345 1 1.06 0.94;
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8 2 150 22 0 0 1 1.005 -4.45 345 1 1.06 0.94;

9 2 121 26 0 0 1 0.98 -9.56 345 1 1.06 0.94;

10 1 5 2 0 0 1 0.986 -11.43 345 1 1.06 0.94;

11 1 0 0 0 0 1 0.974 -10.17 345 1 1.06 0.94;

12 2 377 24 0 0 1 1.015 -10.46 345 1 1.06 0.94;

13 1 18 2.3 0 0 1 0.979 -9.79 345 1 1.06 0.94;

14 1 10.5 5.3 0 0 1 0.97 -9.33 345 1 1.06 0.94;

15 1 22 5 0 0 1 0.988 -7.18 345 1 1.06 0.94;

16 1 43 3 0 0 1 1.013 -8.85 345 1 1.06 0.94;

17 1 42 8 0 0 1 1.017 -5.39 345 1 1.06 0.94;

18 1 27.2 9.8 0 10 1 1.001 -11.71 345 1 1.06 0.94;

19 1 3.3 0.6 0 0 1 0.97 -13.2 345 1 1.06 0.94;

20 1 2.3 1 0 0 1 0.964 -13.41 345 1 1.06 0.94;

21 1 0 0 0 0 1 1.008 -12.89 345 1 1.06 0.94;

22 1 0 0 0 0 1 1.01 -12.84 345 1 1.06 0.94;

23 1 6.3 2.1 0 0 1 1.008 -12.91 345 1 1.06 0.94;

24 1 0 0 0 0 1 0.999 -13.25 345 1 1.06 0.94;

25 1 6.3 3.2 0 5.9 1 0.982 -18.13 345 1 1.06 0.94;

26 1 0 0 0 0 1 0.959 -12.95 345 1 1.06 0.94;

27 1 9.3 0.5 0 0 1 0.982 -11.48 345 1 1.06 0.94;

28 1 4.6 2.3 0 0 1 0.997 -10.45 345 1 1.06 0.94;

29 1 17 2.6 0 0 1 1.01 -9.75 345 1 1.06 0.94;

30 1 3.6 1.8 0 0 1 0.962 -18.68 345 1 1.06 0.94;

31 1 5.8 2.9 0 0 1 0.936 -19.34 345 1 1.06 0.94;

32 1 1.6 0.8 0 0 1 0.949 -18.46 345 1 1.06 0.94;

33 1 3.8 1.9 0 0 1 0.947 -18.5 345 1 1.06 0.94;

34 1 0 0 0 0 1 0.959 -14.1 345 1 1.06 0.94;

35 1 6 3 0 0 1 0.966 -13.86 345 1 1.06 0.94;

36 1 0 0 0 0 1 0.976 -13.59 345 1 1.06 0.94;

37 1 0 0 0 0 1 0.985 -13.41 345 1 1.06 0.94;

38 1 14 7 0 0 1 1.013 -12.71 345 1 1.06 0.94;

39 1 0 0 0 0 1 0.983 -13.46 345 1 1.06 0.94;

40 1 0 0 0 0 1 0.973 -13.62 345 1 1.06 0.94;

41 1 6.3 3 0 0 1 0.996 -14.05 345 1 1.06 0.94;

42 1 7.1 4.4 0 0 1 0.966 -15.5 345 1 1.06 0.94;

43 1 2 1 0 0 1 1.01 -11.33 345 1 1.06 0.94;

44 1 12 1.8 0 0 1 1.017 -11.86 345 1 1.06 0.94;

45 1 0 0 0 0 1 1.036 -9.25 345 1 1.06 0.94;

46 1 0 0 0 0 1 1.05 -11.89 345 1 1.06 0.94;

47 1 29.7 11.6 0 0 1 1.033 -12.49 345 1 1.06 0.94;

48 1 0 0 0 0 1 1.027 -12.59 345 1 1.06 0.94;

49 1 18 8.5 0 0 1 1.036 -12.92 345 1 1.06 0.94;
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50 1 21 10.5 0 0 1 1.023 -13.39 345 1 1.06 0.94;

51 1 18 5.3 0 0 1 1.052 -12.52 345 1 1.06 0.94;

52 1 4.9 2.2 0 0 1 0.98 -11.47 345 1 1.06 0.94;

53 1 20 10 0 6.3 1 0.971 -12.23 345 1 1.06 0.94;

54 1 4.1 1.4 0 0 1 0.996 -11.69 345 1 1.06 0.94;

55 1 6.8 3.4 0 0 1 1.031 -10.78 345 1 1.06 0.94;

56 1 7.6 2.2 0 0 1 0.968 -16.04 345 1 1.06 0.94;

57 1 6.7 2 0 0 1 0.965 -16.56 345 1 1.06 0.94;

];

%% generator data

% bus Pg Qg Qmax Qmin Vg mBase status Pmax Pmin Pc1 Pc2 Qc1min Qc1max Qc2min

Qc2max ramp_agc ramp_10 ramp_30 ramp_q apf

mpc.gen = [

1 128.9 -16.1 200 -140 1.04 100 1 575.88 0 0 0 0 0 0 0 0 0 0 0 0;

2 0 -0.8 50 -17 1.01 100 1 100 0 0 0 0 0 0 0 0 0 0 0 0;

3 40 -1 60 -10 0.985 100 1 140 0 0 0 0 0 0 0 0 0 0 0 0;

6 0 0.8 25 -8 0.98 100 1 100 0 0 0 0 0 0 0 0 0 0 0 0;

8 450 62.1 200 -140 1.005 100 1 550 0 0 0 0 0 0 0 0 0 0 0 0;

9 0 2.2 9 -3 0.98 100 1 100 0 0 0 0 0 0 0 0 0 0 0 0;

12 310 128.5 155 -150 1.015 100 1 410 0 0 0 0 0 0 0 0 0 0 0 0;

];

%% branch data

% fbus tbus r x b rateA rateB rateC ratio angle status angmin angmax

mpc.branch = [

1 2 0.0083 0.028 0.129 440 0 0 0 0 1 -360 360;

2 3 0.0298 0.085 0.0818 440 0 0 0 0 1 -360 360;

3 4 0.0112 0.0366 0.038 220 0 0 0 0 1 -360 360;

4 5 0.0625 0.132 0.0258 220 0 0 0 0 1 -360 360;

4 6 0.043 0.148 0.0348 220 0 0 0 0 1 -360 360;

6 7 0.02 0.102 0.0276 220 0 0 0 0 1 -360 360;

6 8 0.0339 0.173 0.047 220 0 0 0 0 1 -360 360;

8 9 0.0099 0.0505 0.0548 440 0 0 0 0 1 -360 360;

9 10 0.0369 0.1679 0.044 220 0 0 0 0 1 -360 360;

9 11 0.0258 0.0848 0.0218 220 0 0 0 0 1 -360 360;

9 12 0.0648 0.295 0.0772 220 0 0 0 0 1 -360 360;

9 13 0.0481 0.158 0.0406 220 0 0 0 0 1 -360 360;

13 14 0.0132 0.0434 0.011 220 0 0 0 0 1 -360 360;

13 15 0.0269 0.0869 0.023 220 0 0 0 0 1 -360 360;

1 15 0.0178 0.091 0.0988 440 0 0 0 0 1 -360 360;

1 16 0.0454 0.206 0.0546 220 0 0 0 0 1 -360 360;
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1 17 0.0238 0.108 0.0286 220 0 0 0 0 1 -360 360;

3 15 0.0162 0.053 0.0544 220 0 0 0 0 1 -360 360;

4 18 0 0.555 0 220 0 0 0.97 0 1 -360 360;

4 18 0 0.43 0 220 0 0 0.978 0 1 -360 360;

5 6 0.0302 0.0641 0.0124 220 0 0 0 0 1 -360 360;

7 8 0.0139 0.0712 0.0194 220 0 0 0 0 1 -360 360;

10 12 0.0277 0.1262 0.0328 220 0 0 0 0 1 -360 360;

11 13 0.0223 0.0732 0.0188 220 0 0 0 0 1 -360 360;

12 13 0.0178 0.058 0.0604 220 0 0 0 0 1 -360 360;

12 16 0.018 0.0813 0.0216 220 0 0 0 0 1 -360 360;

12 17 0.0397 0.179 0.0476 220 0 0 0 0 1 -360 360;

14 15 0.0171 0.0547 0.0148 220 0 0 0 0 1 -360 360;

18 19 0.461 0.685 0 220 0 0 0 0 1 -360 360;

19 20 0.283 0.434 0 220 0 0 0 0 1 -360 360;

21 20 0 0.7767 0 220 0 0 1.043 0 1 -360 360;

21 22 0.0736 0.117 0 220 0 0 0 0 1 -360 360;

22 23 0.0099 0.0152 0 220 0 0 0 0 1 -360 360;

23 24 0.166 0.256 0.0084 220 0 0 0 0 1 -360 360;

24 25 0 1.182 0 220 0 0 1 0 1 -360 360;

24 25 0 1.23 0 220 0 0 1 0 1 -360 360;

24 26 0 0.0473 0 220 0 0 1.043 0 1 -360 360;

26 27 0.165 0.254 0 220 0 0 0 0 1 -360 360;

27 28 0.0618 0.0954 0 220 0 0 0 0 1 -360 360;

28 29 0.0418 0.0587 0 220 0 0 0 0 1 -360 360;

7 29 0 0.0648 0 220 0 0 0.967 0 1 -360 360;

25 30 0.135 0.202 0 220 0 0 0 0 1 -360 360;

30 31 0.326 0.497 0 220 0 0 0 0 1 -360 360;

31 32 0.507 0.755 0 220 0 0 0 0 1 -360 360;

32 33 0.0392 0.036 0 220 0 0 0 0 1 -360 360;

34 32 0 0.953 0 220 0 0 0.975 0 1 -360 360;

34 35 0.052 0.078 0.0032 220 0 0 0 0 1 -360 360;

35 36 0.043 0.0537 0.0016 220 0 0 0 0 1 -360 360;

36 37 0.029 0.0366 0 220 0 0 0 0 1 -360 360;

37 38 0.0651 0.1009 0.002 220 0 0 0 0 1 -360 360;

37 39 0.0239 0.0379 0 220 0 0 0 0 1 -360 360;

36 40 0.03 0.0466 0 220 0 0 0 0 1 -360 360;

22 38 0.0192 0.0295 0 220 0 0 0 0 1 -360 360;

11 41 0 0.749 0 220 0 0 0.955 0 1 -360 360;

41 42 0.207 0.352 0 220 0 0 0 0 1 -360 360;

41 43 0 0.412 0 220 0 0 0 0 1 -360 360;

38 44 0.0289 0.0585 0.002 220 0 0 0 0 1 -360 360;

15 45 0 0.1042 0 220 0 0 0.955 0 1 -360 360;
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14 46 0 0.0735 0 220 0 0 0.9 0 1 -360 360;

46 47 0.023 0.068 0.0032 220 0 0 0 0 1 -360 360;

47 48 0.0182 0.0233 0 220 0 0 0 0 1 -360 360;

48 49 0.0834 0.129 0.0048 220 0 0 0 0 1 -360 360;

49 50 0.0801 0.128 0 220 0 0 0 0 1 -360 360;

50 51 0.1386 0.22 0 220 0 0 0 0 1 -360 360;

10 51 0 0.0712 0 220 0 0 0.93 0 1 -360 360;

13 49 0 0.191 0 220 0 0 0.895 0 1 -360 360;

29 52 0.1442 0.187 0 220 0 0 0 0 1 -360 360;

52 53 0.0762 0.0984 0 220 0 0 0 0 1 -360 360;

53 54 0.1878 0.232 0 220 0 0 0 0 1 -360 360;

54 55 0.1732 0.2265 0 220 0 0 0 0 1 -360 360;

11 43 0 0.153 0 220 0 0 0.958 0 1 -360 360;

44 45 0.0624 0.1242 0.004 220 0 0 0 0 1 -360 360;

40 56 0 1.195 0 220 0 0 0.958 0 1 -360 360;

56 41 0.553 0.549 0 220 0 0 0 0 1 -360 360;

56 42 0.2125 0.354 0 220 0 0 0 0 1 -360 360;

39 57 0 1.355 0 220 0 0 0.98 0 1 -360 360;

57 56 0.174 0.26 0 220 0 0 0 0 1 -360 360;

38 49 0.115 0.177 0.003 220 0 0 0 0 1 -360 360;

38 48 0.0312 0.0482 0 220 0 0 0 0 1 -360 360;

9 55 0 0.1205 0 220 0 0 0.94 0 1 -360 360;

];
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