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Résumé

Au cours de la production de l'aluminium via le procédé de Hall-Héroult, le bain gelé, ob-

tenu par solidi�cation du bain électrolytique, joue un rôle signi�catif dans le maintien de la

stabilité de la cellule d'électrolyse. L'objectif de ce travail est le développement d'un modèle

numérique bidimensionnel a�n de prédire le pro�l du bain gelé dans le système biphasé bain

liquide/bain gelé, et ce, en résolvant trois problèmes physiques couplés incluant le problème de

changement de phase (problème de Stefan), la variation de la composition chimique du bain et

le mouvement de ce dernier. Par souci de simpli�cation, la composition chimique du bain est

supposée comme étant un système binaire. La résolution de ces trois problèmes, caractérisés

par le mouvement de l'interface entre les deux phases et les discontinuités qui ont lieu à l'in-

terface, constitue un grand dé� pour les méthodes de résolution conventionnelles, basées sur le

principe de la continuité des variables. En conséquence, la méthode des éléments �nis étendus

(XFEM) est utilisée comme alternative a�n de traiter les discontinuités locales inhérentes à

chaque solution tandis que la méthode de la fonction de niveaux (level-set) est exploitée pour

capturer, implicitement, l'évolution de l'interface entre les deux phases.

Au cours du développement de ce modèle, les problématiques suivantes : 1) l'écoulement mo-

nophasique à densité variable 2) le problème de Stefan couplé au transport d'espèces chimiques

dans un système binaire sans considération du phénomène de la convection et 3) le problème de

Stefan et le mouvement du �uide qui en résulte sont investigués par le biais du couplage entre

deux problèmes parmi les problèmes mentionnées ci-dessus. La pertinence et la précision de

ces sous-modèles sont testées à travers des comparaisons avec des solutions analytiques ou des

résultats obtenus via des méthodes numériques conventionnelles. Finalement, le modèle tenant

en compte les trois physiques est appliqué à la simulation de certains scénarios de solidi�ca-

tion/fusion du système bain liquide-bain gelé. Dans cette dernière application, le mouvement

du bain, induit par la di�érence de densité entre les deux phases ou par la force de �ottabilité

due aux gradients de température et/ou de concentration, est décrit par le problème de Stokes.

Ce modèle se caractérise par le couplage entre di�érentes physiques, notamment la variation

de la densité du �uide et de la température de fusion en fonction de la concentration des

espèces chimiques. En outre, la méthode XFEM démontre sa précision et sa �exibilité pour

traiter di�érents types de discontinuité tout en considérant un maillage �xe.
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Abstract

During the Hall-Héroult process for smelting aluminium, the ledge formed by freezing the

molten bath plays a signi�cant role in maintaining the internal working condition of the cell at

stable state. The present work aims at building a vertically two-dimensional numerical model

to predict the ledge pro�le in the bath-ledge two-phase system through solving three interactive

physical problems including the phase change problem (Stefan problem), the variation of bath

composition and the bath motion. For the sake of simplicity, the molten bath is regarded as a

binary system in chemical composition. Solving the three involved problems characterized by

the free moving internal boundary and the presence of discontinuities at the free boundary is

always a challenge to the conventional continuum-based methods. Therefore, as an alternative

method, the extended �nite element method (XFEM) is used to handle the local discontinuities

in each solution space while the interface between phases is captured implicitly by the level

set method.

In the course of model building, the following subjects: 1) one-phase density driven �ow 2)

Stefan problem without convection mechanism in the binary system 3) Stefan problem with

ensuing melt �ow in pure material, are investigated by coupling each two of the problems

mentioned above. The accuracy of the corresponding sub-models is veri�ed by the analytical

solutions or those obtained by the conventional methods. Finally, the model by coupling three

physics is applied to simulate the freezing/melting of the bath-ledge system under certain

scenarios. In the �nal application, the bath �ow is described by Stokes equations and induced

either by the density jump between di�erent phases or by the buoyancy forces produced by

the temperature or/and compositional gradients.

The present model is characterized by the coupling of multiple physics, especially the liquid

density and the melting point are dependent on the species concentration. XFEM also exhibits

its accuracy and �exibility in dealing with di�erent types of discontinuity based on a �xed

mesh.
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Chapter 1

Introduction

1.1 Background and motivation

The Hall-Héroult process can trace back to one hundred years ago. It is the most widely

used industrial process to produce aluminium at present. Fig. 1.1 shows the simpli�ed cross

sectional view of a typical modern aluminium electrolysis cell with prebaked anodes using

Hall-Héroult process.
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Figure 1.1 � Cross sectional view of the modern aluminium electrolysis cell with prebaked
anodes using Hall-Héroult process.

The Hall-Héroult process can be brie�y described as follows: alumina powder (Al2O3) is fed

into the cell and dissolves in the molten electrolyte (also named bath) for ionization; as the

electricity is supplied continuously, the overall oxidation-reduction reaction

2Al2O3(s) + 3C(s) −→ 4Al(l) + 3CO2(g) (1.1)
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takes place; during this process, the carbon anode is consumed, the gas is generated on the

anode surface, and the molten pure aluminium deposits on the cathode surface gradually.

Refer to [24, 71] for more details.

The present work mainly focuses on the formation of the ledge that adheres to the side wall

of the cell as shown in Fig.1.1. The ledge plays a crucial role in the Hall-Héroult process. Its

importance can be demonstrated from the following several aspects.

� Being protective lining

The ledge is crucial to the cell's lifespan. Inside the cell, the molten bath is highly

corrosive. In practice, almost no lining materials can resist that corrosion, that means

direct contact with the side walls would destroy the cell quickly. The ledge exists as a

protective lining to prevent the side walls from chemical attack. It forms at the early

stage of a newly-installed cell and remains during the whole left life of the cell.

� Interaction with thermal balance

Energy e�ciency is another concerned issue either from the perspective of economy or

environmental protection. Aluminium production through Hall-Héroult process con-

sumes a large amount of electrical energy, about 13 ∼ 15kWh/kg Al [8]. At present, the

energy e�ciency, i.e. the ratio that the unavoidable alumina reduction enthalpy required

to propel the reaction 1.1 takes up in the entire consumed energy, of the best aluminium

smelters is only in the order of 50% [26]. Another 50% energy is consumed by the Joule

e�ect and lost in the form of heat given o� to the surroundings. Part of the Joule heat is

utilized to maintain the high temperature (∼ 965�) of the electrolyte in order to keep it

being molten. In essence, the ledge formation results from the frozen of the electrolyte.

This solidi�cation phenomenon has two requirements. One is that, the bath tempera-

ture must be close to its liquidus line, typically 5 ∼ 10� super-heated. The other one

requires su�cient heat dissipation through the side walls, then where the ledge resides

on is the coldest region of the cell. In other words, the ledge formation is the result of

the thermal behaviour inside the cell, and its pro�le also. From another perspective, the

ledge serves as a bu�er to balance the bath temperature. For example, if a sudden heat

accumulation happens in the bath, the ledge would melt to absorb the extra heat as a

response mechanism to prevent temperature increasing rapidly to some extent; and vice

versa. Therefore, the ledge is important to maintain a stable temperature condition of

the cell.

� Interaction with bath composition

Table 1.1 lists a typical bath composition for modern aluminium electrolysis [8]. In

general, the bath comprises Na3AlF6 (cryolite), additives and impurities. Impurities

usually come into the bath with alumina powder. The most major component of bath is

cryolite. Molten cryolite acts as solvent to dissolve alumina. The additives of bath are

2



Table 1.1 � A typical bath composition for modern aluminium electrolysis [8]

Bath Component wt% (Approximately)
Na3AlF6 80
AlF3 11
CaF2 5.6
Al2O3 2.5
LiF Trace

used to enhance some characters of cryolite, e.g., decreasing melting point, improving

alumina's solubility, or raising current e�ciency, etc. Among all the addtives, AlF3 takes

the largest portion and a�ects the bath composition considerably. Its existence can im-

prove current e�ciency, lower cryolite's melting point, but decrease alumina's solubility

[72]. In practice, the content of AlF3 in the bath is usually in the range 10 ∼ 13wt%.

Since the pure cryolite (Na3AlF6) can be regarded as 3 mol NaF plus 1 mol AlF3, the

additive portion of AlF3 is often referred to as excess AlF3. In industrial production, a

practical parameter, named cryolite ratio and de�ned as CR = moles of NaF
moles of AlF3

, is usually

used to indicate the bath composition. Due to the excess AlF3, CR of the bath is usually

around 2.2 in practice. Fig. 1.2 is the sketch of system NaF −AlF3 phase diagram. It

tells that at equilibrium state the �rst separated phase is cryolite [13, 37]. That means

the ledge can be regarded as pure cryolite [14, 38], whose composition is 3 in terms of

CR. Due to the di�erent chemical composition between ledge and bath, the melting and

freezing of ledge would change the bath composition. In addition, the phase diagram

also tells that the bath composition would a�ect the melting point. It implies that the

interaction between ledge formation and bath composition is two-way.
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Figure 1.2 � Sketch of phase diagram of system NaF −AlF3; the brackets indicate the normal
operating range [13, 37].

� Interaction with bath motion
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The in�uence of bath motion to the ledge formation or its pro�le is indirect. Bath motion

exerts its in�uence by changing the thermal behaviour and the transport of species which

would impact the chemical composition locally. Likewise, the ledge can in�uence bath

motion through the interactions with thermal behaviour and bath composition, due to

the fact some physical properties like density or viscosity are dependent on temperature

or chemical composition. In addition, one direct impact is that the ledge pro�le (shape

and thickness) determines the e�ective volume of the bath.

As mentioned above, the ledge is crucial to building a stable and optimised environment inside

the cell, which is the foundation for the normal operation of an aluminium electrolysis cell. The

process of ledge formation or pro�le variation is complicated due to the fact that it strongly

interacts with other physical processes as mentioned above. To form and maintain a stable and

optimised environment, it's necessary to �gure out mechanisms behind and get deep insight

and quantify the interrelationships of all related processes. However, the extremely harsh

conditions (high temperature and strong corrosivity of the bath) make direct observation and

experiments di�cult. Then numerical simulations serve as a powerful alternative to study this

subject. The established numerical model can help to design and operate the cell.

In essence, the ledge formation process belongs to phase change problem. The moving ledge

front makes the numerical modelling fall into the category of free boundary problem, which is

indeed a challenge to most numerical methods. Given this situation, the literature review in

the following section is done from two perspectives. First, numerical techniques used to deal

with free boundary problem is discussed. Then, the development of numerically modelling

ledge pro�le is reviewed.

1.2 Literature review

1.2.1 Numerical techniques to deal with free boundary problems

The free boundary problems are commonly encountered in many engineering and scienti�c

�elds, such as phase change problems, free surface problems (like open-channel �ow), multi-

phase �ow problems and �uid-structure interaction problems. The challenge of modelling the

free boundary problems stem from the fact that the moving boundary is a priori unknown

besides other conventional unknown variables. Extra work must be done to locate the free

boundary at each time step. There are various techniques to locate the free boundary in

the context of conventional numerical methods. In the literature, these methods are usually

grouped into two types, namely front-tracking method and front-capturing method. By con-

vention, the former is typically based on moving mesh while the latter on �xed grids. For

details, readers are referred to some review articles [69, 70, 66, 32, 9]. Here, only three nowa-

days relatively popular methods, i.e. arbitrary Lagrangian-Eulerian (ALE) method, volume
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of �uid(VOF) method and level set method are picked out to be brie�y discussed.

The ALE mehtod is front-tracking method working with a moving mesh. It was �rst developed

within the context of �nite di�erence method [29], and subsequently introduced into �nite

element method context [33]. The ALE method can be regarded as generalization of the

classical Lagrangian and Eulerian descriptions of motion. As shown in Fig. 1.3, neither like

the Lagrangian description, in which the mesh nodes are completely attached to the material

particles during motion, nor like the Eulerian description, in which the mesh nodes are �xed

in space, ALE method allows the mesh to move with an arbitrary velocity. It combines the

merits of both descriptions, i.e. it allows moving boundaries and the mesh nodes don't have

to follow the material particles [12]. In ALE method, the fundamental conservation equations

t Lagrangian description

t Eulerian description

t ALE description

Material point
Mesh node

Particle motion
Mesh motion

Figure 1.3 � One-dimensional example of Lagrangian, Eulerian and ALE mesh and particle
motion [12].

have to be rewritten in the ALE form by replacing the particle velocity v in each convective

term by the particle convective velocity c, which is de�ned as [11]

c := v − v̂ =
∂x

∂χ
·w (1.2)

where w is the particle velocity seen from the mesh frame of reference; v, v̂ and c represent

particle velocity, mesh node velocity and particle velocity relative to the mesh, respectively,

and all seen from laboratory frame of reference; x denotes the laboratory coordinates; χ de-

notes the mesh coordinates; ∂x
∂χ acts as mapping operator from the mesh frame of reference

to the laboratory frame of reference. Usually, the moving boundary is described by the La-
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grangian formulation (c = 0), while the interior part far from the free boundary is described by

Eulerian formulation ((v̂ = 0)). In between it's a transition zone. Due to the Lagrangian por-

tion, ALE method has a clear delineation of free boundary. Compared with pure Lagrangian

method, ALE method is able to cope with higher deformation without mesh entanglement.

Nevertheless, mesh rebuilding might be required because mesh quality tends to deteriorate as

mesh deformation gets large. What's more, it is hard to handle the case in which topological

changes (splitting or merging) take place on the free boundary. During the past decades, ALE

method has been widely used and further developed to improve its perfomance [2, 15, 44].

Both the VOF method and the level set method are front-capturing method based on a

�xed mesh. Unlike the ALE method, these two methods don't manipulate the mesh but

employ an additional scalar function to describe the free boundary motion implicitly. The

VOF method can be regarded as evolving from the earlier marker-and-cell (MAC) method

[27]. In MAC method, several marker particles are utilized to label one cell, which leads to

large computational cost. By contrast, in VOF method, only one scalar function, de�ned as

volume fraction occupied by the traced �uid, is required, that reduces the computational load

signi�cantly [30]. The level set method can trace back to 1988 and the scalar function of it is

de�ned as a signed distance function away from the free boundary [51]. In both methods, the

motion of the free boundary is accounted for by advecting each scalar function over the �xed

domain. The governing equation takes the following form

∂f

∂t
+ ~u · ∇f = 0 (1.3)

where f holds the space for the scalar function. Compared with the ALE method, VOF and

level set methods share some common advantages, such as the numerical implementation can

be straightforwardly extended to three-dimensional case and they can deal with free moving

boundary with topological changes. However, by comparison in between, each of them has

its own strengths and drawbacks [50, 20]. The VOF method is superior to level set method

at mass conservation but inferior at obtaining geometrical informations of the free boundary

such as normal direction and curvature. Therefore, in the context of VOF method, research

focuses on techniques of reconstruction of the free boundary [53, 55], while in the context

of level set method, techniques to improve the performance in mass conservation are mainly

discussed [50, 49, 34].

Unlike the ALE method, in which the free boundary always conforms with the element edge,

the VOF and level set methods bring another challenge that the solution �eld might present

discontinuity on itself or its derivative across the free boundary within one element since the

free boundary usually cuts the elements. This behaviour violates the continuity assumption

that most numerical methods are based on. One common practice is to smooth the physical

properties over a strip of layer around the discontinuity [67]. It's equivalent to smear the

sharp interface. Sometimes, to increase the accuracy, locally adaptive mesh re�nement is
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required [36]. The alternative solution to handle the discontinuity problem is to employ the

extended �nite element method (XFEM). XFEM has been widely used to deal with various

discontinuity problems [19], since it's �rst developed in 1999 [3, 10]. In the context of XFEM,

level set method is typically used to capture the interface due to the coupling in between is

straight and simple.

1.2.2 Development of ledge simulation

Over the past several decades, numerical techniques have been widely utilized to analyse

various physicochemical phenomena involved in the Hall-Héroult process. On the subject of

thermal balance, various thermal models or thermo-electric models were built up to examine

the thermal behaviour inside or through the cell [16, 54, 25, 26]. On the subject of bath

composition's local variation, some works simulate the alumina distribution in the bath with

a purpose of optimizing the feeding rate or feeders layout [17, 31, 73]. But actually the bath

including the dissolved alumina is molten salt; it means that bath components are in ionic

state. Then in some other works, the multi-component model was developed to analyse the

ionic species transport in di�erent scenarios [21, 62, 65]. On the subject of �uid dynamics,

published research works mainly fall into two categories. One type investigates the instability

of the interface between the bath and the molten metal pad or the internal �ow �eld of the

cell through magnetohydrodynamics (MHD) simulation [59, 22, 5]. The other one models

the evolution of gas bubbles (or the bubble driven �ow) near the anode surface [63, 75]. In

these research works related to these three subjects, conventional continuum-based methods

were commonly used. In addition, these three subjects mentioned here are interacted with

each other in practice. The ledge formation process involves these three subjects. Instead of

reviewing each subject respectively, the following part reviews the development of numerical

simulation on the formation or pro�le variation of the ledge.

In the relatively early stage, the research mainly con�ned to the highly simpli�ed one-dimensional

model. In one-dimensional model, the system was usually reduced to a chain of serially con-

nected thermal resistance. It also can be called multilayer system. In [28], the author derived

a mathematical formula to calculate the ledge thickness purely according to the fact that the

heat �ow through each layer is conserved under equilibrium conditions, as shown in Fig. 1.4.

ambient sidewall ledge bath
~q

~q~q
~q

shell interface interface

Figure 1.4 � Heat �ow through each layer in one dimensional model.
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The conservation law was expressed as

hbAb(Tb − Tm) =
kfAf
δf

(Tm − Tw) =
Tw − Tsh∑

i
δi
kiAi

+
∑

c
rc
Ac

= hshAsh(Tsh − Ta) (1.4)

where h, A, k, δ, r denote heat transfer coe�cient, surface area, thermal conductivity, thickness

and thermal resistivity, respectively; the subscripts b, f , i, sh and c represent bath, frozen

ledge, sidewall component, shell and contacting surface, respectively; Tb, Tm, Tw, Tsh, Ta
represent temperature of bath 1−2 inches from ledge, liquidus temperature, wall temperature

behind ledge, shell temperature and ambient temperature, respectively. In general, Ta, Tm
and Tb would be provided, then the ledge thickness and temperature distribution could be

calculated by solving Eq. 1.4. The models written in mathematical formula like Eq. 1.4

represent the earliest types of models for one-dimensional steady case [28, 6].

For the transient problem in one dimension, the dynamic model based on a similar multilayer

cell as shown in Fig. 1.5 can be built up, see [74, 1] for example. In this dynamic model, the

x

Air

Steel
shell

0

Insulation

C
arbon

block

xcb

L
edge

xcb + δf (t)

Q = hb(Tb − Tm)
Bath

Figure 1.5 � The multilayer cell wall including side ledge [1].

following classical Stefan problem was solved by �nite di�erence method

ρ(x, T )cp(x, T )
∂T

∂t
=

∂

∂x

(
k(x, T )

∂T

∂x

)
, x ∈

(
0, xcb + δf (t)

)
(1.5a)

T = Tm(t), x = xcb + δf (t) (1.5b)

ρfLf
dδf
dt

= kf
∂T

∂x
− hb

(
Tb(t)− Tm(t)

)
, x = xcb + δf (t) (1.5c)

where ρ is density; cp is speci�c heat; Lf is the latent heat of frozen ledge fusion. Eq. 1.5b is

one boundary condition as solving Eq. 1.5a. The calculation can start either by solving Eq.

1.5c or Eq. 1.5a. Eq. 1.5c and Eq. 1.5a are supposed to be solved alternately, because the

former provides the latter with temperature distribution while the latter provides the former

with ledge front position. It's equivalent to utilizing a moving mesh to handle the deforming

border. In [74], the advection e�ect arising from grid movement was also taken into account.

Through this dynamic model, the ledge response to some operational disturbances, such as

AlF3 addition (CR is changed), alumina feeding and anode e�ect, was analysed [74, 1]. For

example, Fig. 1.6 is one result from [1] showing how the ledge thickness responses to a large

dump of AlF3.
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Figure 1.6 � Ledge response after AlF3 (200kg) addition [1].

The one-dimensional models only predict the thickness of the ledge. To simulate the ledge

pro�le varying in the vertical direction, the models require at least being two dimensions. In

[35], the authors built a two-dimensional model by a commercial �nite element code. The

computational domain is shown in Fig. 1.7. It's purely a thermal model with a source term

Figure 1.7 � The two-dimensional hypothetic cell used in [35].

to account for the heat generated by molten bath under the anode. The convective e�ect in

the molten bath, which is treated as solid, is taken into account by the enhanced thermal

conductivity. Enthalpy method is used to describe the ledge formation process. The ledge

front can be extracted according to the temperature distribution. Fig. 1.8 presents the ledge

pro�les under di�erent heat inputs.

The development of numerical simulations has shown a trend of coupling multi-physical �elds

to improve the prediction's accuracy. In [7], a coupled thermo-electrical model was built by

solving the steady thermal conduction equation with Joule heating source term and charge

conservation equation (for electric potential) through �nite element method. The computa-

tional domain covers a half cross-section of the cell. The latent heat of fusion is not taken into

account. The ledge front is extracted simply by comparing the local temperature with the

melting point of the ledge. The enhanced thermal conductivity is used to account for convec-
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Figure 1.8 � Ledge pro�le varies with respect to di�erent heat inputs [35].

tion in the liquid region. Fig. 1.9 presents the simulation result of isolines for the temperature

and the corresponding ledge pro�le is shown in Fig. 1.10.

Figure 1.9 � Simulation result of isolines for the temperature in [7].

Figure 1.10 � Simulation result of ledge pro�le in [7].

10



All the models mentioned above didn't describe properly the thermal behaviour that happens

in the bath, due to the fact that the bath layer was not included in the computational do-

main or regarded as solid. At the bath/ledge interface, the heat �ux on the bath side was

usually approximated by hb(Tb−Tm). As an input boundary condition, this approximation is

signi�cantly crucial, especially the bath/ledge heat transfer coe�cient hb is. There are some

works dedicated to evaluate this coe�cient [68, 58, 61]. An alternative way to avoid this

approximation is to utilize the concept of inverse heat transfer method [52].

In the inverse method, the numerical calculation is combined with actual measurements. As

aformentioned, the harsh condition inside the bath makes direct measurements di�cult, but

the "inverse" concept makes it possible to use the data measured outside the bath. For example

in [4], the computation domain comprise two layers, sidewall and ledge, as shown in Fig. 1.11.

P1, P2 and P3 are control points on the ledge front to decide its position and pro�le. Three

thermocouples were set up inside the sidewall to measure the temperature for calibration. The

temperature distribution was obtained by solving the following two-dimensional steady heat

conduction equation through �nite volume method:

∂

∂x

(
k
∂T

∂x

)
+

∂

∂z

(
k
∂T

∂z

)
= 0 (1.6)

The essence of this approach is an iterative procedure to minimize the discrepancy between the

values obtained respectively by the measurement and numerical calculation at the locations

where the thermocouples are. The coordinates of the control points are the arguments of

a minimization equation. After each minimization, a new ledge front can be constructed

according to the new positions of the control points. Then the computational domain is

updated (moving mesh) and a new numerical simulation can be implemented. The iterations

carries on until the calculated temperatures converge to measured values. In this approach, no

heat �ux was involved during calculation, so it avoided accounting for the latent heat. During

the minimization, the interface position is the to-be-determined unknown.

Another type of inverse heat transfer method also covers the molten bath [40, 47, 41, 43, 42].

As shown in Fig. 1.12, by contrast with the model presented in [4], the heat �ux was imposed

on both left and right boundaries of the domain and the heat �ux on the right boundary q′′in
was taken as the to-be-determined unknown of the minimization. The thermocouples were also

embedded in the sidewall to record transient temperature or thermal �ux. This approach also

comprises two alternately-solved parts, i.e. the direct calculation and inverse minimization.

For the direct calculation, q′′in is known, the following enthalpy-based formulation of transient

thermal conduction problem is solved by �nite di�erence method based on �xed grids,

ρCp
∂T

∂t
= ∇ · (k∇T )− δh∂χ̄

∂t
(1.7)

where δh denotes the enthalpy; χ̄ is the liquid fraction in the mushy zone as shown in Fig. 1.12.

The evolution of the latent heat is accounted for automatically in the enthalpy formulation
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Figure 1.11 � Computational domain of [4].

Figure 1.12 � The model setting up of the one-dimensional inverse heat transfer method in
[40].

and the ledge front can be constructed according to the temperature result. For inverse

minimization, the measured temperature or heat �ux readings and the simulation results are

utilized to estimate a new value of q′′in. It was reported that the minimization based on the heat

�ux measurements is more e�cient [57, 40]. As an example, Fig. 1.13 displays the model

setting up for the two-dimensional case through the inverse thermal conduction method in

[47]. Fig. 1.14 presents the corresponding simulated ledge pro�le and comparison with the

reference solution. It's reported that prediction errors increase as the ledge grows [47].

The main advantage of the inverse method can be thought of as that it attempts to provide

the purely thermal model with real-time input thermal boundary conditions through real-time

measurements with no need to simulate the hydrodynamics that happens in the molten bath.

This might be attractive when computational capacity is limited. The advances of computer

makes it possible to couple the thermal model with the �uid dynamic model [56], especially the

increasingly mature commercial softwares aid the building of large-scale multi-physic models

[39]. In [56], a steady-state three-dimensional model was built by solving three sets of equations

alternately, i.e. non-linear convection-di�usion enthalpy-based equation with Joule e�ect,
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Figure 1.13 � The model setting up of the two-dimensional inverse heat transfer method in
[47].

Figure 1.14 � The predicted ledge pro�le in [47].

Navier-Stokes equations and Maxwell equations. In dealing with free boundary problem for

hydrodynamics, a liquid fraction variable de�ned as a function of temperature was utilized.

Fig. 1.15 presents two horizontal slices of calculated ledge pro�le in terms of liquid fraction.
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Figure 1.15 � Two horizontal slices of the calculated ledge pro�le in terms of liquid fraction in

[56].

In summary, early research works predict ledge pro�le only based on the thermal balance

model. Even though the in�uence of bath composition and other factors are analysed, yet

they are taken into account merely as input parameters. Nowadays with the development

of computing power, it has shown a trend of building a complex model by coupling more

physicochemical processes.

1.3 Objectives and originality

During the Hall-Héroult process, the cell's internal environment is complex and mutable be-

cause it is subjected to various operational disturbances. The ledge pro�le is the outcome of

the interactions among a couple of physicochemical processes. The aim of the present work

is to establish a two-dimensional numerical model for ledge pro�le prediction with considering

the interactions among thermal behaviour, bath composition and bath motion inside the cell

through XFEM and level set method.

Assumptions used in building the numerical model are summarized below.

� The bath is only composed of cryolite and excess AlF3 in chemistry, other additives

and impurities are ignored. It means he bath can be regarded as a binary NaF −AlF3

system.

� The side ledge is pure cryolite in solid state. Then the ledge formation can be expressed

as

3NaF +AlF3
freeze−−−⇀↽−−−
thaw

Na3AlF6 (1.8)

� The computational domain is vertically two-dimensional and only includes ledge-bath

two materials. It means the ledge front (solid-liquid interface) is taken as a free internal

boundary.
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� The ledge front is assumed to be planar. Columnar or dendritic structures are not

considered.

� The bath �ow is treated as being laminar and governed by the incompressible Stokes

equations. The bubble driven �ow and MHD calculation are beyond the scope of the

present work.

The originality of the present work is embodied in the following several aspects.

� In the context of ledge pro�le prediction, either enthalpy method or temperature-based

formulation with moving mesh techniques is adopted to model the phase change process

in most of the published works. In the present work, XFEM combined with level set

method enables the model to be built based on a �xed mesh while using temperature-

based formulation. Compared with enthalpy method, the description of the interface

through level set method is relatively isolated from the thermal problem. This isolation

or partial independence makes the coupling relationships get clear, which facilitates mod-

ularization in programming. Level set method also preserves the capability of dealing

with the interface with topological change.

� In the context of ledge pro�le prediction, the variation of the bath composition is seldom

described, so its in�uence is usually neglected in the published works. As shown in Fig.

1.16, three interactive processes including thermal behaviour, bath composition and bath

motion are taken into consideration to predict the ledge pro�le in the present work.

Bath motion Bath composition

Thermal behaviour

Ledge

bath density

�ow �eld
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Figure 1.16 � Links among the interactive processes.

The in�uence of the bath composition variation is twofold:

� The melting point of bath is dependent on the bath composition. As shown in

Fig. 1.17, the melting point can be expressed with respect to the weight percent of

excess AlF3. It corresponds to the following equation [64]:

Tm = 1011 + 0.50[AlF3]− 0.13[AlF3]2.2 (1.9)

where [AlF3]% denotes the weight percent of excess AlF3.
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Figure 1.17 � Liquidus curve of NaF − AlF3 system with respect

to the weight percent of excess AlF3.

� The bath density is dependent on bath composition. Fig. 1.18 presents the density

of NaF − AlF3 system with respect to the weight percent of excess AlF3. The

underlying equation is [60]

ρ1000 =
[(

1946 + 1113χAlF3

)−3.6
+
(
χAlF3/859

)3.6]−1/3.6
(1.10)

where ρ1000 denotes the bath density at 1000�; χAlF3 is the molar fraction of AlF3,

and χAlF3 ≈
2+3[AlF3]%
8−3[AlF3]% .
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Figure 1.18 � Density of NaF − AlF3 system with respect to the

weight percent of excess AlF3.

� Also in the context of applying XFEM/level set method to solve phase change problem,

it's a fresh attempt to take into account the in�uence of �uid �ow and species transport.

XFEM has to deal with various discontinuities at the ledge front, including weak discon-

tinuity in the temperature �eld and strong discontinuities in the species concentration,

velocity and pressure �elds. To the best knowledge of the authors, no attempt has been

carried out to couple these three physics using XFEM in the literature.
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� In modelling the melt �ow, three driving forces are mainly investigated, including density

jump between liquid and solid, temperature gradient and concentration gradient.

Remarks The programming work in the present study is based on the in-house code named

FESh++ (Finite Element Shell in C++). This code was originally developed to solve thermo-

electro-mechanical problem in the solid material [45, 23, 46, 18]. In recent years, the code

has been further developed to involve time-dependent discontinuities and computational �uid

dynamics in the present project and also another PhD project [48].

1.4 Organization of the thesis

The dissertation is organized as follows. In chapter 1, the motivation of the present project

is discussed, followed by the review of the literature on numerical treatment of free boundary

problems and progress of ledge pro�le simulation; in the end of this chapter, the objective and

originality of this project are pointed out. In chapter 2, the mathematical model made up of

a series of partial di�erential equations and the numerical methods including level set method

and XFEM are brie�y introduced. The numerical model building is divided into four steps,

which are demonstrated one by one in the following chapters, respectively. In chapter 3, the

one phase problem of coupling of �uid �ow and species transport is solved by FEM. In chapter

4, the phase transition process coupled with species transport in a binary system is described

by XFEM combined with level set method. Chapter 5 is dedicated to solving the Stefan

problem of pure material with ensuing melt �ow by XFEM combined with level set method.

In chapter 6, all the three physical problems including phase transition, �uid �ow and species

transport are coupled; the model is applied to simulate the ledge solidi�cation/melting process

under certain scenarios. Finally, this project is concluded with the summary and outlook.
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Chapter 2

Mathematical models and numerical

methods

2.1 Introduction

This chapter is dedicated to present the mathematical model and numerical methods involved

in this project. The mathematical model refers to the series of partial di�erential equations

governing the �uid �ow, species transport and phase change phenomena. The derivation of

the governing equations is given in section 2.2. The numerical methods mainly refer to the

level set method and XFEM, which are used to capture the interface implicitly and deal with

the discontinuities at the interface, respectively. Section 2.3 introduces the de�nition and

initialization of the level set function, as well as how to construct the normal speed �eld to

update the level set values. The XFEM and associated numerical integration are presented in

section 2.4.

2.2 Governing equations

2.2.1 Fluid �ow problem

2.2.1.1 Mass continuity equation

Mass conservation law is stated mathematically in Lagrangian description as

d

dt

∫
Ω
ρ dΩ = 0 (2.1)

where ρ is density (kg/m3) and d
dt is the material derivative. According to Reynolds transport

theorem (see appendix A.1), Eq. 2.1 can be converted into the following form:∫
Ω

∂ρ

∂t
+∇ · (ρ~u) dΩ = 0 (2.2)
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where ~u is the velocity �eld (m/s). Eq. 2.2 holds for any volume, so it can be further written

in the di�erential form:
∂ρ

∂t
+∇ · (ρ~u) = 0 (2.3)

Eq. 2.3 is the most universal form of mass continuity equation in Eulerian description, ne-

glecting the issue of compressibility or incompressibility.

In the following several paragraphs, the incompressibility hypothesis of the �uid �ow involved

in the present study is justi�ed. Physically speaking, incompressible �ow refers to the �ow

in which the material density is constant. Thus, in Lagrangian description, which always

coincides with the physical description, incompressibility can be expressed mathematically as

[1]
dρ

dt
= 0 (2.4)

It should be noted that it is the density of �uid parcel that keeps constant, not the density at

a �xed position in space.

For a pure liquid �ow problem, the �ow is supposed to be incompressible. However, as

aforementioned, in the present study, the �uid �ow problem is coupled with thermal and

species transport problems. That means the physical property of �uid is in�uenced by the

temperature distribution and species concentration distribution to some extent. So density

inside the electrolyte (molten bath, the only �uid involved in the present study) is non-uniform

in space and mutable locally in time. Will this change the incompressibility property of the

liquid �ow?

First, the in�uence from species concentration distribution (bath composition) is analysed.

The only one chemical reaction, as shown by Eq. 1.8, just takes place at the liquid boundary,

i.e. the surface in contact with the solid ledge. That means no chemical reaction occurs in

the bulk �uid. In Lagrangian description, the �uid parcel is a mass closed system. If tracing

one �uid parcel as shown in Fig. 2.1, even though the species concentration distribution is

non-uniform in space and mutable in time, the density of the �uid parcel remains constant,

as long as its chemical composition does not change, i.e. no chemical reaction occurs inside,

and the volume variation caused by mixing in between (of species) is negligible. Then in the

present study, the variation of species concentration in the bulk �uid is regarded not to change

the incompressibility property of �uid �ow. The in�uence of the chemical reaction taking place

at the ledge surface is accounted for in phase change problem.

Secondly, the temperature variation's in�uence on density is discussed. Since the �uid parcel

is a closed system in terms of mass, but open in terms of energy, temperature variation is

allowed within �uid parcel. Then, the �uid parcel tends to experience volume expansion or

contraction due to the thermal e�ect. In the strict sense, the density no longer remains con-

stant, that means the temperature variation leads to the �uid �ow compressible. However, in

the practical application of solving this kind of problem (natural convection �ow or buoyancy-
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�uid parcel at t
�uid parcel at t+ ∆t

species 1

species 2

Figure 2.1 � Illustration of the species concentration variation's in�uence on the �uid density:
as long as the chemical composition inside the �uid parcel does not change, i.e. no chemical
reaction occurs, the material density remains constant.

driven �ow caused by temperature gradient), Boussinesq approximation is always made for

the sake of simplicity. The approximation has extreme accuracy for many such �ows [10, 19].

In Boussinesq approximation, the density variation is negligible except in the gravity term

where the density is multiplied by the gravitational acceleration. In the present study, the

Boussinesq approximation is adopted to handle the thermal problem's in�uence on the �uid

�ow. As a result, the density, appearing anywhere including in the mass continuity equation

but only except in the gravity term, is assumed constant either for the �uid parcel or at a

�xed position in space.

Based on the analysis above, the �uid �ow involved in the present study is regarded as incom-

pressible �ow. Then Eq. 2.3 can be divided into the following two equations:

∂ρ

∂t
+ ~u · ∇ρ = 0 (2.5)

∇ · ~u = 0 (2.6)

In the literature, it is common that ρ is taken as constant in Eulerian description, then Eq. 2.5

vanishes. In the present study, due to the in�uence from the variation of �uid composition, Eq.

2.5 remains and will be replaced by the species transport equation. The consistency in between

will be justi�ed in the later section 2.2.2. Eq. 2.6 always represents the incompressibility of

�uid �ow, and only based on this property, can some simpli�cations be made in the momentum

equation.

2.2.1.2 Linear momentum equation

According to Newton's second law, the linear momentum equation can be expressed directly

in Lagrangian description as
d

dt

∫
Ω
ρ~udΩ =

∑
i

~Fi (2.7)

where ~Fi represents any external force exerting on the �uid parcel, including body forces and

surface forces. Mathematically, the resultant force can be expresses as∑
i

~Fi =

∫
Ω

~fdΩ +

∫
Γ
σ · ~ndΓ (2.8)
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where ~f is the body force per unit volume (N/m3), such as speci�c weight (gravity term) ρ~g;

σ is the Cauchy stress tensor (N/m2). Introducing Eq. 2.8 into Eq. 2.7 and converting with

the aid of Reynolds transport equation, Eq. 2.7 reads in Eulerian description∫
Ω

(
∂ρ~u

∂t
+∇ · (ρ~u⊗ ~u)

)
dΩ =

∫
Ω

~fdΩ +

∫
Γ
σ · ~ndΓ (2.9)

where ∇ · (ρ~u⊗ ~u) = (∇ · ~u) ρ~u + ∇ (ρ~u) · ~u, in which the �rst term on the right hand side

vanishes for incompressible �ow, the second term on the right hand side can be further written

as ∇ (ρ~u) · ~u = ~u⊗∇ρ · ~u+ ρ∇~u · ~u = (∇ρ · ~u) ~u+ ρ (~u · ∇) ~u. Then Eq. 2.9 becomes∫
Ω
ρ
∂~u

∂t
+ ρ (~u · ∇) ~u+

(
∂ρ

∂t
+ ~u · ∇ρ

)
~u dΩ =

∫
Ω

~fdΩ +

∫
Γ
σ · ~ndΓ (2.10)

All the �uid involved in the present study are regarded as Newtonian �uid. The constitutive

law for the Newtonian �uid can be written as [6]

σ = −pI + 2µD + λ (∇ · ~u) I︸ ︷︷ ︸
τ

(2.11)

where the stress tensor σ is symmetric; p is pressure (N/m2); I is the identity tensor; τ is

named viscous stress tensor; µ is dynamic viscosity (N · s/m2); D = 1
2

(
∇~u+∇~uT

)
is shear

rate tensor (1/s); λ = −2
3µ is called the second coe�cient of viscosity. For incompressible

�ow, the term containing λ vanishes, then Eq. 2.11 becomes

σ = −pI + 2µD︸︷︷︸
τ

(2.12)

Introducing Eq. 2.12 into Eq. 2.10 and converting the stress term by the divergence theorem,

Eq. 2.10 can be written in the following equivalent di�erential form:

ρ
∂~u

∂t
+ ρ (~u · ∇) ~u+ ~u

(
∂ρ

∂t
+ ~u · ∇ρ

)
−∇ ·

(
2µD

)
+∇p = ~f (2.13)

Eq. 2.13 is the conservative form of Newtonian incompressible Navier-Stokes momentum

equation. The corresponding non-conservative form, most commonly seen in the literature, is

ρ
∂~u

∂t
+ ρ (~u · ∇) ~u−∇ ·

(
2µD

)
+∇p = ~f (2.14)

2.2.1.3 Boussinesq approximation

Boussinesq approximation is commonly used to model the natural convection (buoyancy driven

�ow purely caused by temperature gradient) without having to use the compressible formula-

tion of the Navier-Stokes equations.

In Boussinesq approximation, it's assumed that the density only in the gravity term is the

real density, which changes with the temperature variation. For the sake of not changing the
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previous notation, the real density is denoted by ρ̃, while the notation of density in the other

terms remains the same, always denoted by ρ and can be called reference density. The real

density consists of two parts as

ρ̃ = ρ+ ∆ρ (2.15)

where ∆ρ denotes the density variation caused by the temperature gradient. ∆ρ can be further

written as

∆ρ = −ραp (T − Tref )︸ ︷︷ ︸
∆T

(2.16)

where Tref is the reference temperature, based on which the reference density ρ is evaluated;

αp is thermal expansion coe�cient, de�ned as αp = −1
ρ

(
∂ρ
∂T

)
p
[10]. In the later applications

in this thesis, the magnitude order of αp always keeps at 10−4, which implies αp∆T � 1

even with considerable temperature variation (we say 100�). Therefore, the density variation

caused by the temperature gradient is so small that the Boussinesq approximation is always

valid.

Introducing Eq. 2.15 and Eq. 2.16 into Eq. 2.14, one can obtain (no other forces except for

buoyancy and gravity are considered)

ρ
∂~u

∂t
+ ρ (~u · ∇) ~u−∇ ·

(
2µD

)
+∇p+ ραp (T − Tref )~g − ρ~g = 0 (2.17)

If gravity is excluded, Eq. 2.17 can be written in the following pressure shifted form:

ρ
∂~u

∂t
+ ρ (~u · ∇) ~u−∇ ·

(
2µD

)
+∇p+ ραp (T − Tref )~g = 0 (2.18)

2.2.2 Species transport problem

In the present study, the only �uid (molten bath) is a multicomponent mixture and, as men-

tioned above, there is no chemical reaction occurring in the bulk �uid. Therefore, not only

the mixture as a whole, but also each single species should be conserved in mass, which could

be expressed as in Lagrangian description

d

dt

∫
Ω
ρ̂idΩ = 0 (2.19)

where ρ̂i is the density of species i in the mixture, not as it being pure substance. Applying

Reynolds transport theorem, Eq. 2.19 could be written in the following di�erential form of

Eulerian description:
∂ρ̂i
∂t

+∇ · (ρ̂i~ui) = 0 (2.20)

where ~ui is the velocity of species i. For a multicomponent mixture, the sum of mass con-

servation equation of each single species (Eq. 2.20) should derive the total mass conservation
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equation (Eq. 2.3). Based on this equality, the following two de�nitions are made [16]. The

density of multicomponent mixture, identical with that in Eq. 2.3, is de�ned as

ρ ≡
∑
i

ρ̂i (2.21)

and the velocity ~u in Eq. 2.3, mass-averaged velocity, is de�ned as

~u ≡ 1

ρ

∑
i

ρ̂i~ui (2.22)

In Eq. 2.20, ρ̂i~ui, denoted by ~Ni, is the absolute mass �ux of species i with respect to the

�xed reference frame. In order to utilize the �ow information related to the mixture taken as

a whole, which is obtained by solving the �uid �ow problem as explained in section 2.2.1, the

absolute mass �ux of one species should be expressed by a relative mass �ux ~Ji with respect

to the mass-averaged velocity ~u as

~Ni = ρ̂i (~ui − ~u)︸ ︷︷ ︸
~Ji

+ρ̂i~u (2.23)

Eq. 2.23 can be depicted physically as that the absolute mass �ux of species i equals its �ux

relative to the whole mixture's motion plus the �ux following with the mixture. In addition,

it's easy to prove that the sum of the relative �ux over all the species equals zero, i.e.
∑

i
~Ji = 0.

For a binary system, the relative mass �ux could be evaluated by Fick's �rst law, as expressed

below [16]:
~Ji = −ρD∇ωi (2.24)

where ωi is the mass fraction of species i, de�ned as ρ̂i
ρ ; D is the di�usion coe�cient or

di�usivity (m2/s). Introducing Eq. 2.24 and Eq. 2.23 into Eq. 2.20 and utilizing the

incompressibility constraint ∇·~u = 0, the mass conservation equation of each species becomes

∂ρωi
∂t

+ ~u · ∇ (ρωi) +∇ · (−ρD∇ωi)︸ ︷︷ ︸
~Ji

= 0 (2.25)

It is obvious, as the identities
∑

i ωi = 1 and
∑

i
~Ji = 0 always hold, that the sum of Eq. 2.25

over all the species turns out to be Eq. 2.5. If Eq. 2.5 is taken as a constraint that the density

of the mixture must satisfy, then Eq. 2.25 is a constraint more speci�c and more strict, which

is on each species rather than on the mixture. It means with respect to Eq. 2.5, Eq. 2.25

is su�cient but not necessary. When the mass transport is taken into account as solving the

multicomponent �uid dynamic problem, Eq. 2.5 must be replaced by Eq. 2.25. For a binary

system, since
∑

i ωi = 1, the transport equation of one species is su�cient. Removing the

subscript i in Eq. 2.25, it becomes

∂ρω

∂t
+ ~u · ∇ (ρω)−∇ · (ρD∇ω) = 0 (2.26)
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where ω is the solute mass fraction. Eq.2.26 is in the conservative form, as ω
(
∂ρ
∂t + ~u · ∇ρ

)
= 0

, it can be rewritten in the following non-conservative form:

ρ
∂ω

∂t
+ ρ~u · ∇ω −∇ · (ρD∇ω) = 0 (2.27)

In species transport problem, the density of mixture ρ is a function of the unknown ω. If the

volume is additive, i.e. the volume of the mixture is exactly equal to the sum of the volume of

the two species before mixing and species 1 is taken as solute, the density could be expressed

as [15]

ρ =
1

ω
ρ1

+ 1−ω
ρ2

=
ρ1ρ2

ρ1 + (ρ2 − ρ1)ω
(2.28)

where ρ1 and ρ2 are densities of species 1 and 2 as they are being pure material. In practically

industrial application, the volume might be not additive. In that case, empirical formula

obtained through experiments could be required for speci�c binary system. In the following,

ω is sometimes referred to as salinity.

2.2.3 Stefan problem

2.2.3.1 General introduction

In Lagrangian description, for a given closed (mass �xed) system, the �rst law of thermo-

dynamics, commonly referred to as the principle of energy conservation, can be stated as

[2]

∆Etotst = Q−W (2.29)

where ∆Etotst is the increase of the total energy stored in the system; Q is the net heat entering

into the system; W is the net work done by the system. Fig. 2.2 shows the composition of

energy, heat and work involved in Eq. 2.29 for a general case.

Before building the mathematical model for the Stefan problem, the following aspects must

be noted,

� Essentially, the classic Stefan problem is a pure heat transfer problem, in which the

variation of mechanical energy is negligible;

� For an incompressible �ow, the �ow work done by pressure is negligible;

� For the liquid �ow, the viscous dissipation is negligible given that it is not of high speed

and highly viscous;

� In the present study, it's assumed that no chemical reaction occurs in the bulk �uid. In

each single phase, the only internal energy related is the sensible heat Usens;
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Etotst
total energy

E
mechanical energy

Ek = 1
2mv

2

kinetic energy

Ep = mgz
potential energy

U
internal energy

Ut
thermal energy

Usens
sensible heat

Ulat
latent heat

Uc
chemical energy

Un
nuclear energy

∆ = −Q
net heat

volumetric
phenomena

surface
phenomena

heat source/sink,
such as Joule heating,
chemical reaction.

such as: heat trans-
fer by conduction,
convection, radiation.

W
net work

such as: �ow work
by pressure; viscous
dissipation.

Note: among the components of in-
tenal energy, the sensible heat ac-
counts for the atoms/molecules mo-
tion, then it is associated with tem-
perature variation; the latend heat
has to do with the intermolecu-
lar forces, then it accounts for the
phase change; the chemical energy
is energy stored in the chemical
bounds; nuclear energy is related to
the binding forces in the nucleus

Figure 2.2 � The composition of internal energy, heat and work involved in Eq. 2.29 for a
relatively general case.

� Chemical formula as shown by Eq. 1.8 is only used to show the quantitative relationship

of the constituents between the solid ledge and the liquid bath. The real chemical formula

in practice may be much more complicated than that shown by Eq. 1.8. Nevertheless,

the chemical energy is neglected at the interface. Only the latent heat associated with

phase change is taken into account as evaluating energy conservation at the interface.

Based on the above statements, energy conservation equations are built over single phase and

at interface as phase change occurring, respectively.

2.2.3.2 Energy conservation equation over single phase material

Excluding the negligible portions mentioned above but the work done by the pressure, Eq.

2.29 can be written as [18]

d

dt

∫
Ω
ρedΩ = −

∫
Γ
~q · ~ndΓ−

∫
Ω
p∇ · ~udΩ +

∫
Ω
sdΩ (2.30)
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where e is the internal energy per unit mass (J/kg), actually only sensible heat is considered

in here; ~q is the heat �ux by conduction (W/m2); s is the thermal source or sink (W/m3).

Utilizing Reynolds transport theorem and divergence theorem, Eq. 2.30 can be converted into

the following Eulerian di�erential form:

∂ρe

∂t
+∇ · (ρe~u) +∇ · ~q + p∇ · ~u− s = 0 (2.31)

where ~u denotes the velocity �eld, it vanishes (zero value) in the solid phase. Eq.2.31 can be

further expanded as

e
���

���
���:

0(
∂ρ

∂t
+∇ · (ρ~u)

)
+ ρ
���

���
��:

de
dt

(
∂e

∂t
+ ~u · ∇e

)
+∇ · ~q +���

�:
−p
ρ
dρ
dt

p∇ · ~u − s = 0 (2.32)

After introducing the mass continuity law and de�nition of material derivative, Eq. 2.32 turns

into

ρ
de

dt
+∇ · ~q − p

ρ

dρ

dt
− s = 0 (2.33)

If the pressure is taken to be constant, the following equality holds:

− p

ρ

dρ

dt
= pρ

d

dt

(
1

ρ

)
= ρ

d

dt

(
p

ρ

)
(2.34)

Then, Eq. 2.33 can be written as

ρ
d

dt

(
e+

p

ρ

)
+∇ · ~q − s = 0 (2.35)

where the quantity e+ p
ρ is the enthalpy per unit mass, which is denoted by h. To obtain the

�nal energy conservation equation in terms of temperature, one state equation evaluating the

enthalpy h(T, p) and one constitutive law evaluating the �ux by conduction ~q(T ) are required.

For constant pressure processes, the state equation to evaluate h can be expressed as [18]

dh

dt
=
�
�
�
��>
Cp(

∂h

∂T

)
p

dT

dt
+

(
∂h

∂p

)
T �
�
��
0

dp

dt
= Cp

dT

dt
(2.36)

where Cp is the speci�c heat capacity at constant pressure (J/ (kg ·K)). The conduction �ux

~q is evaluated by Fourier's law as

~q = −k∇T (2.37)

where k is the thermal conductivity (W/ (m ·K)). Introducing Eq. 2.36 and Eq. 2.37 into

Eq. 2.33, one can obtain

ρCp
∂T

∂t
+ ρCp~u · ∇T −∇ · (k∇T )− s = 0 (2.38)
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solid liquidΓI

~nΓ

~qin~qout

Figure 2.3 � Schematic view of region near the interface for a liquid/solid phase change process;
as the heat out�ow greater than the heat in�ow at the interface (i.e. |~qout · ~nΓ| > |~qin · ~nΓ|),
solidi�cation occurs.

2.2.3.3 Energy conservation equation at interface as phase change occurring

During the phase change process of liquid/solid system, as shown in Fig. 2.3, the latent heat

is released or absorbed at the interface. Therefore, the heat out�ow at the solid side of the

interface (denoted by Γ−I ) is di�erent from the heat in�ow at the liquid side (denoted by Γ+
I ),

i.e. heat �ux jump (denoted by JqK) at the interface exists.

In mathematics, the energy conservation at the interface can be expresses as [14]∫
ΓI

JqKdΓ︸ ︷︷ ︸∫
Γ+
I
~q·~nΓdΓ−

∫
Γ−
I
~q·~nΓdΓ

=

∫
ΓI

ρsLVIdΓ (2.39)

where ~nΓ is the unit liquid-pointing normal of the interface; L is the speci�c latent heat

(J/kg); VI is the interface normal speed (m/s); ρs is the density of the solid material. No

matter the liquid phase and solid phase share the same density or not, the interface velocity

always coincides with the velocity of solid front due to the immobility of the solid phase. In

contrast, the mobility of the liquid phase will lead to a �ow at the interface if the density is

di�erent between the two phases. In Eq. 2.39, VI can be regarded either as interface velocity

or as solid front velocity. For that reason, the density of solid is used as evaluating the amount

of material that changes its phase.

Removing the integral operation and meanwhile evaluating the heat �ux ~q by the Fourier's

law, Eq. 2.39 can be written into the following di�erential form:

ks
∂T

∂n

∣∣∣∣
Γ−I

− kl
∂T

∂n

∣∣∣∣
Γ+
I

= ρsLVI (2.40)

where subscripts s and l represent solid and liquid, respectively; ∂
∂n denotes derivative with

respect to the normal direction.
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2.2.4 Couplings at the interface

2.2.4.1 Between interface velocity and liquid velocity at the interface

The density may varies between di�erent phases. As phase change occurs, variational density

between liquid and solid phases would lead to volume expansion or contraction. It implies a

�uid �ow is induced in the liquid region. For instance, in the case ρs > ρl, as shown in Fig.

2.4, liquid compensation �ow happens. The mass conservation law at the interface gives [9]

ρsVI = ρlVI − ρl~u · ~nΓ (2.41)

Then, the normal component of liquid velocity at the interface can be calculated by

~u · ~nΓ =

(
1− ρs

ρl

)
VI (2.42)

solid liquid
Γt
I

VI

Γt+∆t
I

VI

ms

ml

~u · ~nΓ

Figure 2.4 � Control volume analysis of phase change process in the case ρs > ρl: as solid front
moves from ΓtI to Γt+∆t

I , liquid compensation happens with front velocity ~u · ~nΓ; ml = ms

denote the mass changing from liquid state to solid state.

2.2.4.2 Between interface velocity and concentration �ux at the interface

For the multi-component solution, the chemical compositions on both sides of the interface

are usually di�erent. It means, as phase change occurs, some components would be released

or absorbed by the interface. For a binary solution, the solute concentration at the interface

must satisfy the following mass conservation law [9]:

− ρlDl
∂ω

∂n

∣∣∣∣
Γ+
I

+ ρsDs
∂ω

∂n

∣∣∣∣
Γ−I

= ρsVI(ωl − ωs) (2.43)

where the terms on the left hand side represent the solute mass �ux jump. In practical

applications, ωs and ωl are usually linked linearly by expression ωs = kpωl, where kp is the

partition coe�cient determined according to the phase diagram [17].

2.3 Level set method

2.3.1 De�nition

In level set method, instead of utilizing some makers to trace the discontinuity, the disconti-

nuity is embedded into an one-dimension-raised scalar function, called level set function and
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usually denoted by φ. The discontinuity is implicitly described as the zero-level of φ, which is

de�ned as the shortest signed distance function. As shown in Fig. 2.5, considering a domain

~nΓ

~n

ΓI
Γφ < 0

Ω1

φ > 0
Ω2

Figure 2.5 � Discontinuity description by level set method.

Ω divided by a sharp interface ΓI such that Ω1 ∪ Ω2 = Ω and Ω1 ∩ Ω2 = ΓI , the de�nition of

level set function can be expressed as [13]

φ(~x, t) = sign
(

(~x− ~xI) · ~nΓ

)
min
~xI∈ΓI

‖~x− ~xI‖ ~x ∈ Ω (2.44)

where the unit normal of the interface ~nΓ points from Ω1 into Ω2, such that

φ(~x, t)


< 0 ∀~x ∈ Ω1

= 0 ∀~x ∈ ΓI

> 0 ∀~x ∈ Ω2

(2.45)

Besides locating the discontinuity, the level set method can provide other information related

to the discontinuity pro�le, such as the unit normal ~nΓ and the curvature κ:

~nΓ =
1

‖ ∇φ ‖
∇φ (2.46)

κ = ∇ · ~nΓ = ∇ ·
(

1

‖ ∇φ ‖
∇φ
)

(2.47)

where ‖ ∇φ ‖= 1 only holds as φ being signed distance function.

2.3.2 Initialization by the closest point projection (CPP) method

The initialization of level set function requires to calculate the shortest signed distance from

each element node (it can be named slave point, denoted by ~xs) to the interface ΓI . To this

end, the interface should be �rstly discretized in space. Each segment represents one element,

denoted by Γe. Based on the newly built one-dimension-reduced mesh, one unique element

node which is closest to the slave point can be found. Then the elements connected to that

node are labelled as active elements. Looping over all the active elements, the point (called

master point, denoted by ~xm) in each active element (called master segment, denoted by

Γem) closest to the slave point is supposed to be identi�ed. The parametric coordinate of the

master point on the master segment is located by minimizing a squared distance function.

The formulation of the minimization is often referred to as the closest point projection [11].

Fig. 2.6 presents schematically how the closest point projection works.
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x

yz

~xs

~xm
ξ

η

~xs

~ξm
=⇒

real element reference element

Figure 2.6 � Schematic diagram of closest point projection by Newton-Raphson method.

For any interface element with ne nodes, the geometric approximation reads

~x(ξ) = [N ] {x} (2.48)

where

[N ] =

N1 0 0 N2 0 0 · · · Nne 0 0

0 N1 0 0 N2 0 · · · 0 Nne 0

0 0 N1 0 0 N2 · · · 0 0 Nne

 (2.49a)

{x} = 〈x1 y1 z1 x2 y2 z2 · · · xne yne zne〉T (2.49b)

The squared distance function is de�ned as

d(ξ) :=
1

2
(~x− ~xs) · (~x− ~xs) (2.50)

The minimum of the squared distance function occurs at the stationary point, where the

gradient of the squared distance function is supposed to be zero, as expressed below:

∇~x · (~x− ~xs) = 0 (2.51)

or

∇~xT︸︷︷︸
2×3

(~x− ~xs)︸ ︷︷ ︸
3×1

= 0 (2.52)

Eq. 2.51 or Eq. 2.52 is non-linear. In the present work, Newton-Raphson method is adopted

to do linearisation. The solution of Eq. 2.51 or Eq. 2.52 can be found in appendix B.

In FESh++, during the initialization, the results at all nodes with DOF φ are stored in

std::map<const FEShNode*, FEShVect3D> FEShDiscontinuity::aMapNodeIntProjCoor, which

is �lled by FEShDiscontinuity::computePhiInitialValue(). Note that if the foot of perpendic-

ular falls outside of all the inversely connected elements, the element node on the newly built

one-dimension-reduced mesh, which is closest to the slave point, is taken as the closest point

to the slave point.

An example, that a circle-shaped discontinuity resides in the center of an unit square domain,

is presented here. The radius of the circle is
√

2
6 . Fig. 2.7 shows the mesh used to calculate
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Figure 2.7 � The mesh used to calculate the shortest signed distance to the circle discontinuity
by the CPP method.

(a) by CPP

0 0.5 1
0

0.2

0.4

0.6

0.8

1

-0.235

0.119

0.472

(b) analytical solution

Figure 2.8 � The shortest signed distance to the circle discontinuity.

the shortest signed distance to the circle discontinuity by the CPP method. Fig. 2.8a presents

the result obtained by CPP method, which has a great agreement with the analytical solution

as shown in Fig. 2.8b. The maximum relative error at element nodes is 0.35%.

Initialization of level set function through the CPP method mainly has the following two

advantages.

� The discontinuity is not required to be described by a mathematical equation;

� The treatment is in the same manner no matter the dimensionality and no matter for

straight lines or curves.
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In FESh++, in the later steps after the initialization of φ, FEShDiscontinuity::aMapNodeIntProjCoor,

which only contains results at the nodes belonging to the cut elements, is �lled in FEShDis-

continuity::�ndNodeIntProjection(), following FEShDiscontinuity::�ndElementIntersection().

The algorithm to �nd out the foot of perpendicular from the nodes with DOF φ and also

belonging to the cut elements to the discontinuity can be summarized as,

1. FEShBool lFound = false;

2. Loop over all the inversely connected elements (including elements on the periphery) of current node

until lFound = true;

a) Check up on the number of intersection points between current element and the discontinuity;

b) If number of intersections == 1;

i. lFound = true

ii. Check if the intersection just happens on the node under evaluation;

iii. If yes, the node under evaluation sits on the discontinuity;

iv. If no, loop over all the elements containing this intersection, then only work on the element

containing two intersections, calculate the distance from the node under evaluation to the

segment built up by the two intersections through the package geometry
1. Note that the foot

of perpendicular can be outside of the segment;

c) If number of intersections == 2, all the inversely connected elements with two intersections are

examined. On each element, the distance from the node under evaluation to the segment built up

by the two intersections is calculated through geometry. The foot of perpendicular can be outside

of the segment. The shortest one is chosen and lFound = true;

d) More than 2 intersections in one element is regarded as error.

2.3.3 Normal speed spreading

For the moving discontinuity, its motion is accounted for by the transport of level set function.

The transport equation to update level set function reads [13]

∂φ

∂t
+ ~v · ∇φ = 0 (2.53)

where ~v denotes the external velocity �eld to advect φ. There are two situations according to

how to de�ne the external velocity �eld ~v. In some problems, like two-phase �ow, the interface

moves along with the �uid �eld, then the �uid's velocity �eld can be directly used as ~v in Eq.

2.53. In that case, however, because the �uid particles in each phase may not move in the

same pace with those at the interface ΓI , φ would lose the property of being distance function

quickly, therefore it requires reinitialization after each or a couple of time steps. In some other

problems, like Stefan problem, the motion of the discontinuity doesn't adhere to the �uid

�eld, which implies that the �uids' velocity �eld cannot be used to advect φ. Actually, in both

situations, the external velocity �eld ~v can be constructed completely based on the interface

velocity, such that the motion of φ everywhere can keep in step with that at the interface.
1http://www.softsurfer.com
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Eq. 2.53 is often written in the following form:

∂φ

∂t
+ F ‖ ∇φ ‖= 0 (2.54)

where F = ~v · ∇φ‖∇φ‖ is the normal speed �eld. Then, the problem turns into construction of F

by spreading the interface normal speed VI on the whole domain. The construction of F can

be governed by [4]

sign(φ)∇F · ∇φ = 0 (2.55)

with the input boundary condition:

F = VI on ΓI (2.56)

As indicated by Eq. 2.55, F is constructed to be orthogonal to φ, which minimizes the

deviation of φ from the distance function [4]. Eq. 2.55 can be solved by �nite element method

with stabilization technique based on the identical mesh with level set function.

Since the discontinuity is not required to be aligned with the element edge, the imposition of

boundary condition (Eq. 2.56) at the interface is not straightforward. For simplicity, Eq. 2.56

is applied directly to the nodes whose element is cut by ΓI . In addition, when the discontinuity

is open (not closed), it requires to apply Eq. 2.56 on the external boundary nodes satisfying

the following condition to make the problem well-posed [4]:

(sign(φ)∇φ) · ~n < 0 (2.57)

where ~n is the outward normal unit of the periphery of the domain.

The procedure to �nd out the boundary nodes and also their F value for the normal speed

spreading in FESh++ is summarized below,

1. Loop over all the peripheral nodes to �nd out those satisfying Eq 2.57, i.e. the nodes denoted

by empty red circle in Fig. 2.9. Store them in a container std::vector<const FEShNode*>

lBdyNodeF ;

2. Loop over all the nodes belonging to the cut elements, i.e. the nodes denoted by black-�lled circle

in Fig. 2.9, but not including those in step 1, to �nd out the projection point on the discontinuity

and normal speed at that location. If the projection point is outside of the computational

domain, the corresponding node is stored in the container lBdyNodeF ;

3. The leading nodes, marked by black-�lled circle and red empty circle simultaneously in Fig. 2.9,

are selected out. On each leading node, loop over the inversely connected element (only on the

periphery) of current leading node to �nd out the element containing location φ = 0. Evaluate

the normal speed at the location φ = 0 and assign the result to the leading node, and also to

the remaining nodes (on the periphery, marked by red empty circle);

4. On some internal nodes which are also stored in lBdyNodeF at step 2, the value on the leading

node is applied.

39



Discontinuity
Discretized discontinuity
Cut elements

Input boundary
Perpendicular

Figure 2.9 � Evaluation of boundary condition and identi�cation of boundary nodes for the
normal speed spreading based on the mesh made up of bi-linear quadrangular elements.

2.4 Extended �nite element method

2.4.1 Approximation function

In contrast to the continuum-based �nite element method (FEM), the extended �nite element

method (XFEM) exists to handle the discontinuity problem by enriching the approximation

function locally. The XFEM approximation of a variable u(~x, t) with one discontinuity can be

written as [8]

uh(~x, t) =
∑
i∈N

Ni(~x)ui(t)︸ ︷︷ ︸
strd. FEM approx.

+
∑
i∈Ne

Mi(~x, t)ai(t)︸ ︷︷ ︸
enrichment

(2.58)

where uh denotes the approximated value, Ni is the FEM shape function of node i, ui is the

unknown quantity at node i, Mi is the local enrichment function, ai is the additional degree

of freedom, N is the set of total nodes and Ne is the collection of enriched nodes. As shown

in Fig.2.10, only the nodes belonging to the cut elements are enriched. The local enrichment

Discontinuity

Enriched node in strd. XFEM

Cut elementOrdinary element Ordinary element

Blending element Blending element
~nΓ

Figure 2.10 � One-dimensional mesh with discontinuity.
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function can be further expanded as [8]

Mi(~x, t) = Ni(~x)ψi(~x, t) (2.59)

where Ni is also the FEM shape function but it is not necessary to take the same one with that

in Eq.2.58, ψi is the global enrichment function of node i, which determines the discontinuity

type of the approximation space. As shown in Fig. 2.11, the function that itself has a jump at

x

u

discontinuity
location

strong

x

u

discontinuity
location

weak

Figure 2.11 � Two types of discontinuity: strong and weak (or kink).

the interface is of strong discontinuity, while the function only whose gradient has a jump is of

weak discontinuity. In general, the discontinuity type of a physical quantity is known a prior.

Then it requires to choose proper enrichment function to build up the matched approximation

space.

For strong discontinuity, the enrichment function usually adopts the sign-enrichment scheme

(or Heaviside-enrichment scheme, almost no di�erence in between), which reads [8]

ψi(~x, t) = sign(φ(~x, t))− sign(φi(t)) (2.60)

where φ is the level set function. Fig. 2.12 presents the corresponding local enrichment

functions in the cut element. Note that the local enrichment functions in sign-enrichment

scheme vanish in the blending elements.

node 1 node 2

M1

M2

Figure 2.12 � Local enrichment functions of sign-enrichment scheme in the one-dimensional
cut element.

For weak discontinuity, the abs-enrichment scheme below is usually employed [8]:

ψi(~x, t) = |φ(~x, t)| − |φi(t)| (2.61)

As shown in Fig. 2.13, Eq. 2.61, often referred to as standard abs-enrichment scheme, can

build an approximation space with an kink at the discontinuity location. However, due to the

fact that the blending elements are only partially enriched, the property of partition of unity

in the blending elements is no longer guaranteed, which is usually referred as blending element
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Figure 2.13 � Application of abs-enrichment scheme in cut and blending elements.

problem [5]. In the literature, there have been several remedies to overcome this problem. One

of them is to use the following so-called modi�ed abs-enrichment scheme [12]:

ψ(~x, t) = Nj(~x)|φj(t)| − |Nj(~x)φj(t)| (2.62)

where Einstein notation is applicable and the subscript j indicates the nodes that belong to the

element containing point ~x. As shown in Fig. 2.14, compared to the standard abs-enrichment

1 2

φ

|φ|
Ni

Nj |φj |
ψ

M1

M2

Figure 2.14 � Application of the modi�ed abs-enrichment scheme in cut and blending elements.

scheme, the modi�ed scheme has changed the global enrichment function dramatically such

that the local enrichment functions in the blending elements disappear completely. Another

solution of the blending element problem is to multiply the standard scheme by a ramping

function R [7], as shown below:

ψj(~x, t) = (|φ(~x, t)| − |φj(t)|)R = (|φ(~x, t)| − |φj(t)|)
∑
i∈Ne

Ni(~x) (2.63)
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where j ∈ Ne,expanded, which is augmented Ne and includes all the nodes belonging to either

cut elements or blending elements. Eq. 2.63 is often referred to as corrected abs-enrichment

scheme. As shown in Fig. 2.15, the ramping function R only functions in the blending

elements. The approximation space in the cut element is identical to that in the standard abs-

enrichment scheme. In [3], the modi�ed and corrected abs-enrichment schemes are compared

1 2 3 4

φ

|φ|
R
ψ1

ψ2

ψ3

ψ4

M1

M2

M3

M4

Figure 2.15 � Application of the corrected abs-enrichment scheme in cut and blending elements.

in terms of the convergence rate. It concludes that the modi�ed scheme can yield subopti-

mal convergence rate while the corrected scheme can yield close-to-optimal convergence rate.

Another way to deal with the weak discontinuity without blending element problem is to em-

ploy the sign-enrichment scheme, but it requires to enforce the continuity constraint at the

interface.

2.4.2 Numerical integration

In the context of FEM, performing weak formulation and discretization on the governing

equation would generate the following system in integral form:∑
e

∫
Ωe
f (~x) d~x = 0 (2.64)

Since the analytical integration of Eq. 2.64 is not always e�cient or not even feasible, the

standard practice is to do the mapping from the real element to the reference element �rst and

then perform numerical integration in the reference element. This procedure can be described

by the following equations:

∑
e

∫
Ωe
f (~x) d~x =

∑
e

∫
Ωe
f
(
~ξ
)
|J |d~ξ =

∑
e

(∑
i

f
(
~ξi

)
|J |Wi

)e
(2.65)
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where |J | denotes the determinant of Jacobian matrix J of the geometrical transformation; ξi
indicates the location of the integration point i in the reference element; Wi is the weight at

point i. In general, the numerical integration requires the integrand f to be smooth. But the

real situation is that the solution space of XFEM in the cut elements is always not smooth.

In order to make the integration algorithm still applicable in the cut elements, these elements

must be split into pieces such that in each piece the integrand is smooth. After element

splitting, each newly generated sub-element can be handled as the normal element in FEM.

Then according to the mapping relationship, integration points for the original element and

the corresponding weights can be obtained. For the cut element, numerical integration can be

expressed as: ∫
Ωe
f (~x) d~x

=

∫
Ωe
f
(
~ξ
)
|J |d~ξ

=
∑
esub

∫
Ωesub

f
(
~ξ
)
|J |d~ξ

=
∑
esub

∫
Ωesub

f
(
~ξ2nd

)
|J ||J2nd|d~ξ2nd

=
∑
esub

∑
j

f
(
~ξ2nd
j

)
|J ||J2nd|W 2nd

j

esub

=
∑
i

f
(
~ξi

)
|J |Wi

(2.66)

where the quantities with superscript 2nd represent quantities related to the second mapping.

In FESh++, the class named FEShIntgGroupEnr is derived from the class FEShIntgGroup

to contain both standard integration algorithm and also that designed for the cut elements.

Once the element is identi�ed as cut element, FEShIntgEnr::generateIntg() is invoked to split

the element into triangles with the aid of the package Triangle2. The procedure to obtain

the integration points and corresponding weights in the cut element can be illustrated with

Fig. 2.16. Suppose that one quadrangular element (9-node, Q2) with connectivities {54, 58,

59, 55, 99, 101, 102, 87, 103}, as shown in Fig. 2.16a, is intersected with the discontinuity at

two locations (4,0.5) and (3,2). In its reference element, a sub-mesh consisting of 4 triangular

elements and 6 element nodes can be obtained, as shown in Fig. 2.16b and Fig. 2.16c.

Based on the 3-point integration scheme for triangle presented in Fig. 2.16d, the integration

points (denoted by × in Fig. 2.16c) and corresponding weights obtained through Eq. 2.66

are ~ξ1(−3
4 ,−

1
3), ~ξ2(0, 2

3), ~ξ3(−3
4 ,

2
3), ~ξ4(1

3 ,
5
12), ~ξ5(− 5

12 ,−
7
12), ~ξ6( 7

12 ,−
1
3), ~ξ7(2

3 ,−
11
12), ~ξ8(2

3 ,−
2
3),

~ξ9(−1
3 ,−

11
12), ~ξ10(−11

12 , 0), ~ξ11(11
12 ,

3
4), ~ξ12(2

3 ,
3
4), W1 = 1

2 ; W2 = 1
2 ; W3 = 1

2 ; W4 = 13
24 ; W5 = 13

24 ;

W6 = 13
24 ; W7 = 1

6 ; W8 = 1
6 ; W9 = 1

6 ; W10 = 1
8 ; W11 = 1

8 ; W12 = 1
8 .

2https://www.cs.cmu.edu/~quake/triangle.html
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(c) Newly generated elements in the reference
element of the �rst mapping through Triangle
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(d) The reference element with 3 integration
points for the second mapping

Figure 2.16 � Triangulation of one sample cut element as well as identi�cation of integration
points and weights.
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Chapter 3

Finite element analysis of mass

transport in a binary miscible solution

of variable density

Résumé

Dans ce travail, un modèle bidimensionnel, basée sur la méthode des éléments �nis et couplant

les équations de Navier-Stokes et un problème de convection-di�usion, est développé pour

étudier le transport de masse dans une solution composée de deux �uides immiscibles ou dans

des solutions possédant des densités distinctes. Les non-linéarités sont induites par le terme

convectif des équations de Navier-Stokes et la variation de la densité en fonction de la fraction

massique. Les formes conservative et non-conservative de l'équation de convection-di�usion

sont comparées en termes de la conservation de la masse. La méthode de substitution et

l'algorithme de Newton-Raphson sont utilisés pour linéariser les systèmes d'équations et leurs

performances sont comparées. Les simulations portent sur le problème dit � the lock exchange

problem �.

Abstract

The subject concerned with in the present work is the mass transport phenomenon that hap-

pens in the solution made of two miscible �uids or solutions possessing distinct densities.

The mass transport process is governed by two mechanisms, i.e. the relative motion in be-

tween species and the convection along with the �ow of the mixture. In the present work, a

two-dimensional �nite element model is established to describe this process numerically. To

this end, two sets of equations, including the incompressible Navier-Stokes equations and the

transient convection-di�usion equation, are employed and coupled. The former governs the

global mixture �ow, while the latter accounts for the motion of one species, in which the
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mass fraction of the denser species is taken as the unknown (mass-fraction-based). In variable

density case, the conservative and non-conservative forms of the convection-di�usion equation

are compared in terms of mass conservation. In addition, the coupling between these two

sets of equations is ful�lled by two algorithms, corresponding to weak and strong couplings,

respectively. Non-linearity arises from the convection term in Navier-Stokes equations and the

density's dependency on the mass fraction. The linearisation methods such as substitution

method and Newton-Raphson method are adopted and compared in terms of robustness and

e�ciency. All the related calculations are based on the lock exchange problem.

Keywords: �nite element method, density driven, lock exchange, mass transport, binary

miscible solution

3.1 Introduction

Mass transport mechanism for the bi-component system is fundamental to help us to get deep

insight into a lot of natural phenomena, such as salinity driven ocean circulation, seawater

intrusion into the coastal freshwater aquifer, transport of contaminants in groundwater, sedi-

ment �ow in the lakes or rivers, and so on, as well as other engineering problems or scienti�c

concerns, for example binary alloy casting, strati�ed �ow, etc. All these phenomena and

problems really matter either to environmental health or to industrial production. Due to

the signi�cance of this subject, it was widely studied by experimental and theoretical analysis

[23, 20, 19]. Based on those achievements and with the development of computers, numeri-

cal simulations on this subject have got more attentions. In the literature, several types of

mathematical models exist to describe mass transport that happens in a binary solution.

Problems, like seawater intrusion, solute transport in groundwater or oil recovery, are usually

modelled as �ow and transport in porous medium [9, 22, 15]. The porous media �ow is

usually characterised by Darcy's law, which can be regarded as the average version of Stokes

equation [24]. Then, the mathematical model normally comprises Darcy's equation, continuity

equation and solute transport equation. The coupling between �ow �eld and solute transport is

usually two-way. In speci�c applications, except for Darcy's equation, the continuity equation

and solute transport equation may take di�erent forms. For the continuity equation, as the

density is variable rather than constant, the complete form applicable to the compressible case

was used in some published works [9, 15], while some others still used the incompressibility

constraint [22]. For the solute transport within this context, it mainly has three forms: i) the

conservative mass-fraction-based convection-di�usion equation [9, 13], ii) the non-conservative

mass-fraction-based convection-di�usion equation [15], and iii) the general convection-di�usion

equation [22]. The �rst two types are non-linear while the third one is linear.

Excluding situations in porous media, the Navier-Stokes (NS) equations are usually adopted

to account for the �uid dynamics. Then, the mathematical model might be constructed by
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combining continuity equation, NS equations and solute transport equation. When the solute

concentration variation impacts the solution density weakly, Boussinesq approximation is often

utilized for simpli�cation [25, 12, 26]. Under the assumption of Boussinesq approximation,

since the density keeps constant except in the gravity term, the linear general convection-

di�usion equation can be used for solute transport.

Without losing generality, the present work is more interested in the models without Boussi-

nesq approximation. The mass transport in the binary solution can also be regarded as mixing

of two �uids. In the published works, the studies on two �uids mixing are mainly based upon

three con�gurations, i.e. the lock exchange �ow [11, 3], the Rayleigh-Taylor instability �ow [14]

and the displacement �ow driven by pressure [17, 16, 18]. Even though from the perspective

of physics, all these works were dedicated to model two �uids mixing, the underlying math-

ematical models are slightly di�erent. The di�erence mainly resides in the solute transport

model. In works like [5, 6], the incompressible NS equations (including the incompressibility

constraint) were used to describe the hydrodynamics, while the full continuity equation of the

mixture accounts for the solute transport. Density of the mixture is also taken as a primitive

variable besides the velocity and pressure. This model is only applicable to immiscible �uids,

because only convection process is taken into account for solute transport. It's equivalent to

the two-phase �ow model to some extent, but the interface is not captured or tracked. In

[3], a di�usion term is added arti�cially to avoid the development of discontinuities at the

interface, but without rigorous derivation. In some other works [17, 16, 18, 7], the linear

general convection-di�usion equation or pure convection equation taking the volume fraction

as the unknown was employed to govern the solute transport. Rigorously speaking, for vari-

able density �ows, the volume fraction should not be taken as the concentration unknown, as

the velocity �eld in NS equations is mass-averaged not volume-averaged [21]. Therefore, the

mass-fraction-based solute transport equation is of more rigorous form in mathematics, but

which is more often seen in the context of porous �ow [10].

During the process of mixing two �uids, the mass transport is governed by two mechanisms.

One is the relative motion in between species (di�usion process), while the other one is the

convection along with the mixture �ow (convection process). The present work takes both

processes into account, which implies that the two �uids are miscible. The aim of the present

work is to build a model by coupling the incompressible NS equations with the mass-fraction-

based solute transport equation. The consistency (all quantities are mass-averaged) and com-

pleteness are demonstrated. Within the demonstration, the assertion that volume-preserving

mixing with variable density locally doesn't change the incompressibility property of the so-

lution is made. In addition, the coupling between hydrodynamics and solute transport is

ful�lled by two algorithms, corresponding to weak and strong couplings, respectively. In the

case of weak coupling, the hydrodynamic and solute transport problems are solved separately

until both converge. The term "separately" refers to the fact that one problem is solved while
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assuming all unknowns of the other one constant. In the case of strong coupling, these two

problems are solved simultaneously and only one system of algebraic equations is generated.

In both cases, the generated system is of non-linearity. This non-linearity mainly stems from

two parts, i.e. the convection term in momentum equation and the density's dependency on

solute concentration. For linearisation, substitution method and Newton-Raphson method are

respectively adopted and also compared in terms of robustness and e�ciency.

This paper is organized as follows. Section 3.2 is dedicated to elaborate the mathematical

model. The numerical discretization by the �nite element method (FEM) in both weak and

strong coupling cases as well as linearisation by substitution method and Newton-Raphson

method are presented in section 3.3. In section 3.4, the pure hydrodynamic and pure so-

lute transport sub-models in the case of constant density are �rst veri�ed by the Poiseuille

�ow between parallel plates and mixing of two parallel streams with di�erent concentrations,

respectively. Then, for the coupled case, calculations are conducted on the lock exchange

problem. Two scenarios di�ering in the density contrast between the two species are worked

with. Finally, section 3.5 concludes this study with a summary and outlook.

3.2 Mathematical models

The bi-component system concerned with in the present work refers to the mixture of two

miscible �uids or solutions possessing distinct densities, as shown in Fig. 3.1. This system

ρ1 ρ2 ~g

Figure 3.1 � Initial state of two �uids mixing under the lock exchange con�guration con�ned
within a rectangular cavity Ω; ρ1 6= ρ2; ~g denotes the gravitational acceleration.

can be analysed from di�erent perspectives. Firstly, the mixture can be taken as a whole

with variable density. In the Lagrangian description, a mass-closed �uid parcel is de�ned and

traced. If the volume is assumed to be conserved during mixing, the density of the �uid parcel

should always keep constant. According to the de�nition of incompressibility [1], it implies

the mixing doesn't change the fact that the �uid is incompressible. Then, the mass and

momentum conservation laws based on the mixture in the mixed formulation with primitive

variables velocity ~u(~x, t), pressure p(~x, t)) and density ρ(~x, t) can be written as

∂ρ

∂t
+ ~u · ∇ρ = 0 (3.1a)

∇ · ~u = 0 (3.1b)

ρ
∂~u

∂t
+ ρ (~u · ∇) ~u−∇ ·

(
2µD

)
+∇p− ρ~g = 0 (3.1c)
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where µ is the dynamic viscosity and D = 1
2

(
∇~u+∇~uT

)
is the shear rate tensor. Eq. 3.1a

and Eq. 3.1b are obtained by splitting the continuity equation, and the latter is often referred

to as incompressibility constraint.

Secondly, from the perspective of each individual species, the mass conservation law also holds.

If no chemical reaction is involved, the continuity equation on each species reads

∂ρ̂i
∂t

+∇ · (ρ̂i~ui) = 0 (3.2)

where ρ̂i denotes mass concentration of species i in the mixture and ~ui is the velocity of species

i. The sum of Eq. 3.2 over species i would lead to the continuity equation of the mixture. It

implies the following two identities:

ρ ≡
∑
i

ρ̂i (3.3a)

~u ≡ 1

ρ

∑
i

ρ̂i~ui (3.3b)

Eq. 3.3 reveals the de�nitions of density and velocity for multi-component solution. Eq. 3.3b

means that the velocity ~u is mass-averaged.

In Eq. 3.2, ρ̂i~ui represents the absolute mass �ux of species i with respect to the �xed reference

frame. The absolute mass �ux can be divided into two portions: i) the �ux relative to the

mixture �ow and ii) the �ux that is keeping pace with the mixture �ow. Therefore, it can be

written as

ρ̂i~ui = ρ̂i(~ui − ~u) + ρ̂i~u (3.4)

The �rst term on the right hand side of Eq. 3.4 indicating the relative mass �ux is often

approximated by the Fick's law of di�usion in the binary solution, which reads [21]

ρ̂i(~ui − ~u) = −ρD∇ωi (3.5)

where D is the di�usion coe�cient, it can be either isotropic or orthotropic; ωi is the mass

fraction of species i, de�ned as ωi = ρ̂i
ρ . Introducing Eq. 3.5 and Eq. 3.4 into Eq. 3.2, one

obtains
∂ρωi
∂t

+ ~u · ∇(ρωi) +∇ · (−ρD∇ωi) = 0 (3.6)

To get Eq. 3.6, the incompressibility constraint (Eq. 3.1b) has been applied. It's easy to prove

that the summation of Eq. 3.6 over all the species would produce Eq. 3.1a, as the identity∑
i ωi = 1 always holds. Mathematically, Eq. 3.6 is a stronger form relative to Eq. 3.1a, due

to the fact that the former is a su�cient but not necessary condition of the latter. Therefore,

Eq. 3.1a should be substituted by Eq. 3.6 without losing any accuracy and completeness.

Since
∑

i ωi = 1, only one species transport equation is su�cient to describe the variation of

the solution composition for a binary system. Dropping the subscript i in Eq. 3.6, one obtains

∂ρω

∂t
+ ~u · ∇(ρω) +∇ · (−ρD∇ω) = 0 (3.7)
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where ω is usually the mass fraction of the denser species. ω is also be referred to as salinity

in the following parts. Eq. 3.7 is in the conservative form, which can be further reduced into

the following non-conservative form by utilizing Eq. 3.1a:

ρ
∂ω

∂t
+ ~u · ρ∇ω +∇ · (−ρD∇ω) = 0 (3.8)

Finally, the system is closed by the following equation of state [13]:

ρ =
ρ1ρ2

ρ1 + (ρ2 − ρ1)ω
(3.9)

where ρ1 and ρ2 denote the density of the species at pure state. Eq. 3.9 holds in the case

that there is no volume change upon mixing. In some practical applications, the relationship

between mixture density ρ and mass fraction ω can be obtained through experiments.

In summary, the governing equations to describe the mass transport, that occurs in the binary

solution with variable density, consist of Eq. 3.1b, Eq. 3.1c, any one of Eq. 3.7 and Eq. 3.8,

and Eq. 3.9. To make a well-posed problem, all or part of the following initial and boundary

conditions are also required to be provided:

~u = ~u0, ω = ω0 ; ~x ∈ Ω , t = 0 (3.10a)

~u = ~uD, ω = ωD ; ~x ∈ ΓD, t ∈ (0,∞) (3.10b)

(−pI + 2µD) · ~n = ~tN , −ρD∇ω · ~n = qω,n; ~x ∈ ΓN , t ∈ (0,∞) (3.10c)

where ΓD and ΓN represent the Dirichlet boundaries and Neumann boundaries, respectively.

All the quantities on the right hand side of Eq. 3.10 are given value.

Remarks The species transport model established based on Eq. 3.7 or Eq. 3.8 is also

applicable to the case governed by the general convection-di�usion equation in which the

density is assumed to be constant and the molar concentration (mol/l or mol/m3) is the

unknown. The only modi�cation in application is to assign unity to ρ, while ω is used to

represent the molar concentration.
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3.3 Finite element analysis

3.3.1 Weak formulation and time discretization

The respective weak formulations of Eq. 3.1c, Eq. 3.1b, Eq. 3.7 and Eq. 3.8 give

W~u =

∫
Ω
δ~u · ρ∂~u

∂t
dΩ +

∫
Ω
δ~u · ρ (~u · ∇) ~udΩ +

∫
Ω
D(δ~u) : 2µD(~u)dΩ

−
∫

Ω
∇ · δ~u pdΩ−

∫
Ω
δ~u · ρ~gdΩ−

∫
ΓN

δ~u · ~tNdΓ = 0 (3.11a)

Wp =

∫
Ω
−δp∇ · ~udΩ = 0 (3.11b)

W consv
ω =

∫
Ω
δω(ωρ′ + ρ)

∂ω

∂t
dΩ +

∫
Ω
δω~u · (ωρ′ + ρ)∇ωdΩ

+

∫
Ω
∇δω · ρD∇ωdΩ +

∫
ΓN

δωqω,ndΓ = 0 (3.11c)

Wω =

∫
Ω
δωρ

∂ω

∂t
dΩ +

∫
Ω
δω~u · ρ∇ωdΩ +

∫
Ω
∇δω · ρD∇ωdΩ

+

∫
ΓN

δωqω,ndΓ = 0 (3.11d)

where δ~u, δp, and δω are the test functions and ρ′ is the density's �rst derivative with respect

to the mass fraction ω. After the backward Euler method applied for time discretization, Eq.

3.11a, Eq. 3.11c and Eq. 3.11d turn into

W~u =

∫
Ω
δ~u · ρ 1

∆t
(~u− ~ut−∆t)dΩ +

∫
Ω
δ~u · ρ (~u · ∇) ~udΩ +

∫
Ω
D(δ~u) : 2µD(~u)dΩ

−
∫

Ω
∇ · δ~u pdΩ−

∫
Ω
δ~u · ρ~gdΩ−

∫
ΓN

δ~u · ~tNdΓ = 0 (3.12a)

W consv
ω =

∫
Ω
δω(ωρ′ + ρ)

1

∆t
(ω − ωt−∆t)ωdΩ +

∫
Ω
δω~u · (ωρ′ + ρ)∇ωdΩ

+

∫
Ω
∇δω · ρD∇ωdΩ +

∫
ΓN

δωqω,ndΓ = 0 (3.12b)

Wω =

∫
Ω
δωρ

1

∆t
(ω − ωt−∆t)dΩ +

∫
Ω
δω~u · ρ∇ωdΩ +

∫
Ω
∇δω · ρD∇ωdΩ

+

∫
ΓN

δωqω,ndΓ = 0 (3.12c)

where ∆t is the time step size and the superscript t−∆t denotes the previous time step. After

time discretization, variables without superscript t−∆t carry values of current time step by

default.

3.3.2 Approximations in space

The Navier-Stokes equation in the mixed formulation would always result in an inde�nite

matrix system. It's known as saddle point problem. It requires that the �nite elements for
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velocity and pressure must be well matched to ful�ll the inf-sup condition (LBB condition)

[4]. One quali�ed element type and commonly used is Q2Q1 element as shown in Fig. 3.2.

Under this con�guration, the velocity ~u is approximated by bi-quadratic polynomials, while the

pressure p is approximated by bi-linear polynomials. Just like the pressure, the approximation

of mass fraction ω is also bi-linear.

Figure 3.2 � Q2Q1 element; velocity DOFs reside on solid round nodes, while pressure and
mass fraction DOFs on the empty squared nodes.

For a given element, unknowns are approximated in the matrix form as follows:

~u = [N̄ ]{u} (3.13a)

p = 〈N〉{p} (3.13b)

ω = 〈N〉{ω} (3.13c)

where

[N ] =

[
N̄1 0 N̄2 0 · · · N̄9 0

0 N̄1 0 N̄2 · · · 0 N̄9

]
(3.14a)

〈N〉 = 〈 N1 N2 N3 N4 〉 (3.14b)

{u} = 〈 u1 v1 u2 v2 · · · u9 v9 〉T (3.14c)

{p} = 〈 p1 p2 p3 p4 〉T (3.14d)

{ω} = 〈 ω1 ω2 ω3 ω4 〉T (3.14e)

3.3.3 Fully-discrete system

At the stage of linerization and spatial discretization, NS equations (including the incompress-

ibility constraint) and the solute transport equation are regarded as independent in the case

of weak coupling, which means, for example, the density in the momentum equation is not

taken as a function of solute concentration for the time being. Then, two systems of algebraic

equations would be generated, as shown by Eq. 3.15 in matrix form. But in the case of strong

coupling, the hydrodynamics and solute transport are treated as a whole. Then, it only yields

one system of algebraic equations, as shown by Eq. 3.16. Please note that in Eq. 3.15 and

Eq. 3.16, terms with the superscript consv only exist for the situation when the conservative

form of the species transport equation (Eq. 3.7) is used; sub-matrices with the subscript t are

only generated by Newton-Raphson method; dropping the terms with the superscript consv
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or with the subscript t, one can obtain the system generated by dealing with NS equations and

the species transport equation in non-conservative form (Eq. 3.8) through the substitution

method. {
R~u

Rp

}
+

[
K~u~u + K̃t,~u~u K~up

KT
~up 0

]{
∆u

∆p

}
= 0 (3.15a){

Rω +Rconsvω

}
+
[
Kωω + K̃t,ωω +Kconsv

ωω + K̃consv
t,ωω

]{
∆ω
}

= 0 (3.15b)


R~u

Rp

Rω +Rconsvω

+

 K~u~u + K̃t,~u~u K~up K̃t,~uω

KT
~up 0 0

K̃t,ω~u + K̃consv
t,ω~u 0 Kωω + K̃t,ωω +Kconsv

ωω + K̃consv
t,ωω




∆u

∆p

∆ω

 = 0 (3.16)

where

R~u =
∑
e

∫
Ωe

[
N̄
]T
ρ
[
N̄
] {u}i−1 − {u}t−∆t

∆t
+
(
ρi−1[C]i−1 +

[
B̌
]T

2µ
[
B̌
] )
{u}i−1

− {B}〈N〉{p}i−1 − [N̄ ]Tρi−1{g}dΩ−
∑
e

∫
Γe
N

[
N̄
]T {tN}dΓ

(3.17a)

Rp =
∑
e

∫
Ωe

−{N}〈B〉{u}i−1dΩ (3.17b)

Rω =
∑
e

∫
Ωe

{N}ρ〈N〉{ω}
i−1 − {ω}t−∆t

∆t
+ {N}〈u〉[N̄ ]Tρi−1[B]{ω}i−1

+ [B]Tρi−1D[B]{ω}i−1dΩ +
∑
e

∫
Γe
N

{N}qi−1
ω,ndΓ

(3.17c)

Rconsvω =
∑
e

∫
Ωe

{N}〈N〉{ω}i−1(ρ′)i−1〈N〉{ω}
i−1 − {ω}t−∆t

∆t

+ {N}〈u〉[N̄ ]T〈N〉{ω}i−1(ρ′)i−1[B]{ω}i−1dΩ

(3.17d)

K~u~u =
∑
e

∫
Ωe

[N̄ ]T
1

∆t
ρi−1[N̄ ] + ρi−1[C]i−1 + [B̌]T2µ[B̌]dΩ (3.17e)

K̃t,~u~u =
∑
e

∫
Ωe

[N̄ ]Tρi−1
(

[N̄ ]x{u}i−1〈N̄10〉+ [N̄ ]y{u}i−1〈N̄01〉
)
dΩ (3.17f)

K~up =
∑
e

∫
Ωe

−{B}〈N〉dΩ (3.17g)

K̃t,~uω =
∑
e

∫
Ωe

[N̄ ]T(ρ′)i−1

(
[N̄ ]
{u}i−1 − {u}t−∆t

∆t
− {g}

)
〈N〉+ (ρ′)i−1[C]i−1{u}i−1〈N〉dΩ (3.17h)

Kωω =
∑
e

∫
Ωe

{N}ρi−1 1

∆t
〈N〉+ {N}〈u〉i−1[N̄ ]Tρi−1[B] + [B]Tρi−1D[B]dΩ (3.17i)

K̃t,ωω =
∑
e

∫
Ωe

{N}(ρ′)i−1〈N〉{ω}
i−1 − {ω}t−∆t

∆t
〈N〉

+ {N}〈u〉i−1[N̄ ]T(ρ′)i−1[B]{ω}i−1〈N〉+ [B]T(ρ′)i−1D[B]{ω}i−1〈N〉dΩ

(3.17j)
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Kconsv
ωω =

∑
e

∫
Ωe

{N}
(
〈N〉{ω}i−1(ρ′)i−1 1

∆t
〈N〉+ 〈u〉i−1[N̄ ]T〈N〉{ω}i−1(ρ′)i−1[B]

)
dΩ (3.17k)

K̃consv
t,ωω =

∑
e

∫
Ωe

{N}
(

(ρ′)i−1 + 〈N〉{ω}i−1(ρ′′)i−1
)
〈N〉{ω}

i−1 − {ω}t−∆t

∆t
〈N〉

+ {N}〈u〉i−1[N̄ ]T
(

(ρ′)i−1 + 〈N〉{ω}i−1(ρ′′)i−1
)

[B]{ω}i−1〈N〉dΩ

(3.17l)

K̃t,ω~u =
∑
e

∫
Ωe

{N}ρi−1〈ω〉i−1[B]T[N̄ ]dΩ (3.17m)

K̃consv
t,ω~u =

∑
e

∫
Ωe

{N}〈N〉{ω}i−1(ρ′)i−1〈ω〉i−1[B]T[N̄ ]dΩ (3.17n)[
B̌
]
is called strain rate operator:

[
B̌
]

=


N̄1,x 0 N̄2,x 0 · · · N̄9,x 0

0 N̄1,y 0 N̄2,y · · · 0 N̄9,y

1
2N̄1,y

1
2N̄1,x

1
2N̄2,y

1
2N̄2,x · · · 1

2N̄9,y
1
2N̄9,x

1
2N̄1,y

1
2N̄1,x

1
2N̄2,y

1
2N̄2,x · · · 1

2N̄9,y
1
2N̄9,x

 (3.18)

[B] is de�ned as gradient operator:

[B] = ∇〈N〉 (3.19)

〈B〉 can be named divergence operator:

〈B〉 = 〈N̄1,x N̄1,y N̄2,x N̄2,y · · · N̄9,x N̄9,y〉 (3.20)

〈N̄10〉 is de�ned as

〈N̄10〉 = 〈N̄1 0 N̄2 0 · · · N̄9 0〉 (3.21)

〈N̄01〉 is de�ned as

〈N̄01〉 = 〈0 N̄1 0 N̄2 · · · 0 N̄9〉 (3.22)

[C] is named convection operator:

[C]i−1 = [N̄ ]T
(

[N̄ ]{u}i−1
)T
{
∂x

∂y

}
[N̄ ] (3.23)

The superscript i− 1 denotes the previous iteration step and ρ′′ denotes the density's second

derivative with respect to the mass fraction ω.

3.4 Numerical tests

3.4.1 Poiseuille �ow between parallel plates

Poiseuille �ow between parallel plates is taken as benchmark to test the pure hydrodynamic

model. Poiseuille �ow is induced by the pressure drop ∆p between the inlet and outlet. As

shown in Fig. 3.3, a parabola-shaped velocity pro�le forms when no-slip boundary conditions
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x

y

inlet outlet

~u
h = 0.05m

L = 0.5m

Figure 3.3 � Schematic diagram of Poiseuille �ow.

are applied on the walls (y = ±h). The separation distance between plates is denoted by 2×h.
The analytical solution of axial velocity's magnitude u reads [8]

u = − ∆p

2µL
(h2 − y2) (3.24)

where |y| ≤ h and L denotes the distance that the pressure drop acts over. Fig. 3.4 presents

the velocity and pressure distributions obtained by numerical simulation as ρ = 1000kg/m3,

µ = 0.1Pa · s, ∆p = −6Pa. Fig. 3.5 displays the axial velocity magnitude at section x =

0.225m and the comparison with the analytical solution. It can be seen that the numerical

solution has good agreement with the analytical solution. The maximum relative error is

2.33%. The Reynolds number of the �ow ρumax2h/µ is approximately 150 which indicates the

�ow is laminar.

Figure 3.4 � Calculated velocity and pressure distributions after Poiseuille �ow well-developed.
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Figure 3.5 � The axial velocity magnitude at section x = 0.225m and comparison with the
analytical solution.
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3.4.2 Mixing of two parallel streams with di�erent concentrations

The species transport model with constant density is veri�ed by the mixing problem of two

parallel streams being of di�erent concentrations. As shown in Fig. 3.6, two streams with

x

y
c = c0

c = 0

c

uniform �ow

uniform �ow

Figure 3.6 � Schematic diagram of the mixing of two parallel streams with di�erent concen-
trations.

di�erent concentrations start to mix at x = 0m. The boundary conditions of concentration

(mol/m3) can be expressed as

c(x, y) =

{
0, x = 0, y ≤ 0

c0, x = 0, y > 0
(3.25)

The background �ow �eld is axial and uniform of magnitude u. The transport process is

governed by two mechanisms, i.e. longitudinal convection with �ow and lateral di�usion

caused by the concentration gradient. The analytical solution of concentration distribution

reads [2]

c(x, y) =
c0

2
erfc

(
y√

4Dyx/u

)
(3.26)

where erfc() is complementary error function and Dy is the lateral di�usivity. The numerical

simulation is conducted within a rectangular domain in size of 160× 40m2, with u = 0.1m/s,

Dy = 0.02m2/s, c0 = 0.1mol/m3. Fig. 3.7 presents the concentration distribution after it

reaches steady state, from which an obvious transitional zone can be seen. The simulation

results along two sections (x = 40.41m and x = 80.95m) are extracted to compare with the

analytical solution, as shown in Fig. 3.8. It can be seen that they have great agreement. The

maximum di�erence is about 1.1× 10−4mol/m3.

3.4.3 Lock exchange �ow

As shown in Fig. 3.1, two �uids of di�erent densities, initially still and separated by a vertical

"lock gate", are con�ned in a rectangular enclosure. Once the gate is taken away, due to the

imbalanced hydrostatic pressure caused by non-uniform density distribution, the heavier �uid

tends to start moving along the bottom while the lighter �uid �ows in the opposite direction
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Figure 3.7 � The concentration distribution after the model reaching steady state.
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Figure 3.8 � Calculated and analytical concentrations at sections x = 40.41m and x = 80.95m,
respectively.

along the top. Meanwhile, mutual penetration also takes place between the two �uids. The

mixing process will last for a while until it �nally restores to still state again. In the �nal

state, these two �uids are supposed to be completely mixed.

Numerical simulations of this mixing process are performed under two scenarios, which di�er

in the density contrast between the two �uids. In the �rst scenario, the density contrast

takes up 10% relative to the denser one as ρ1 = 10kg/m3, ρ2 = 9kg/m3. In the second

scenario, the density contrast takes up 0.5% just by increasing the density of the lighter

one as ρ2 = 9.95kg/m3. All the other parameters are identical for both scenarios, such as

µ = 0.01Pa · s, D = 0.02m2/s, g = −9.8m/s2, ∆t = 0.5s and the cavity is 2m × 1m in

size. No-slip conditions for velocities and zero-�ux condition for salinity are applied on all

solid walls. The pressure at right upper corner is set to be zero as a reference value. Initially,
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each �uid is supposed to take up exactly half of the container in space. After well mixed, the

theoretical mass fraction of denser �uid, i.e. ρ1

ρ1+ρ2
, can be easily calculated. This value is

0.526 in scenario one, 0.501 in scenario two.

Under each scenario, di�erent options in the aspects such as coupling degree, linearization

scheme, the form of the solute transport equation (conservative or non-conservative) are tested

in terms of accuracy and e�ciency. All the simulations last for 500 time steps, after which

the mixing in both scenarios is done. The mixing is considered to be done when it ful�lls the

criteria that the �ow speed reduces below the magnitude order 10−5m/s and the mass fraction

gets uniformly distributed under the precision with �ve decimal places. The convergence

criterion of the iterations is the relative error between two consecutive solutions less than

10−6 for each unknown variable. The evolution of the �ow pattern and mass fraction of the

denser �uid for the two scenarios are presented in Fig. 3.9 and Fig. 3.10, respectively. At

the very early stage of the mixing (t = 0.5s), the transitional belt of the mass fraction �eld

starts to incline due to the induced circulation in scenario one; however, the transitional zone

in scenario two almost keeps vertical due to the circulation formed in this case is weak and

the di�usion process is overwhelmingly dominated. From the outset, the induced circulation

will undergo a period of speeding up. Meanwhile, a S-shaped transitional zone, also discussed

in [22], will form (see t = 2s in Fig. 3.9 and t = 19s in Fig. 3.10). The circulation reaches the

highest speed 0.565m/s at t = 4.5s in scenario one, while 0.0975m/s at t = 19s in scenario

two. Since then, the circulation has gradually slowed down. It also can be seen that the

�ow pattern induced by 0.5% density di�erence is monotonous compared to that by 10%

density di�erence. For instance, two more sub-circulations start to form in the corners at

t = 8.5s in Fig. 3.9, then, they grow gradually and merge again as shown at t = 13s and

t = 25s; this process of merging and breaking up among circulations repeats several times. In

both scenarios, the di�usion process mainly dominates at the later stage of the mixing as the

circulation gets faint. The mixing for both scenarios consumes nearly the same time (500 time

steps as ∆t = 0.5s), which implies that the stronger circulation facilitates the mixing process

on one hand, but on the other hand, it consumes time to make itself resume to the resting

state.

Table 3.1 gives the summary of run times and relative errors relating to mass conservation

under di�erent situations. The run time refers to the time consumed based on Processor

Intelr CoreTM i7-3770 CPU @ 3.40GHz × 8. The relative error is calculated by

Err.% =
theoretical value− simulated value after well mixed

theoretical value
× 100% (3.27)

where all the values refer to the mass fraction of the denser �uid. As shown in Table 3.1, the

Newton-Raphson method does not converge on velocity �eld either through strong coupling

or weak coupling in the case with large density di�erence. The reason might be that, Newton-

Raphson method requires better initially guessed value compared to the substitution method.
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velocity salinity 

t=0.5s 

velocity salinity 

t=2s 
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t=8.5s 
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t=13s 

velocity salinity 

t=25s 

velocity salinity 

t=41.5s 

velocity salinity 

t=85s 

Figure 3.9 � Evolution of the �ow pattern (velocity unit m/s) and mass fraction of the denser
�uid for the case with 10% density distinct, substitution method, conservative form and strong
coupling.

In the case with small density di�erence, the models by the Newton-Raphson method spend

more time than those ones by the substitution method, since more time is required to calculate

and assemble some extra terms as shown in Eq. 3.15 and Eq. 3.16. Speaking of models' run

time, the most import factor is the coupling degree. As shown in Table 3.1, all the models

by strong coupling are considerably time-saving compared to those by weak coupling, and

they also have a very slightly better performance on mass conservation (3.16% vs 3.18%,
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t=0.5s t=75s 

t=19s t=150s 

velocity salinity 

velocity salinity 

velocity salinity 

velocity salinity 

Figure 3.10 � Evolution of the �ow pattern (velocity unit m/s) and mass fraction of the denser
�uid for the case with 0.5% density distinct, Newton-Raphson method, conservative form and
strong coupling.

Table 3.1 � Statistics of run times and errors with respect to mass conservation for lock
exchange �ow simulations under di�erent situations

Non-conservative Conservative
weak coupling strong coupling weak coupling strong coupling
Subst a NR b Subst NR Subst NR Subst NR

ρgap10%
trun

c 2.40 -e 0.10 - 2.53 - 0.11 -
Err.d 3.18 - 3.16 - 1.45 - 1.42 -

ρgap0.5%
trun 2.23 2.39 0.07 0.13 2.53 2.71 0.07 0.14
Err. 0.13 0.13 0.13 0.13 0.02 0.02 0.02 0.02

a Substitution method b Newton-Raphson method c Running time by hour d Relative error (%)
e Not converge

1.42% vs 1.45%) when the density di�erence is large. In the aspect of mass conservation, the

models with solute transport equation in conservative form are always better mass-conserved

compared to those with non-conservative form. The additional time consumed due to the

extra conservative term in Eq. 3.15 and Eq. 3.16 are minor and acceptable.

3.5 Conclusions

The �nite element model to depict the mass transport process taking place in a binary miscible

solution with variable density has been presented. Particularly three aspects, including cou-

pling degree (strong or weak), linearisation scheme (substitution method or Newton-Raphson
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method), the form of solute transport equation (conservative or non-conservative), are exam-

ined by modelling the lock exchange problem in terms of computational e�ciency or accuracy

with respect to mass conservation. The strong coupling, substitution method and the solute

transport equation in conservative form have a better performance compared to their coun-

terparts. One thing should be pointed out here is that, although the strong coupling scheme

is computationally e�cient, it makes the links among physics complex or tangled to some

extent. For the problem with multi-physics (more than two), the weak coupling scheme might

enable each sub-problem relatively independent, which lets model's structure clearer and more

suitable for modularization in practice. In addition, even though the present model is built

for miscible �uids, it also apples to immiscible �uids problem theoretically if the di�usion

term in the solute transport equation is removed. However, it might face a challenge that the

instability problem caused by the discontinuities at the interface.
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Chapter 4

Numerical simulation of Stefan

problem coupled with mass transport

in a binary system through

XFEM/level set method

Résumé

Cet article porte sur l'application de la méthode des éléments �nis étendus à la simulation du

phénomène de changement de phase couplé au transport d'espèces chimiques dans un système

binaire. À cet e�et, le problème de Stefan et l'équation de di�usion sont résolus pour décrire les

distributions de température et de concentration, respectivement. La température est enrichie

faiblement via le schéma � abs-enrichment �. La température de fusion, imposée à l'interface

solide/liquide par le biais de la méthode de pénalité, dépend de la concentration. En raison

de la discontinuité forte de la concentration, le schéma de type � sign-enrichment � est utilisé.

L'évolution de l'interface solide/liquide est capturée par la technique de la fonction de niveaux

(level-set). La robustesse et la précision du modèle sont démontrées à travers des simulations

numériques.

Abstract

This paper deals with the application of the extended �nite element method to simulate the

phase change phenomenon in a binary system while considering the interaction with the mass

transport of chemical species. To this end, the thermal conduction equation with the Stefan

condition and the mass di�usion equation are solved to depict the temperature and the solute

concentration distributions, respectively. In the heat transfer problem with phase change,

the temperature �eld is weakly enriched using the corrected abs-enrichment scheme to avoid
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the blending element problem. The melting temperature imposed by the penalty method at

the solid/liquid interface is solute concentration dependent. In the mass transport problem,

due to the strong discontinuity in the concentration �eld at the interface, the sign-enrichment

scheme is used. A constant separating out concentration is enforced on the solid side of the

interface also by the penalty method, while a mass �ux is applied naturally on the liquid side.

The phase interface is captured implicitly by the level set method, which is discretized on the

same �nite element mesh and therefore eliminates the need for remeshing techniques. The

robustness and the accuracy of the model are demonstrated through numerical case study.

Keywords: extended �nite element method, level set method, Stefan problem, mass transport

problem

4.1 Introduction

The classical Stefan problem can trace back to the end of 19th century [25], which was originally

raised in relation with ice formation. Within the past more than one hundred years, the

corresponding mathematical model (governing equations system) has been widely employed in

various �elds [11]. This extensive application in practice proves the realistic value of studying

it. However, analytical solutions of Stefan problem only exist under certain very speci�c

circumstances (simple geometry and boundary conditions). On most occasions, we have to

resort to numerical methods.

Solving the Stefan problem through conventional numerical methods such as �nite element

method (FEM) always encounters two main challenges. The �rst one comes from the fact

that, besides temperature, the position of phase front is a priori unknown as well, which makes

Stefan problem fall into the category of free boundary value problems. The second challenge is

that the rapid change (discontinuity) of physical quantities in the vicinity of phase front makes

those conventional methods established on continuity hypothesis fail to perform appropriate

approximation.

In the �eld of solving the Stefan problem numerically, there are several typical approaches

such as enthalpy method, phase �eld method, moving mesh methods, conventional numerical

methods based on the �xed mesh while utililizing front tracking/capturing techniques, etc. In

enthalpy method [28, 29], the energy conservation equation in enthalpy formulation is adopted.

Unlike temperature formulation, the enthalpy that measures the total heat can naturally

account for the liberation or absorption of latent heat during the phase change process. This

property makes it possible that only one equation is solved over the entire domain and tracking

the interface is avoided. So the enthalpy method probably is the easiest scheme to implement

among all the numerical methods to solve Stefan problem. But due to the fact that the interface

cannot be described precisely, enthalpy method is more suitable to handle the case in which the

phase transition happens over a mushy zone rather than at a sharp front. Another commonly
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used method for phase change problem (especially for dendritic growth of binary system)

is phase �eld method [8, 20]. In this method, an auxiliary variable (the phase �eld) with

constant but distinct value in each phase and varying rapidly in between over a layer of certain

thickness at the interface is introduced. One advantage of phase �eld method is that the Gibbs-

Thomson e�ect is taken into account without the need to compute the interface curvature [3].

As mentioned above, Stefan problem is of free boundary problem, so some generic treatments

designed to handle free boundary problems are also applicable to solve the Stefan problem.

The following two types of solution belong to this situation. In moving mesh methods, the

underlying mesh is continuously updated to maintain the interface aligned with element edges,

such that the energy conservation equation can be solved separately in each phase [23]. The

drawbacks of this kind of methods are obvious, such as mesh reconstruction is cumbersome

and it's hard to manage the case when the interface possesses complex geometry or undergoes

�erce topological change. By contrast with moving mesh methods, front tracking/capturing

techniques combined with the conventional numerical methods could be used to solve Stefan

problem based on a �xed mesh [4, 30]. However, in order to overcome the problem caused

by discontinuity at the interface, local mesh re�nement is required, which always increases

the computational cost. For more detailed or systematic comparison among those numerical

approaches discussed above, articles [13, 12] are recommended.

As a matter of fact, the discontinuity in the solution space is not well addressed by the

aforementioned approaches. For that reason, the extended �nite element method (XFEM)

[1] as an alternative method was introduced to solve Stefan problem for the �rst time in

2002 [6, 16]. The XFEM has inherent capability on coping with the discontinuity problem by

enriching the approximation space to conform with the solution space. In [16], the algorithm

for one-dimensional case was implemented. Almost at the same time or maybe earlier, a generic

algorithm combined with level set method to capture the interface for two-dimensional case

was developed in [6]. The level set method holds great promise to describe free boundary from

the geometric point of view, as it possesses advantages such as, easy to implement, capable to

handle the case with topological change and able to give su�cient interface information (like

unit normal and curvature). What's more, the combination of XFEM and level set method is

natural and straightforward, as the level set function is utilized to construct the enrichment

function of XFEM. The paper [6] also involved the aspects on spreading the interface normal

velocity and imposing interface temperature condition (Dirichlet-type) by the penalty method.

Since then, the combination of XFEM/level set method has been further developed under the

framework of phase change problem [33, 22, 2, 24, 15]. Its accuracy and robustness were

well demonstrated. In [33], the process of dendritic solidi�cation of an undercooled melt

was modelled with considering the Gibbs-Thompson e�ect at the interface. In [22], di�erent

ways (penalty method and Lagrange multiplier method) to impose the interface condition and

di�erent treatments in the blending elements were investigated. In [24], it focused on the one-

dimensional algorithm for the physically nonlinear phase change problem with using Newton-
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Raphson method for linearization. In [15], the Lagrange multiplier method was applied not

only for enforcing the interface condition but also for the purpose to evaluate the heat �ux

jump at the interface by utilizing the Lagrange multiplier values.

To the best knowledge of the authors, all the published application studies of XFEM combined

with level set method are just restricted to the phase change problem of pure substance. No

research work has been published on the mixture (at least a binary system), in which some

physical properties (like density, freezing point) are species concentration dependent. Given

all that, the present study aims to develop a numerical model to simulate the phase change

process of a binary mixture based on XFEM combined with level set method. To this end, the

classical Stefan problem and mass transport problem are required to be solved simultaneously.

From mathematical point of view, the entire model is composed of four sub-models as shown

in Fig. 4.1. Fig. 4.1 also displays the links among the sub-models. It can be seen that the

classical Stefan problem (shaded area) is two-way coupled with the mass transport problem.

Note that, the present study only focuses on the phase change process with planar front, that

means the situation with cellular and further dendritic interface is beyond the scope of this

paper. In addition, the volume variation caused by the density di�erence between phases is

also ignored.

normal speed spreading

level set transport

heat transfer species tansport

level set functionnormal speed �eld
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Figure 4.1 � Model's composition and the links among the sub-models; the shaded part ac-
counts for the classical Stefan problem, which is two-way coupled with the mass transport
problem.

This paper is organized as follows. Section 4.2 �rst introduces some basic concepts of XFEM;

then, the governing equations and the numerical analysis of each sub-model are also presented

in this section. In section 4.3, the model is employed to simulate the phase transition process

of saline water (NaCl −H2O solution) to test the model's performance. At last, section 4.4

concludes this study with a summary and outlook.
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4.2 Mathematical models and numerical analysis

4.2.1 XFEM approximation

Compared with the standard �nite element method, the essential improvement of XFEM is

that it enriches the approximation space locally according to the a priori known property

(discontinuity) of the solution space. In XFEM, the approximation function of a variable

u(~x, t) with one enrichment can be written as

u(~x, t) =
∑
i∈N

Ni(~x)ui(t)︸ ︷︷ ︸
strd. FEM approx.

+
∑
i∈Ne

Mi(~x, t)ai(t)︸ ︷︷ ︸
enrichment

(4.1)

where Ni is the standard �nite element shape function of node i; ui is the unknown quantity

at node i; Mi is the local enrichment function; ai is the additional degree of freedom; N is the

set of total nodes; Ne is the collection of enriched nodes. Enriched nodes of standard XFEM

are those nodes belonging to the cut elements as shown in Fig. 4.2. The local enrichment

function can be further expanded as

Mi(~x, t) = Ni(~x)ψi(~x, t) (4.2)

where the shape function Ni mostly takes the same order with that in Eq. 4.1 but not

necessarily; ψi is the global enrichment function of node i, which has di�erent forms for

di�erent types of discontinuity.

discontinuity

cut element

blending element

enriched node
in strd. XFEM

node of blending
element but not
enriched in strd. XFEM

Figure 4.2 � Illustration of local enrichment for the mesh composed of bi-linear quadrangle
elements.

In general, there are two types of discontinuity: strong and weak (singularity is not considered

in the present study). A variable being of strong discontinuity means the variable undergoes a

jump across the interface in its solution space. A weak discontinuity, also called kink, means

the variable itself is continuous but its �rst-order derivative has a jump at the interface.

The global enrichment function plays the pivotal role on constructing the approximation space.

For strong discontinuity, the global enrichment function always adopts the sign-enrichment
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scheme (or Heaviside-enrichment scheme), which reads [10]

ψi(~x, t) = sign(φ(~x, t))− sign(φi(t)) (4.3)

where φ is the level set function, which is explained in section 4.2.4. Fig. 4.3 provides a

visualized view of the local enrichment functions (Mi) corresponding to the sign-enrichment

scheme for a certain given discontinuity in the bi-linear quadrangle reference element.

For weak discontinuity, there exist four typical types of enrichment schemes, as listed below.

1. Standard abs-enrichment scheme [10]

ψi(~x, t) = |φ(~x, t)| − |φi(t)| (4.4)

2. Modi�ed abs-enrichment scheme [17]

ψ(~x, t) = Nj(~x)|φj(t)| − |Nj(~x)φj(t)| (4.5)

where Einstein notation is complied with and j indicates the node belonging to the

element into which ~x falls. In this scheme, the global enrichment function ψ is not

bound to any speci�c element node.

3. Corrected abs-enrichment scheme [9]

ψj(~x, t) = (|φ(~x, t)| − |φj(t)|)R = (|φ(~x, t)| − |φj(t)|)
∑
i∈Ne

Ni(~x) (4.6)

where j ∈ Ne,expanded, which stands for the set of nodes belonging to either cut elements

or blending elements; R is the ramping function.

4. Sign-enrichment scheme (see Eq. 4.3)

It is well known that the standard abs-enrichment scheme would cause problems in the blending

elements (see Fig. 4.2), for the reason that the blending element being only partially enriched

makes the property of partition of unity lost [7]. The blending element problem is crucial

for the performance and e�ciency of the adopted abs-enrichment scheme. Both modi�ed

abs-enrichment scheme and corrected abs-enrichment scheme are developed to surmount this

problem. Fig. 4.4 visualizes the above three di�erent abs-enrichment schemes by picturing ψ of

the central node in a 2×2 mesh, which contains 3 cut elements and 1 blending element. It can

be seen that, compared with the standard abs-enrichment scheme, the modi�ed scheme changes

the global enrichment greatly, especially in the blending element it vanishes completely. By

contrast, the corrected scheme only a�ects the global enrichment in the blending element with

the aid of the ramping function. In [5], these two schemes were compared, with the conclusion

that the corrected abs-enrichment is better than the modi�ed abs-enrichment in terms of the

convergence rate. The sign-enrichment scheme also can be applied for weak discontinuity. If
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Figure 4.3 � Local enrichment functions of sign-enrichment scheme in a bi-linear quadrangle
reference element with the discontinuity cutting through edge points (1,0) and (0,1).

1©
3© 2©

4© 2-2

strd. abs-enrichment

0 0-22

1©
2©3©

4©-2 2

 modified abs-enrichment

00 -22

1©
2©

4©3©
2-2

corrected abs-enrichment

0 02 -2

-2 0 2
-2

0

2
mesh

1© 2©

3© 4©

Figure 4.4 � Visualization of three types of abs-enrichment schemes by picturing ψ of the
central node in a 2× 2 mesh (the red line denotes the discontinuity and the green dot denotes
the concerned central node).

so, the blending element problem can be avoided. But continuity at the interface must be

enforced, which comes with more complexity.

In construction of the approximation space with weak discontinuity in the present study, the

corrected abs-enrichment scheme is preferred due to its close-to-optimal convergence rate and

relative easiness of implementation.
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4.2.2 Heat transfer sub-model

4.2.2.1 Governing equations

As shown in Fig. 4.5, for a simple liquid-solid phase change problem, the computational

domain Ω ⊂ R2 is divided by the moving interface ΓI into liquid region Ωl and solid region

Ωs, such that Ωl ∪ Ωs = Ω and Ωl ∩ Ωs = ΓI . The subscripts l and s denote variables in

the liquid and solid phases, respectively. ΓD denotes the exterior boundary of Dirichlet type,

while ΓN denotes the Neumann type. ~n represents the outward unit normal on the exterior

boundary. ~nΓ is the unit normal at the interface, by convention pointing from the solid to the

liquid. The temperature at location ~x and at the time t is T (~x, t).

~nΓ

~n

ΓI
ΓN ΓDsolid

Ωs

liquid
Ωl

Figure 4.5 � Schematic of computational domain for phase change problem.

The evolution of temperature over the domain Ω is governed by the energy conservation

equation below [6]:

ρCp
∂T

∂t
−∇ · (k∇T )− s = 0 (4.7)

where ρ is the density; Cp is the speci�c heat; k is the thermal conductivity; s is the heat

source. In the present study, the dynamic �ow induced probably by the buoyancy force or

liquid volume change is ignored. So the thermal convection mechanism is not taken into

account. All the physical properties involved in Eq. 4.7 are discontinuous at the interface ΓI

and assumed to be temperature dependent in the stage of model building. Temperature at

the interface ΓI has to satisfy the following constraint (without considering Gibbs-Thompson

e�ect),

T = Tm (4.8)

where Tm is the melting point, which varies with the species concentration at the interface.

Eq. 4.8 can be enforced through the penalty method. To make the problem well-posed, the

following initial and external boundary conditions are also required,

T = T0 ; ~x ∈ Ω, t = 0 (4.9a)

T = TD ; ~x ∈ ΓD, t ∈ (0,∞) (4.9b)

−k∇T · ~n = qn,T ; ~x ∈ ΓN , t ∈ (0,∞) (4.9c)

where T0, TD and qn,T are given value.
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4.2.2.2 Weak formulation and discretization

With interface constraint (Eq. 4.8) imposed by the penalty method, the weak form of Eq. 4.7

can be written as

WT =

∫
Ω
δTρCp

∂T

∂t
dΩ +

∫
Ω
∇δT · k∇TdΩ−

∫
Ω
δTsdΩ +

∫
ΓN

δTqn,TdΓ

+

∫
ΓI

δTβT (T − Tm)dΓ = 0

(4.10)

where δT is the test function and βT is the penalty parameter. Applying the Euler backward

scheme to approximate the time derivative in Eq. 4.10, one obtains

WT =
1

∆t

∫
Ω
δTρCpTdΩ− 1

∆t

∫
Ω
δTρCpT

t−∆tdΩ +

∫
Ω
∇δT · k∇TdΩ−

∫
Ω
δTsdΩ

+

∫
ΓN

δTqn,TdΓ +

∫
ΓI

δTβT (T − Tm)dΓ = 0
(4.11)

where ∆t is the time step size and the superscript t − ∆t denotes the previous time step.

Variables without the superscript t−∆t carry the value of current time step by default.

Since the temperature is of weak discontinuity at the interface, the corrected abs-enrichment

scheme is used to build the shape function. The speci�c form of Eq. 4.1 for temperature based

on one element Ωe containing ne nodes can be written as

T = 〈N〉{T} (4.12)

where

〈N〉 = 〈 N1 N2 · · · Nne M1 M2 · · · Mne 〉 (4.13a)

{T} = 〈 T1 T2 · · · Tne T̆1 T̆2 · · · T̆ne 〉T (4.13b)

where T̆ denotes the additional degree of freedom of temperature.

After introducing Eq. 4.12, Eq. 4.11 can be written into the following discrete increment

form:

R
i−1
M +R

i−1
K +R

i−1
F +

(
1

∆t
M

i−1
t +K

i−1
t +F

i−1
t

)
{∆T} = 0 (4.14)
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where

R
i−1

M =
∑
e

∫
Ωe

{N} (ρCp)
i−1 〈N〉{T}

i−1 − {T}t−∆t

∆t
dΩ (4.15a)

R
i−1

K =
∑
e

∫
Ωe

[B]Tki−1[B]{T}i−1dΩ (4.15b)

R
i−1

F =−
∑
e

∫
Ωe

{N}si−1dΩ +
∑
e

∫
Γe
N

{N}qi−1
n,T dΓ +

∑
e

∫
Γe
I

{N}βT
(
〈N〉{T}i−1 − Tm

)
dΓ (4.15c)

M
i−1

t =
∑
e

∫
Ωe

{N}

(
(ρCp)

i−1
+
(
ρ′Cp + ρC ′p

)i−1 〈N〉
(
{T}i−1 − {T}t−∆t

))
〈N〉dΩ (4.15d)

K
i−1

t =
∑
e

∫
Ωe

[B]T
(
ki−1[B] + (k′)

i−1
[B]{T}i−1〈N〉

)
dΩ (4.15e)

F
i−1

t =
∑
e

∫
Γe
N

{N}
(
q′n,T

)i−1 〈N〉dΓ−
∑
e

∫
Ωe

{N} (s′)
i−1 〈N〉dΩ +

∑
e

∫
Γe
I

{N}βT 〈N〉dΓ (4.15f)

∆T = T i − T i−1 is the increment between two adjacent iteration steps and the primed

variable stands for the derivative with respect to temperature. In the derivation of Eq. 4.14,

the Newton-Raphson method is used for linearization, since all the physical properties (ρ, Cp,

k, s and qn,T ) are assumed to be temperature dependent. Throughout this paper, all the

interpolation functions (enriched or unenriched) are denoted by the vector 〈N〉, which is a

dynamic container with mutable size; [B] = ∇〈N〉 is the gradient operator; superscript i− 1

denotes the value at previous iteration step.

4.2.2.3 Evaluation of interface normal speed

The interface normal speed VI is governed by the following Stefan condition at the interface

[6]:

JqK = ρsLVI (4.16)

where JqK = ks
∂T
∂n − kl

∂T
∂n is the heat �ux jump in the normal direction at the interface,

which is the only driving force of the interface propagation; L is the latent heat released

or absorbed as the phase change occurs. Appropriate evaluation of the heat �ux jump is

critical. Theoretically, one can pick up one evaluation point on each side of the interface for

the evaluation. It seems that the closer (e.g. on the order of magnitude 10−6 of the element

size) the distance between the evaluation point and the interface is, more accurate result can

be obtained. But actually it's not the case, because small oscillations that happen in the

temperature �eld near the interface always lead to bad evaluation [14, 2]. For this reason, the

solution proposed in [2] is adopted in the present study. As shown in Fig. 4.6, �ve points in

each phase (the interface also included) are selected in the normal direction of the interface.

δd is an adjustable parameter which indicates the distance between the furthest evaluation

point and the interface. Based on the discrete data of temperature at those points, one can

draw the least squares regression lines on both sides of the interface. The slope of the line in
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Figure 4.6 � Layout of the evaluation points for heat �ux jump calculation.

each phase is used to approximate the temperature normal gradient. Then Eq. 4.16 would be

rewritten as

VI =
1

ρL

(
ks

2

5

2Tm + T
1
4
δd

s − T
3
4
δd

s − 2T δds
δd

− kl
2

5

2T δdl + T
3
4
δd

l − T
1
4
δd

l − 2Tm
δd

)
(4.17)

4.2.3 Species transport sub-model

4.2.3.1 Governing equations

Theoretically, the density is neither uniform nor constant in the binary solution system ob-

tained by mixing two chemical species. It always depends on the local solution composition.

Given this fact, in order to preserve the capability to deal with the case involving a mutable

density, the following mass conservation equation [19] is used

∂ρω

∂t
−∇ · (ρD∇ω) = 0 (4.18)

where ω is the dimensionless mass fraction of the species that is regarded as solute, i.e.
solute mass
mixture mass in unit volume; D is the di�usion coe�cient; the density of the mixture ρ is

identical to that in Eq. 4.7. In most majority of the published works [27, 21, 31, 32, 26], the

mass conservation equation took molar concentration c (mol/l) as the primitive variable. In

such situation, the model built based on Eq. 4.18 can also be used by assigning unity to ρ;

then, ω could represent molar concentration.

In the binary solution, the chemical composition in one phase tends to be distinct from that in

the other phase. As the phase change takes place, one species would be absorbed or rejected

by the phase front. This phenomenon would lead to a jump in the species concentration �eld

at the interface. It means the unknown ω in Eq. 4.18 is of strong discontinuity. Then, the

sign-enrichment scheme (see Eq. 4.3) should be employed to build the approximation space

of ω.

Since ω is treated as being strongly discontinuous, some constraints are required to be enforced

at the interface to make the problem well-posed. On the solid side of the interface (denoted
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by ΓI−), the following Dirichlet-type condition is imposed:

ω(~x, t) = ωs, ~x ∈ ΓI− (4.19)

where ωs refers to the value on the solidus line in phase diagram. On the liquid side of the

interface (denoted by ΓI+), the following mass �ux derived according to the mass conservation

law is enforced as Neumann-type condition:

− ρD∇ω · ~nΓI = ρs
(
ω(~x, t)− ωs

)
VI , ~x ∈ ΓI+ (4.20)

where ρs is the solid density at the interface. According to the phase diagram, the species

concentration on the solid side ωs is related to the species concentration on the liquid side

ω(~x, t) as ~x ∈ ΓI+ . This relationship is mostly approximated linearly through a partition

coe�cient kp, i.e. ωs = kpω(~x, t) [26]. The value of partition coe�cient is physical problem

dependent; for instance, in NaCl − H2O solution, the solid phase is composed of pure ice,

indicating kp = 0. Without loss of generality, the mathematical analysis is performed under

the general case, i.e. ρs and ωs are taken as unknown dependent.

Besides the constraints at the interface, the following initial and external boundary conditions

are also required to make the equation system closed:

ω = ω0 ; ~x ∈ Ω, t = 0 (4.21a)

ω = ωD ; ~x ∈ ΓD, t ∈ (0,∞) (4.21b)

−ρD∇ω · ~n = qn,ω ; ~x ∈ ΓN , t ∈ (0,∞) (4.21c)

where ω0, ωD and qn,ω are given value.

4.2.3.2 Weak formulation and discretization

With the enforcement of the interface constraint Eq. 4.19 by the penalty method as well as

Eq. 4.20 naturally added in, the weak form of Eq. 4.18 can be written as

Wω =

∫
Ω
δω
(
ρ+ ωρ′

)∂ω
∂t
dΩ +

∫
Ω
∇δω · ρD∇ωdΩ +

∫
ΓN

δωqn,ωdΓ

+

∫
ΓI+

δωρs
(
ω − ωs)VIdΓ +

∫
ΓI−

δωβω(ω − ωs)dΓ = 0
(4.22)

where δω is the test function; the primed quantity represents the derivative with respect to

ω; βω is the penalty parameter. Applying the Euler backward scheme to Eq. 4.22, one can

obtain

Wω =
1

∆t

∫
Ω
δω
(
ρ+ ωρ′

)(
ω − ωt−∆t

)
dΩ +

∫
Ω
∇δω · ρD∇ωdΩ +

∫
ΓN

δωqn,ωdΓ

+

∫
ΓI+

δωρs
(
ω − ωs)VIdΓ +

∫
ΓI−

δωβω(ω − ωs)dΓ = 0
(4.23)
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The speci�c form of Eq. 4.1 for species concentration based on element Ωe containing ne nodes

reads

ω = 〈N〉{ω} (4.24)

where

{ω} = 〈 ω1 ω2 · · · ωne ω̆1 ω̆2 · · · ω̆ne 〉T (4.25)

where ω̆ represents the additional degree freedom of species concentration; the shape func-

tion 〈N〉 is constructed based on the sign-enrichment scheme (Eq. 4.3), due to ω being of

strong discontinuity. After introducing Eq. 4.24 and applying Newton-Raphson method for

linearization, Eq. 4.23 can be written into the following discrete form:

R̄
i−1

M + R̄
i−1

K + R̄
i−1

F +

(
1

∆t
M̄

i−1

t + K̄
i−1

t + F̄
i−1

t

)
{∆ω} = 0 (4.26)

where

¯R
i−1

M =
∑
e

∫
Ωe

{N} (ρ+ ωρ′)
i−1 〈N〉{ω}

i−1 − {ω}t−∆t

∆t
dΩ (4.27a)

¯R
i−1

K =
∑
e

∫
Ωe

[B]T (ρD)
i−1

[B]{ω}i−1dΩ (4.27b)

¯R
i−1

F =
∑
e

∫
Γe
N

{N}qi−1
n,ω dΓ +

∑
e

∫
Γe
I+

{N}ρi−1
s

(
〈N〉{ω}i−1 − ωi−1

s

)
VIdΓ

+
∑
e

∫
Γe
I−

{N}βω
(
〈N〉{ω}i−1 − ωi−1

s

)
dΓ

(4.27c)

¯M
i−1

t =
∑
e

∫
Ωe

{N}

(
(ρ+ ωρ′)

i−1
+
(

2ρ′ + ωρ′′
)i−1

〈N〉
(
{ω}i−1 − {ω}t−∆t

))
〈N〉dΩ (4.27d)

¯K
i−1

t =
∑
e

∫
Ωe

[B]T
(

(ρD)
i−1

[B] +
(
ρ′D + ρD′

)i−1
[B]{ω}i−1〈N〉

)
dΩ (4.27e)

¯F
i−1

t =
∑
e

∫
Γe
N

{N}
(
q′n,ω

)i−1 〈N〉dΓ +
∑
e

∫
Γe
I−

{N}βω
(

1− (ω′s)
i−1
)
〈N〉dΓ

+
∑
e

∫
Γe
I+

{N}

(
(ρ′s)

i−1
(
〈N〉{ω}i−1 − ωi−1

s

)
+ ρi−1

s − (ρsω
′
s)
i−1

)
〈N〉VIdΓ

(4.27f)

In the derivation of Eq. 4.26, the physical quantities including ρ, D, qω,n and ωs are assumed

to depend on the species concentration.

4.2.4 Level set transport sub-model

4.2.4.1 Governing equations

In level set method, the unknown variable φ(~x, t) is initially de�ned as the shortest signed

distance function away from the interface:

φ(~x, t) = sign
(

(~x− ~xI) · ~nΓ

)
min
~xI∈ΓI

‖~x− ~xI‖, ~x ∈ Ω (4.28)
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The interface ΓI corresponds to the set of points at which φ(~x, t) = 0. The solid domain Ωs

is de�ned as the set of points that satisfy φ(~x, t) < 0 while the points belonging to the liquid

domain Ωl satisfy φ(~x, t) > 0. Then, interface capture is converted to a transport problem of

φ(~x, t). As the interface propagates, φ(~x, t) must be correspondingly updated by the following

conservation equation [18]:
∂φ

∂t
+ ~v · ∇φ = 0 (4.29)

where ~v is the velocity �eld to advect φ. The unit normal vector of the interface can be

obtained by solving the following equation:

~nΓ =
1

‖∇φ‖
∇φ (4.30)

Introducing Eq. 4.30 into Eq. 4.29, one obtains [18]

∂φ

∂t
+ F‖∇φ‖ = 0 (4.31)

where F = ~v · ~nΓ is the normal speed �eld, whose value at the interface should coincide with

VI calculated by Eq. 4.17 in the heat transfer sub-model. The construction of F is presented

in section 4.2.5.

4.2.4.2 Weak formulation and discretization

Since Eq. 4.31 is a �rst order hyperbolic equation and the unknown φ(~x, t) is smooth over Ω,

the standard �nite element method with Galerkin/least-square (GLS) stabilization technique

[6] can be used to solve it. The weak form of Eq. 4.31 is∫
Ω
δφ
∂φ

∂t
dΩ +

∫
Ω
δφF‖∇φ‖dΩ +

∑
e

∫
Ωe

(
F∇δφ · 1

‖∇φ‖
∇φ
)
τ eφ

(∂φ
∂t

+F‖∇φ‖
)
dΩ = 0 (4.32)

where δφ is the test function; τ eφ is the element stabilization parameter de�ned as τ eφ = he

|F e| ,

in which he is the element shape factor and often takes the value of element size [6].

The approximation function of φ based on element Ωe containing ne nodes can be written as

φ = 〈N〉{φ} (4.33)

where {φ} = 〈 φ1 φ2 · · · φne 〉T. After introducing Eq. 4.33 and performing the forward

Euler time integration scheme, Eq. 4.32 can be written into the following discrete increment

form:

R̃
i−1

M + R̃C + R̃
i−1

GLS +
(
M̃+ M̃GLS

)
{∆φ} = 0 (4.34)

where

˜R
i−1

M =
∑
e

∫
Ωe

{N}〈N〉{φ}
i−1 − {φ}t−∆t

∆t
dΩ (4.35a)
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˜RC =
∑
e

∫
Ωe

{N}F
∥∥[B]{φ}t−∆t

∥∥ dΩ (4.35b)

˜R
i−1

GLS =
∑
e

∫
Ωe

F [B]T
[B]{φ}t−∆t

‖[B]{φ}t−∆t‖
τeφ

(
〈N〉{φ}

i−1 − {φ}t−∆t

∆t
+ F

∥∥[B]{φ}t−∆t
∥∥)dΩ (4.35c)

˜M =
∑
e

∫
Ωe

1

∆t
{N}〈N〉dΩ (4.35d)

˜MGLS =
∑
e

∫
Ωe

F [B]T
[B]{φ}t−∆t

‖[B]{φ}t−∆t‖
τeφ〈N〉dΩ (4.35e)

4.2.5 Normal speed spreading sub-model

4.2.5.1 Governing equations

One obtains the normal speed only at the interface (VI) by solving Eq. 4.17. The updating

of φ by solving Eq. 4.31 requires to spread VI over the entire domain to construct F . For this

purpose, the following construction equation is used [6]:

sign(φ)∇φ · ∇F = 0 (4.36)

with boundary condition at the interface:

F (~x) = VI , ~x ∈ ΓI (4.37)

Eq. 4.36 implies that F is constructed to be orthogonal to φ (see Fig. 4.7), so the property of

φ being signed distance function would be conserved to some extent [6]. The term sign(φ) in

Eq. 4.36 exists to make Eq. 4.37 become the in�ux boundary condition. When the interface

does not form a closed path, the in�ux boundary should be augmented by some segments of

the external boundary that satisfy the criterion ~n ·
(
sign(φ)∇φ(~xΓ)

)
< 0, as shown in Fig.

4.7. See [6] for more details.

~n

~n ~n

~n

Figure 4.7 � Schematic drawing of spreading the normal speed �eld; grey curves represent the
contours of φ created based on Fig. 4.5; black curves with arrows represent the characteristics
of Eq. 4.36; the single red curve represents the augmented boundary.
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4.2.5.2 Weak formulation and discretization

The standard �nite element method with GLS stabilization scheme is adopted to solve Eq.

4.36. The weak formulation of Eq. 4.36 gives∫
Ω
δFsign(φ)∇φ · ∇FdΩ +

∑
e

∫
Ωe

(
∇δF · ∇φ

)
τ eF
(
∇φ · ∇F

)
dΩ = 0 (4.38)

where the stabilization parameter τ eF is de�ned as τ eF = he

‖∇φ‖ . After discretization, the follow-

ing discrete algebraic equation system is obtained:(
K̂+ K̂GLS

)
{F} = 0 (4.39)

where

K̂ =
∑
e

∫
Ωe

{N}sign(φ)
(
∇φ
)T

[B]dΩ (4.40a)

K̂GLS =
∑
e

∫
Ωe

[B]T∇φτeF
(
∇φ
)T

[B]dΩ (4.40b)

4.2.6 Computational procedure

The algorithm to solve the Stefan problem with considering the in�uence of mass transport

in the binary system can be summarized as follow:

1. Identify the computational domain and initial position of the interface.

2. Initialize φ, T and ω.

3. Evaluate interface normal speed VI by solving Eq. 4.17.

4. Normal speed spreading sub-model:

a) identify the in�ux boundary and the Dirichlet-type condition;

b) obtain F by solving Eq. 4.39.

5. Level set transport sub-model: update φ by solving Eq. 4.34.

6. Heat transfer sub-model and Species transport sub-model are solved alternately

until both get converged. At each alternation, the relevant physical properties are up-

dated. In each sub-model, the computation proceeds as below:

a) loop over all the elements and at each element
i. check if cut or not; if so, do splitting and update the integration points;
ii. check if enriched or not; if so, update the enrichment function;
iii. contribute the elementary matrices and residual vectors to Eq. 4.14 or Eq.

4.26;

b) update T or ω by solving Eq. 4.14 or Eq. 4.26.

7. Go back to step 3 until the end.
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4.3 Numerical tests

4.3.1 Generalities

NaCl − H2O solution could be the most common saline solution in our daily life, whose

solidi�cation process has been relatively well studied through numerical methods [21, 31, 32].

Among these published works, most majority worked only on 1D case. In this section, the 1D

case whose results are available in the literature is taken as benchmark problem to verify the

model of the present study. After that, the model is applied to deal with a 2D case in which

the initial interface is inclined. The thermophysical data employed in the present modelling

are the same as those in [21], as listed in Table. 4.1. It can be seen that the thermal di�usivity,

denoted by α, is larger by two to three orders of magnitude from the mass di�usion coe�cient.

It implies that, compared with heat, the rejected species is more likely to get accumulated at

the ice front. This phenomenon is con�rmed in the following simulations. In addition, the

freezing point is de�ned as a function of the concentration, Tm = −1.86c [21], where c denotes

the molar concentration in unit mol/l.

Table 4.1 � Thermophysical data employed for the NaCl −H2O solution

HH
HHHHMaterial
Items ρ k cp α L D

(kg/m3) (W/m ·K) (J/kg ·K) (m2/s) (J/kg) (m2/s)
Liquid 998 0.555 4220 1.32 ×10−7

3.53 ×105 1.18 ×10−9

Ice 912 2.25 1830 1.35 ×10−6 /

4.3.2 1D case: the interface is vertical

Although the model in the present study is designed for 2D problems, 1D simulation can be

achieved by starting it up with initial and boundary conditions that are uniform in the ignored

dimension. The computational domain is 0.51mm×0.1mm in size. Fig. 4.8 displays the mesh

and initial location of the interface. Initially, it is pure ice on the left side of the interface

x

y

(0,0)

(0.51,0.1)

unit: mm

Figure 4.8 � The mesh containing 510 bi-linear quadrangle elements used for the 1D case and
the initial interface location (at x = 0.0102mm) indicated by the red dash-dotted line.

while on the right it is �lled with saline solution with uniform concentration 2 × 10−3mol/l.

To trigger the solidi�cation process, a cooling function de�ned as T = −5× 10−3t− 0.0105 is
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enforced at x = 0mm. All the other sides are set to be insulated. The remaining parameters

are set as ∆t = 0.01s, δd = 0.25he, βT = βω = 108.

Fig. 4.9 shows the calculated temperature and concentration pro�les at some moments as well

as the comparison with those in [21]. All the drawings are in the logarithmic scale as that in
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Figure 4.9 � Comparison of temperature and concentration pro�les at some moments with
those in [21]; the in�ection points on temperature curves, aligned with the left tips of concen-
tration curves, indicate the positions of the interface.

[21]. It can be seen that the results obtained by the present model have a good agreement

with those in [21]. In Fig. 4.9, the in�ection points in temperature curves, which are always

aligned with the left tips of concentration curves, indicate the positions of the interface at

each moment. As shown in Fig. 4.9, as the temperature on the left end drops in the way

prescribed by the cooling function, the ice front propagates rightwards. With the propagation

of ice front, salt accumulates on the front, which decreases the freezing point. Due to the

di�erence of di�usivity for thermal and mass transport, the distribution of heat is much more

uniform than that of salt concentration in the liquid region.

4.3.3 2D case: the initial interface is inclined

For the 2D case, the freezing or thawing of saline solution takes place in a rectangular domain

of 1mm× 0.5mm in size with an initially inclined solid-liquid interface. Fig. 4.10 displays the

mesh and the initial location of the interface. A cooling function de�ned as T = −5×10−3t−0.1

is enforced at x = 0mm within the �rst 100s. In the remaining period of the simulation, the

temperature at x = 0mm is kept as constant, T = −0.6�. On the right end, the temperature
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(0.225,0)

(0.045,0.5)

x

y

(0,0)

(1,0.5)

unit: mm

Figure 4.10 � The mesh containing 200 bi-linear quadrangle elements used for the 2D case and
the initial interface location indicated by the red line.

is prescribed as 1.1� all the time. Both the top and bottom sides are set to be adiabatic. For

the mass transport process, no mass �ux is allowed crossing the exterior boundaries. Physically

speaking, since the temperature on the right end is always higher than the freezing point, the

simulation should �nally reach a steady state that the propagation of the phase front comes

to rest at some location inside the domain.

As shown in Fig. 4.10, the initial interface especially at the bottom is a little bit far from the

left end. That requires a proper initial distribution of the temperature for a gentle start. For

this purpose, a steady bi-material thermal problem, which can be regarded as a special case of

Stefan problem with interface �xed, was modelled based on the boundary conditions described

above. The obtained temperature distribution, as shown by the right sub-�gure in Fig. 4.11

at t = 0s, was then employed as the initial condition for the transient simulation. The left

sub-�gure in Fig. 4.11 at t = 0s presents the initial distribution of the salt concentration.

Initially on the left side of the interface, it's pure ice; while on the right side, it's �lled with

saline solution of uniform concentration 2× 10−3mol/l. The remaining parameters are set as

∆t = 0.1s, δd = 0.25he, βT = βω = 108.

The simulation takes 339.3s to reach the steady state. Fig. 4.11 shows the salt concentration

(the left column of �gures) and temperature (the right column of �gures) distributions at some

typical moments t = 0s, 5s, 50s, 101.6s, 339.3s. From these �gures, we can see the evolutions

of salt concentration, interface pro�le and temperature with time over the whole domain. By

comparison, the interface locations can be easily recognized in the left column of �gures rather

than in those right ones, because of the strong discontinuity feature of the salt concentration

at the interface. At the very early stage (t = 5s), the upper part of the interface moves faster

than the lower part, which leads more salt accumulating at the upper part. As this trend

continues, the interface almost becomes vertical at t = 50s, but the salt concentration on

the top is still obviously larger than that at the lower part. With the ice front propagating

rightwards, more salt accumulates at the ice front and its distribution along the interface gets

more uniform. Compared with the temperature (representing the heat), the more obvious

accumulation of the salt is due to the fact that the mass di�usivity is much smaller than
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t=0s 

t=5s 

t=50s 

t=101.6s 

t=339.3s 

Figure 4.11 � Numerical results of salt concentration and temperature distributions at some
moments; the left column of �gures corresponding to the salt concentration, while the right
column corresponding to the temperature.

the thermal di�usivity. At t = 101.6s, this salt accumulation reaches the maximum. Since

then, the mass di�usion process in the liquid part starts to dominate compared with the front

accumulation, because the motion of the interface gets slow with the descending of the heat

jump at the interface.

The above description can also be veri�ed in Fig. 4.12, which presents the evolution of salt con-

centration and temperature pro�les along horizontal lines at y = 0mm, 1/6mm, 1/3mm, 0.5mm

extracted from the solution in Fig. 4.11. These �gures reveal more details of what happens

during this phase transition process. As shown in Fig. 4.12a, at the very early stage, the
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Figure 4.12 � Evolution of temperature and salt concentration pro�les at some cross sections;
the in�ection points on temperature curves, aligned with the breaking points on concentration
curves, indicate the position of the interface.

ice front moves leftwards a little at the bottom of the domain, which implies the melting of

a small amount of ice. The salt concentration in that region accordingly slightly drops to

1.986 × 10−3mol/l at t = 5s. The reason of the melting is that, the initial interface at the

bottom is far from the left end, so initially the temperature gradient is relatively �at, which

leads the heat �ux �owing into solid part less than that running out from the liquid part. It

also can be seen from Fig. 4.12 that, the interface, salt concentration and temperature pro�les

get almost uniform along the vertical direction after t = 101.6s, so it becomes 1D problem

due to the vertically uniform-distributed boundary condition. Fig. 4.13 presents the interface

pro�les at the moments t = 0s, 5s, 15s, 20s, 30s, 50s, 75s, 101.6s and 339.3s.
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Figure 4.14 � The average salt concentration at each time step.

During the simulation, there is no mass �ux crossing the exterior boundaries. It means the salt

mass should always be conserved throughout. Initially, the salt only exists in the liquid solution

with concentration 2 × 10−3mol/l. The initial volume ratio that the liquid solution occupies

over the entire domain is 0.4325mm2/0.5mm2 = 0.865. So the average salt concentration with

respect to the total volume in theory should always be 1.73 × 10−3mol/l. Fig. 4.14 shows

the average concentration at each time step. After calculation, the maximum relative error is

0.29%, which means the mass is well conserved.

4.4 Discussion and conclusion

In this work, a numerical model, based on XFEM and level set method, has been presented to

describe the phase change process in the binary solution. The numerical tests demonstrate its

accuracy and performance. With the help of XFEM and level set method, all the numerical

tests were conducted with uniform and �xed mesh, which is attractive compared with those
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methods requiring mesh local re�nement or rebuilding. Within the framework of applying

XFEM/level set method to solve phase change problem, it's a fresh attempt to take into

account the mass transport process. In the mathematical analysis section, the mass transport

sub-model is built based on a universal form of mass conservation equation, which is able to

manage the case with variable density. This treatment gets it easy in the future to add the

�uid �ow model, to which the impact of variable density is important.
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Chapter 5

Numerical simulation of Stefan

problem with ensuing melt �ow

through XFEM/level set method

Résumé

Ce travail porte sur l'étude du phénomène de changement de phase et l'écoulement �uide qui

en résulte. Cet écoulement est induit par le gradient de température et/ou par la di�érence

de densité entre les deux phases. L'évolution de l'interface solide/liquide est capturée par

la méthode de la fonction de niveaux tandis que les discontinuités à l'interface sont prises

en compte via la méthode XFEM. L'équation de transfert de chaleur, combinée au problème

de Stefan, et le problème de Stokes sont considérés à cet e�et. Des contraintes telles que

la vitesse du �uide et la température de fusion à l'interface sont imposées par la méthode

de pénalité. Des simulations de solidi�cation et de fusion montrent que la méthode XFEM

prédit des résultats en bonne concordance avec ceux obtenus par éléments �nis et les solutions

analytiques.

Abstract

This work focuses on investigating the application of the extended �nite element method

(XFEM) and level set method in describing the interplay between the thermal behaviour and

ensuing melt �ow during the liquid-solid phase transition process of pure material. The �ow

that happens in the melt is supposed to be induced either by temperature gradient (buoyancy

driven �ow) or by density gap between the two phases. The problem at hand is characterized

by the free-moving phase interface as well as discontinuities therein. The free interface is

captured implicitly by the level set method, while the discontinuities are dealt with by XFEM.

Two sets of partial di�erential equations, i.e. temperature-based energy conservation equation
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supplemented by Stefan condition and Stokes equations with Boussinesq approximation, are

solved by XFEM. The quantities to be determined including temperature, �uid velocity and

pressure present di�erent degrees of discontinuity at the interface. Accordingly, the corrected

abs-enrichment scheme is applied to build the approximation function for temperature, while

the sign-enrichment scheme for melt velocity and pressure. Constraints at the interface, such as

interface temperature and melt velocity, are imposed by the penalty method. The accuracy of

the numerical model is veri�ed by three benchmark tests: �ow past a circular cylinder, in�nite

corner solidi�cation and tin melting front. The simulation results have a good agreement with

the analytical solutions or those obtained by the conventional �nite element method (FEM).

Keywords: extended �nite element method, level set method, Stefan problem, buoyancy

driven �ow

5.1 Introduction

The phase transition problem of liquid-solid system is prevalent. It can be encountered in

various scienti�c or engineering �elds, such as metal casting, alloy formation, crystal growth,

thermal engergy storage, cryopreservation, and so on. In general, the classical Stefan problem

only takes the thermal conduction as the principal mechnism of heat transfer [24]. But actually

during the phase change process, due to the thermal expansion e�ect, a buoyancy driven �ow

induced by the temperature gradient usually exists in the melt. In addition, if the density

variation of the two phases are taken into account, there is also a forced �ow originating from

the interface due to mass conservation. It has been shown that the �ow that happens in the

melt has a strong impact on the interface morphology through in�uencing the heat transfer

[12, 15].

Due to the prevalence of solidi�cation/melting phenomena as well as because the impact of

the melt �ow is considerable, it has attracted many scholars to study the interactions in be-

tween by numerical modelling over the last several decades. Speaking of numerical modelling,

one di�culty arises due to the fact that the problem at hand falls into the category of free

boundary problem, which also usually comes with discontinuity issues. Interface locating and

discontinuity issues are always a challenge to those conventional numerical methods developed

based on the continuity hypothesis. In order to make the conventional methods still applica-

ble, one common practice in the literature is to employ deforming mesh [20, 35, 2], in which

the free interface is kept to align with element edges; then the governing equations can be

solved separately in each phase by the conventional methods. By this means, the sharpness of

the phase front is well preserved, but it also has some shortcomings, such as, it's di�cult to

deal with the free front that possesses complex shape or topological change; mesh rebuilding

is sometimes cumbersome. There also exist a number of other approaches on this subject, like

enthalpy method [36, 16, 30, 35, 29], phase �eld method [3] and e�ective heat capacity method
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[31]. Among these approaches, the enthalpy method is most commonly used. In the enthalpy

method, the energy conservation equation adopts the enthalpy formulation rather than the

temperature-based formation. By the enthalpy formulation, the latent heat released/absorbed

at the interface as phase change occurs can be accounted for naturally, such that the explicit

tracking of the interface is circumvented. Then only one set of equations is solved over the

whole domain and the interface location can be recovered a posteriori according to the tem-

perature distribution. The advantage of this method is that it eliminates the requirement of

tracking interface and imposing thermal interface condition. Nevertheless, there is still a need

to account for hydrodynamic conditions at the interface. In addition, the enthalpy method is

more suitable to handle the phase change problems with mushy zone rather than those with

sharp interface, due to the fact that the enthalpy is of strong discontinuity at the interface in

the sharp interface case.

Instead of using the approaches mentioned above, an attempt to employ an alternative method,

i.e. XFEM combined with level set method, is made in the present work. By contrast with the

conventional numerical methods, XFEM exists to cope with discontinuous problems. Since

it was �rst developed in 1999 within the �eld of fracture mechanics [4, 10], XFEM has been

extensively and successfully applied in many �elds [14]. The level set method has also proven to

be an accurate and robust way to capture various free boundaries (even topologically changed)

based on �xed grids [25]. Combining XFEM with level set method is natural, since level set

method not only is able to determine where ought to be enriched but also itself is utilized to

construct the enrichment function in XFEM [34]. XFEM combined with level set method was

�rst applied to solve the classical Stefan problem in 2002 [7, 18]. Based on the work done in

[7, 18], this combined approach has been further investigated and developed on some detailed

aspects but still con�ned within the framework of classical Stefan problem [27, 5, 9, 32, 22].

Beyond that, very few research works are found taking the in�uence of melt �ow into account

[38, 33, 23]. In [38], an externally forced �ow described by volume-averaged momentum and

continuity equations [39] was introduced to transport the heat, while the density di�erence

between phases and buoyancy e�ect were regarded negligible. The sharp interface was smeared

over a certain thickness, so that FEM was utilized to solve the hydrodynamic portion. In [33],

the melt �ow driven either by the density di�erence between the two phases or by an arbitrary

�ux at the interface was considered. But the velocity �eld is simply constructed by extending

the liquid normal speed at the interface over the whole domain, so no hydrodynamic calculation

was involved. In [23], the �ow induced by the density di�erence between the two phases was

modelled by solving Stokes equations. A FEM-void scheme (without any enrichment) was

used in the approximation of velocity and pressure �elds.

The aim of the present work is to model the solidi�cation/melting process with ensuing melt

�ow through XFEM combined with level set method. To this end, temperature-based energy

conservation equation with Stefan condition and Stokes equations with Boussinesq approxi-
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mation are solved by XFEM alternately. To the best knowledge of the authors, no published

research works have done this before. As shown in Fig. 5.1, the whole model can be divided

into four sub-models. Fig. 5.1 also illustrates the dependencies and message exchange among

these sub-models. Compared with the classical Stefan problem, new discontinuities at the

interface associated with the velocity and pressure are added. Apparently the pressure is of

strong discontinuity, but it depends for the velocity. If no-slip boundary condition is applied

at the interface and density di�erence between the two phases is ignored, the velocity is of

weak discontinuity, otherwise it is strongly discontinuous, because the velocity on the solid

side is always zero. Without loss of generality, the velocity is regarded strongly discontinuous

in the present work, then it requires to impose constraint on the liquid side of the interface.

normal speed spreading

level set transport

heat transfer hydrodynamics

level set functionnormal speed �eld

S
tefa

n
co
n
d
itio

n

interface pro�le int
erf
ace

pro
�le

velocity �eld

buoyancy force/interface normal speed

Figure 5.1 � The model's structure as well as the links among sub-models; the shaded part
corresponds to the classical Stefan problem, which is two-way coupled with the hydrodynamic
problem.

This paper is organized as follows. Section 5.2 introduces the governing equations, including

energy conservation equations to describe the heat transfer, Stokes-Boussinesq equations for

hydrodynamic �ow, and equations involved in level set method to capture the interface. The

numerical analysis through XFEM and FEM to solve the equations mentioned above is pre-

sented in section 5.3. Section 5.4 is devoted to validate the numerical model. Three benchmark

tests are implemented to demonstrate its accuracy and robustness. At the end, section 5.5

concludes this paper.

5.2 Governing equations

5.2.1 Heat transfer

Description of the solidi�cation/melting process in the present study is con�ned within a �nite

vertical domain Ω ⊂ R2. As shown in Fig. 5.2, the computational domain Ω is divided by

a free moving and sharp interface ΓI into liquid region Ωl and solid region Ωs, such that

Ωl ∪ Ωs = Ω and Ωl ∩ Ωs = ΓI . The subscripts l and s throughout this paper are used to
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Figure 5.2 � Schematic of solidi�cation/melting process with ensuing melt �ow.

denote liquid and solid, respectively. The perimeter Γ consists of Neumann boundary ΓN and

Dirichlet boundary ΓD, i.e. ΓN ∪ ΓD = Γ and ΓN ∩ ΓD = ∅. ~n represents the outward unit

normal of the exterior boundaries. ~nΓ is the unit normal of the interface, pointing from solid

into liquid by convention.

The energy conservation equation in terms of temperature T (~x, t) formulation with both con-

vection and conduction mechanisms being taken into account over the domain Ω, as well as

initial and boundary conditions, reads

ρCp
∂T

∂t
+ ρCp~u · ∇T −∇ · (k∇T )− s = 0; ~x ∈ Ω, t ∈ (0,∞) (5.1a)

T = TD; ~x ∈ ΓD, t ∈ (0,∞) (5.1b)

−k∇T · ~n = qn; ~x ∈ ΓN , t ∈ (0,∞) (5.1c)

T = T0; ~x ∈ Ω, t = 0 (5.1d)

T = Tm; ~x ∈ ΓI , t ∈ (0,∞) (5.1e)

where ρ is the density; Cp is the speci�c heat; ~u represents the velocity �eld of the heat-

carrying medium, which is zero in the solid phase; k is the thermal conductivity; s is the heat

source; TD, qn and T0 are given value; and Tm is the melting point.

The phase change always comes with the liberation or absorption of latent heat at the interface

ΓI , where the energy conservation law can be expressed by the Stefan condition:

JqK = ρsLVI ; ~x ∈ ΓI , t ∈ (0,∞) (5.2)

where JqK = ks
∂T
∂n

∣∣∣∣
Γ−I

− kl ∂T∂n

∣∣∣∣
Γ+
I

is the heat �ux jump in the normal direction of the interface,

the superscripts − and + denote the solid side and liquid side, respectively; L represents

the speci�c latent heat per unit mass; VI is the normal speed of the interface, which has

positive value as solidi�cation occurs. The heat �ux jump JqK is the only driving force to

propogate the interface. The appropriate evaluation of JqK is crucial [19, 5], otherwise small

numerical oscillations in the temperature �eld would be passed on, which �nally leads to
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wrong description of the interface pro�le. In the present study, the scheme proposed in [5] is

employed. The basic idea of this scheme is to use the slope of the least squares regression line

built by �tting a set of points distributed in the vicinity of the interface to approximate the

temperature gradient. By doing so, the temperature is locally kind of smoothed, then small

oscillations are supressed. For details, please see [5].

5.2.2 Hydrodynamics

The ensuing melt �ow, as phase change takes place, is driven either by the buoyancy force

or by the density jump at the interface. This �ow is described by the incompressible Stokes

equations with Boussinesq approximation in the present work. The governing equations with

primitive variables velocity ~u(~x, t) and pressure p(~x, t) in the pressure shifted form (the gravity

term is excluded) can be written as

ρ
∂~u

∂t
−∇ ·

(
2µD

)
+∇p+ ραp (T − Tref )~g = 0; ~x ∈ Ω, t ∈ (0,∞) (5.3a)

∇ · ~u = 0; ~x ∈ Ω, t ∈ (0,∞) (5.3b)

~u = ~u0; ~x ∈ Ω, t = 0 (5.3c)

~u = ~uD; ~x ∈ ΓD, t ∈ (0,∞) (5.3d)

(−pI + 2µD) · ~n = ~tN ; ~x ∈ ΓN , t ∈ (0,∞) (5.3e)

~u = 0, p = 0; ~x ∈ Ωs, t ∈ (0,∞) (5.3f)

~u = ~uI ; ~x ∈ Γ+
I , t ∈ (0,∞) (5.3g)

where µ is the dynamic viscosity; D = 1
2

(
∇~u+∇~uT

)
is the shear rate tensor; ~uD, ~tN and ~u0

are given value; the last term on the left hand side of Eq. 5.3a accounts for the buoyancy force,

in which Tref denotes the reference temperature, αp is the thermal expansion coe�cient, and

~g is the gravitational acceleration; Eq. 5.3f states that the velocity and pressure in the solid

region are set to be zero. ~uI represents the melt velocity at the interface. If no-slip boundary

condition is applied at the interface, ~uI can be calculated by the following equation according

to the mass conservation law [33]:

~uI =

(
1− ρs

ρl

)
VI~nΓ (5.4)

If the density jump between phases is ignored, the melt velocity at the interface is zero as

indicated by Eq. 5.4.

5.2.3 Interface capture

5.2.3.1 Level set function and update

The level set function φ(~x, t) is initially de�ned as the shortest signed distance to the interface

as shown below [25]:

φ = sign
(

(~x− ~xI) · ~nΓ

)
min
~xI∈ΓI

‖~x− ~xI‖, ~x ∈ Ω (5.5)
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The entire domain Ω is endowed with distance property through Eq. 5.5. As indicated by Eq.

5.5, φ = 0 means ~x ∈ ΓI , φ < 0 means ~x ∈ Ωs, and φ > 0 means ~x ∈ Ωl. Then, the interface

propagation problem evolves into the transport problem of distance function. Once the level

set function φ is initialized by Eq. 5.5, the update of φ is governed by the following transport

equation [25]:
∂φ

∂t
+ F‖∇φ‖ = 0 ~x ∈ Ω, t ∈ (0,∞) (5.6)

where F = ~v · ~nΓ = ~v · ∇φ‖∇φ‖ is the normal component of velocity �eld ~v that transports the

level set function.

5.2.3.2 Normal speed spreading

The normal speed �eld F (~x) in Eq. 5.6 can be constructed by spreading the interface normal

speed over Ω as shown below [7]:

sign(φ)∇φ · ∇F = 0, ~x ∈ Ω (5.7a)

F (~x) = VI , ~x ∈ ΓI (5.7b)

As indicated by Eq. 5.7a, F is constructed to be orthogonal to φ. In such a way, the

distance property of φ can be retained to some extent. In order to start the spreading from

the interface, the boundary condition represented by Eq. 5.7b acts as an in�ux condition by

adding the component sign(φ) into Eq. 5.7a. See [7] for more details.

5.3 Numerical analysis

5.3.1 XFEM approximation

By contrast with FEM, the approximation space in XFEM is locally enriched to conform

with the solution space where a priori known discontinuities exist. If only one discontinuity is

considered, any variable u(~x, t) can be approximated as

u(~x, t) =
∑
i∈N

Ni(~x)ui(t)︸ ︷︷ ︸
strd. FEM approx.

+
∑
i∈Ne

Mi(~x, t)ai(t)︸ ︷︷ ︸
enrichment

(5.8)

where Ni is the interpolation function of node i; Mi is the local enrichment function; ui and

ai are the ordinary and additional degree of freedoms (DOFs), respectively; N is the set of

total nodes related with the variable under consideration; Ne is the set of enriched nodes. In

the standard XFEM, Ne is composed of the nodes belonging to the cut elements as shown in

Fig. 5.3.

It's known that the mixed formulation (velocity-pressure) of Stokes equations would lead to the

saddle point problem. To make it solvable, one common practice is to make the approximating
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discontinuity

cut element

blending element

Figure 5.3 � Enrichment for the mesh comprises Q2Q1 elements; the element only with square
nodes corresponds to bi-linear elements for matching pressure space (also the space of tem-
perature, level set function, normal speed F and geometry); the element with all the nodes
(square and rounded) corresponds to quadratic elements for matching velocity space; solid
nodes represent those enriched in strd. XFEM.

polynomial of velocity one degree higher than that of pressure [11]. In the present study, Q2Q1

element is selected for the spacial discretization, as shown in Fig. 5.3. All the other variables,

like temperature, level set function, normal speed F and geometry are approximated by the

bi-linear polynomial, the same as pressure.

The local enrichment function Mi can be further written as

Mi(~x, t) = Ni(~x)ψi(~x, t) (5.9)

where ψi is the global enrichment function of node i. It determines discontinuity's character-

istics of the approximation space. The scheme of ψi should be chosen carefully according to

the discontinuity type (a priori known) of variables. In the present work, except the level set

function and normal speed F which are continuous, the temperature is taken as being of weak

discontinuity, while the velocity and pressure are treated as being strongly discontinuous. For

the temperature, the corrected abs-enrichment scheme [13] as shown below is used:

ψi(~x, t) = (|φ(~x, t)− φi(t)|)R = (|φ(~x, t)− φi(t)|)
∑
j∈Ne

Nj(~x) (5.10)

where φ denotes the level set function; R is named ramping function. Besides the nodes

belonging to cut elements, those nodes residing in blending elements (as shown in Fig. 5.3)

also require to be enriched in this scheme. The ramping function R only takes e�ect in blending

elements, since
∑

j∈Ne Nj(~x) is always one in cut elements and zero in ordinary elements. This

scheme e�ectively avoids problems caused in the blending element [8, 6]. For the velocity and

pressure, the following sign-enrichment scheme is adopted:

ψi(~x, t) = sign (φ(~x, t))− sign (φi(t)) (5.11)

In this scheme, only nodes of cut elements are enriched.
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5.3.2 Temperature-based energy conservation equation

The interface constraint represented by Eq. 5.1e is imposed by the penalty method. Following

the procedure of �nite element analysis, i.e. weak formulation, integration by parts, insertion

of natural boundary conditions and backward Euler method for time integration, Eq. 5.1a

gives

WT =
1

∆t

∫
Ω
δTρCpTdΩ− 1

∆t

∫
Ω
δTρCpT

t−∆tdΩ +

∫
Ω
δTρCp~u · ∇TdΩ

+

∫
Ω
∇δT · k∇TdΩ−

∫
Ω
δTsdΩ +

∫
ΓN

δTqndΓ +

∫
ΓI

δTβT (T − Tm)dΓ = 0
(5.12)

where δT denotes the test function; βT is the penalty parameter; ∆t is the time step size;

the superscript t −∆t denotes the previous time step. Variables without superscript t −∆t

represent quantities at current time step by default.

The speci�c form of Eq. 5.8 for the temperature T can be written in the following matrix

form based on one element Ωe containing ne nodes:

T = 〈N〉{T} (5.13)

where

〈N〉 = 〈 N1 N2 · · · Nne M1 M2 · · · Mne 〉 (5.14a)

{T} = 〈 T1 T2 · · · Tne T̆1 T̆2 · · · T̆ne 〉T (5.14b)

T̆ denotes the additional degree of freedom of temperature.

Substituting the temperature in Eq.5.12 by its approximation (Eq.5.13) and assembling, one

can obtain the following system of algebraic equations:

R
i−1
M +R

i−1
C +R

i−1
K +R

i−1
F +

(
1

∆t
M

i−1
t +C

i−1
t +K

i−1
t +F

i−1
t

)
{∆T} = 0 (5.15)
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where

R
i−1

M =
∑
e

∫
Ωe

{N}(ρCp)i−1〈N〉{T}
i−1 − {T}t−∆t

∆t
dΩ (5.16a)

R
i−1

C =
∑
e

∫
Ωe

{N}(ρCp)i−1~uT[B]{T}i−1dΩ (5.16b)

R
i−1

K =
∑
e

∫
Ωe

[B]Tki−1[B]{T}i−1dΩ (5.16c)

R
i−1

F =
∑
e

∫
Γe
N

{N}qi−1
n dΓ−

∑
e

∫
Ωe

{N}si−1dΩ +
∑
e

∫
Γe
I

{N}βT
(
〈N〉{T}i−1 − Tm

)
dΓ (5.16d)

M
i−1

t =
∑
e

∫
Ωe

{N}

(
(ρCp)

i−1
+
(
ρ′Cp + ρC ′p

)i−1 〈N〉
(
{T}i−1 − {T}t−∆t

))
〈N〉dΩ (5.16e)

C
i−1

t =
∑
e

∫
Ωe

{N}
(

(ρCp)
i−1

~uT[B] +
(
ρ′Cp + ρC ′p

)i−1
~uT[B]{T}i−1〈N〉

)
dΩ (5.16f)

K
i−1

t =
∑
e

∫
Ωe

[B]T
(
ki−1[B] + (k′)

i−1
[B]{T}i−1〈N〉

)
dΩ (5.16g)

F
i−1

t =
∑
e

∫
Γe
N

{N} (q′n)
i−1 〈N〉dΓ−

∑
e

∫
Ωe

{N} (s′)
i−1 〈N〉dΩ +

∑
e

∫
Γe
I

{N}βT 〈N〉dΓ (5.16h)

[B] = ∇〈N〉; variables with the superscript i − 1 carry the value at previous iteration step;

∆T = T i − T i−1 means temperature increment between adjacent iterations; the primed vari-

ables stand for the derivative with respect to the temperature. Without loss of generality, the

physical properties, such as Cp, k, and ρ, are assumed to be temperature dependent. Eq. 5.15

is produced by applying the Newton-Raphson method for the linearization.

5.3.3 Stokes-Boussinesq equations

Imposing the interface constraint (Eq. 5.3g) by the penalty method, one obtains the following

weak forms of Eq. 5.3a and Eq. 5.3b:

WNS,~u =

∫
Ω
δ~u · ρ∂~u

∂t
dΩ +

∫
Ω
D(δ~u) : 2µD(~u)dΩ−

∫
Ω
∇ · δ~u pdΩ

+

∫
Ω
δ~u · ραp (T − Tref )~gdΩ−

∫
ΓN

δ~u · ~tNdΓ +

∫
Γ+
I

δ~u · βu (~u− ~uI) dΓ = 0

WNS,p = −
∫

Ω
δp∇ · ~udΩ = 0

(5.17a)

(5.17b)

where δ~u and δp are the test functions and βu is the penalty parameter.

The speci�c forms of Eq. 5.8 for the velocity and pressure, respectively, can be written in the

following matrix form:

~u =
[
N̄
]
{u} (5.18)

p = 〈N〉{p} (5.19)
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where[
N̄
]

=

[
N̄1 0 N̄2 0 · · · N̄ne 0 M̄1 0 M̄2 0 · · · M̄ne 0

0 N̄1 0 N̄2 · · · 0 N̄ne 0 M̄1 0 M̄2 · · · 0 M̄ne

]
(5.20a)

{u} = 〈u1 v1 u2 v2 · · · une vne ŭ1 v̆1 ŭ2 v̆2 · · · ŭne v̆ne〉T (5.20b)

{p} = 〈 p1 p2 · · · pne p̆1 p̆2 · · · p̆ne 〉T (5.20c)

variables decorated with ˘ represent the additional degree of freedoms.

After introducing Eqs. 5.18 and 5.19 as well as applying the backward Euler method for time

integration, Eq. 5.17 becomes{
Ř
i−1
M + Ř

i−1
K + Ř

i−1
P + Ř

i−1
F

Ř
i−1
PV

}
+

[
M̌+ Ǩ+ F̌ P̌

P̌
T

0

]{
{∆u}
{∆p}

}
= 0 (5.21)

where

Ř
i−1

M =
∑
e

∫
Ωe

[
N̄
]T
ρ
[
N̄
] {u}i−1 − {u}t−∆t

∆t
dΩ (5.22a)

Ř
i−1

K =
∑
e

∫
Ωe

[
B̌
]T

2µ
[
B̌
]
{u}i−1dΩ (5.22b)

Ř
i−1

P = −
∑
e

∫
Ωe

{B}〈N〉{p}i−1dΩ (5.22c)

Ř
i−1

PV = −
∑
e

∫
Ωe

{N}〈B〉{u}i−1dΩ (5.22d)

Ř
i−1

F =
∑
e

∫
Ωe

[
N̄
]T
ραp

(
T − Tref

)
{g}dΩ +

∑
e

∫
Γ+,e
I

[
N̄
]T
βu

( [
N̄
]
{u}i−1 − ~uI

)
dΓ

−
∑
e

∫
Γe
N

[
N̄
]T {tN}dΓdΩ

(5.22e)

M̌ =
∑
e

∫
Ωe

[
N̄
]T 1

∆t
ρ
[
N̄
]
dΩ (5.22f)

Ǩ =
∑
e

∫
Ωe

[
B̌
]T

2µ
[
B̌
]
dΩ (5.22g)

P̌ = −
∑
e

∫
Ωe

{B}〈N〉dΩ (5.22h)

F̌ =
∑
e

∫
Γ+,e
I

[
N̄
]T
βu
[
N̄
]
dΓ (5.22i)[

B̌
]
is called strain rate operator, de�ned as
N̄1,x 0 · · · N̄ne,x 0 M̄1,x 0 · · · M̄ne,x 0

0 N̄1,y · · · 0 N̄ne,y 0 M̄1,y · · · 0 M̄ne,y

1
2N̄1,y

1
2N̄1,x · · · 1

2N̄ne,y
1
2N̄ne,x

1
2M̄1,y

1
2M̄1,x · · · 1

2M̄ne,y
1
2M̄ne,x

1
2N̄1,y

1
2N̄1,x · · · 1

2N̄ne,y
1
2N̄ne,x

1
2M̄1,y

1
2M̄1,x · · · 1

2M̄ne,y
1
2M̄ne,x

 (5.23)

〈B〉 can be named divergence operator, de�ned as

〈N̄1,x N̄1,y · · · N̄ne,x N̄ne,y M̄1,x M̄1,y · · · M̄ne,x M̄ne,y〉 (5.24)
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5.3.4 Level set transport equation

Eq. 5.6 can be solved by FEM, given that the level set function φ(~x, t) is smooth over the

domain Ω. The weak form of Eq. 5.6, with the residual-based Galerkin/least-square (GLS)

stabilization term [17, 7], can be written as∫
Ω
δφ
∂φ

∂t
dΩ +

∫
Ω
δφF‖∇φ‖dΩ +

∑
e

∫
Ωe

(
F∇δφ · ∇φ

‖∇φ‖

)
τ e
(∂φ
∂t

+ F‖∇φ‖
)
dΩ = 0 (5.25)

where δφ is the test function; τ eφ is the element stabilization parameter de�ned as τ eφ = he

|F e|
and he is the element shape factor. Eq. 5.25 is discretized in time by the forward Euler

method. The same mesh as for the temperature and pressure �elds are used to do the spatial

discretization. After assembly, the �nal linear algebraic equation system reads

R̃
i−1
M + R̃C + R̃

i−1
GLS +

(
M̃+ M̃GLS

)
{∆φ} = 0 (5.26)

where

R̃
i−1

M =
∑
e

∫
Ωe

{N}〈N〉{φ}
i−1 − {φ}t−∆t

∆t
dΩ (5.27a)

R̃C =
∑
e

∫
Ωe

{N}F
∥∥[B]{φ}t−∆t

∥∥ dΩ (5.27b)

R̃
i−1

GLS =
∑
e

∫
Ωe

F [B]T
[B]{φ}t−∆t

‖[B]{φ}t−∆t‖
τeφ

(
〈N〉{φ}

i−1 − {φ}t−∆t

∆t
+ F

∥∥[B]{φ}t−∆t
∥∥)dΩ (5.27c)

M̃ =
∑
e

∫
Ωe

1

∆t
{N}〈N〉dΩ (5.27d)

M̃GLS =
∑
e

∫
Ωe

F [B]T
[B]{φ}t−∆t

‖[B]{φ}t−∆t‖
τeφ

1

∆t
〈N〉dΩ (5.27e)

5.3.5 Normal speed spreading equation

Likewise, FEM with GLS stabilization technique is utilized to solve Eq. 5.7 [7]. The corre-

sponding weak formulation can be expressed as∫
Ω
δFsign(φ)∇φ · ∇FdΩ +

∑
e

∫
Ωe

(
∇δF · ∇φ

)
τ eF
(
∇φ · ∇F

)
dΩ = 0 (5.28)

where δF is the test function; τ eF is the stabilization parameter, de�ned as he

‖∇φ‖ . The corre-

sponding �nal algebraic equation system reads(
K̂+ K̂GLS

)
{∆F} = 0 (5.29)

where

K̂ =
∑
e

∫
Ωe

{N}sign(φ)
(
∇φ
)T

[B]dΩ (5.30a)

K̂GLS =
∑
e

∫
Ωe

[B]T∇φτeF
(
∇φ
)T

[B]dΩ (5.30b)
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5.3.6 Computational procedure

The usage of the present model, that has been built to simulate the solidi�cation/melting

process with considering the in�uence of ensuing melt �ow, is supposed to follow the procedure

summarized below:

1. Identify the computational domain and initial location of the interface.

2. Initialize φ, T , ~u and set reference value for p.

3. Evaluate interface normal speed VI by Eq. 5.2.

4. Normal speed spreading sub-model:

a) identify the in�ux boundaries and the Dirichlet-type conditions [7];

b) obtain F by assembling and solving Eq. 5.29.

5. Level set transport sub-model: update φ by assembling and solving Eq. 5.26.

6. Heat transfer sub-model and Hydrodynamics sub-model are solved alternately,

until both converge. In each single sub-model, it runs as below:

a) loop over all elements
i. check if cut or not; if so, do splitting and regenerate integration points;
ii. check if enriched or not, then accordingly build the interpolation function;
iii. assemble the discrete system Eq. 5.15 or Eq. 5.21;

b) update T by solving Eq. 5.15 while ~u is assumed to be known; Eq. 5.21 is solved

to update ~u and p while T is assumed to be known.

7. Go back to step 3 until the end.

5.3.7 Ill-conditioned problem

One drawback of XFEM formulation is that it tends to generate an ill-conditioned system

[14, 21], especially when the nodes' support taking up in one phase is small and far as shown

in Fig. 5.4. In this case, the iterative solvers tend not to converge. To alleviate this problem,

the present work employes a technique, which is analogous to that proposed in [28], to remove

the enrichment with small and far support in one phase. Removing the enrichment means

that the originally enriched nodes would be treated as ordinary nodes. This technique is

applied to variables with strong discontinuity. The procedure to �nd out the enriched nodes

and excluding those with small and far support in one phase is demonstrated as below: on

each cut element,

1. if the ratio of the area occupied by solid As to the area occupied by liquid Al greater than

a user-de�ned constant Cblock (Cblock � 1), the current element's nodes where φ > 0

(nodes belonging to the liquid phase) are labelled as enriched;

2. else if As
Al

< 1
Cblock

, the current element's nodes where φ < 0 (nodes belonging to the

solid phase) are labelled as enriched;

105



3. else all the nodes of current element are labelled as enriched.

As shown in Fig. 5.4, through the above procedure, the �lled dot surrounded by a square is

left to be not enriched.

Ωs

Ωl

ΓI

Figure 5.4 � Illustration of the case in which one node's support in one phase is small and far;
the �lled dots denote the enriched nodes; the �lled dot surrounded by a square represents the
node whose enrichment is blocked.

5.4 Numerical tests

5.4.1 Flow past a circular cylinder

The simulation of �ow past a circular cylinder has always served as a benchmark problem

to test the model established based on the conventional numerical methods. Let's consider a

speci�c case that the �ow occurs in a rectangular channel of 1.5m×0.5m in size, the cylinder is

of radius 0.09m and its center locates at (0.4m, 0.25m) as the left lower corner of the channel is

taken as origin. The �ow is driven by the pressure drop ∆p = −1Pa along the channel. No-slip

boundary conditions are applied on the channel walls and the cylinder wall. Fig. 5.5 presents

a typical triangular mesh in the context of FEM in such a way that cylinder wall acts as an

external boundary. This problem can also be treated as �uid-structure interaction problem by

bringing the cylinder into the computational domain. Then, it introduces discontinuities in

the velocity and pressure �elds at the cylinder wall. With the help of XFEM, an uniform and

structured mesh without the internal hole, as shown in Fig. 5.6, will be feasible. To verify the

XFEM hydrodynamic model of the present work, the same problem in steady case is modelled

by FEM based on the mesh as shown in Fig. 5.5 and XFEM based on the mesh as shown

in Fig. 5.6, respectively. In the XFEM modelling, the penalty parameter is set as βu = 108

to impose the no-slip condition at the cylinder wall. The simulation results obtained by both

methods over the whole domain and at the section x = 0.4m are shown in �gures 5.7 and 5.8,

respectively. It can be seen that the XFEM results are in good agreement with those by FEM.
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Figure 5.5 � A typical triangular mesh (containing 550 P2P1 elements) in the context of FEM.

Figure 5.6 � The mesh (containing 760 Q2Q1 elements) used in XFEM as well as the discon-
tinuity location (cylinder wall).

5.4.2 In�nite corner solidi�cation

The solidi�cation problem in an in�nite corner has often been used to validate the classical

two-dimensional Stefan model [7, 5]. As shown in Fig. 5.9, initially the quarter space (x, y > 0)

is �lled with liquid of temperature Ti, which is greater than the melting point of the liquid

Tm; the left and bottom walls are subject to a constant temperature Tw less than Tm, while

the right and top boundaries are assumed to be insulated. For the case when both phases

have the same thermal di�usivity α (α = k
ρCp

), the analytical solution of the interface location

exists [26], which can be written as

y∗ =

(
ab +

c

(x∗)b − ab

)1/b

(5.31)

where x∗ = x√
4αt

, y∗ = y√
4αt

denote the dimensionless coordinates; the constants a = 0.70766,

b = 5.02 and c = 0.159 remain the same with those in [5].

The speci�c values shown in Fig. 5.9 refer to that in [7, 5], and also the material properties,

including ρl = ρs = 1kg/m3, Cp,l = Cp,s = 1J/(kg ·K), kl = ks = 1W/(m ·K), L = 0.25J/kg.

In this application, a mesh containing 3136 bi-linear quadrangle elements is used and βT = 109.

The numerical results of the interface location at three time steps in comparison with the

analytical solution Eq. 5.31 are presented in Fig. 5.10. The numerical results coincide well

with the analytical solution.
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(a) by FEM

(b) By XFEM

Figure 5.7 � Velocity and pressure distributions obtained by FEM and XFEM, respectively,
over the whole domain.
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Figure 5.8 � Velocity's x-component u and pressure p distributions obtained by FEM and
XFEM, respectively, at section x = 0.4m.
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Figure 5.9 � Solidi�cation problem in an in�nite corner.
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Figure 5.10 � Comparison between analytical and numerical solutions of the interface location
for the corner solidi�cation problem in the dimensionless coordinates at three di�erent time
steps.

5.4.3 Tin melting front

The tin melting front problem is a classical example in Comsol application gallery1 based on the

benchmark study in [37]. It describes the interaction between the heat transfer and the induced

buoyancy �ow as the metal tin melts. As shown in Fig. 5.11, the square cavity of 0.1m×0.1m

in size is initially occupied by liquid tin as x < 0.06m and solid tin as x > 0.06m. That means

the initial liquid-solid interface is vertical and located at x = 0.06m. The temperature at the

interface is always kept as the melting point T = 505�. The left and right side-walls are

subject to a constant higher temperature (Thot = 508�) and a constant lower temperature

(Tcold = 503�), respectively. The top and bottom are set to be insulated. For the sake

of gentle start, a common practice is to take the steady solution, obtained by assuming the
1https://www.Comsol.com/model/tin-melting-front-6234
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Figure 5.11 � Computational domain of the tin melting front problem and the thermal bound-
ary conditions.

melting front �xed, as the initial temperature distribution for this transient process. Table

Table 5.1 � Thermophysical properties of tin

PARAMETER VALUE
Density, ρs 7500kg/m3

Density, ρl 7030kg/m3 [1]
Speci�c heat capacity, Cp 200J/(kg ·K)
Thermal conductivity, k 60W/(m ·K)
Melting point, Tm 505�
Latent heat of fusion, L 60000J/kg
Dynamic viscosity, µ 6× 10−3kg/(m · s)
Reference temperature, Tref 505�
Thermal expansion coe�cient, αp 2.67× 10−4K−1

5.1 shows the thermophysical properties of tin used in the classical Comsol application except

that in that application both phases have the same density ρ = 7500kg/m3.

Two scenarios are designed in the present work. Scenario 1 focuses on the in�uence of buoyancy

�ow on the heat transfer, in which the same density ρ = 7500kg/m3 is used for both phases.

Regarding to the hydrodynamics, no-slip boundary conditions are applied on the periphery of

the cavity and the interface, as shown in Fig. 5.12. Scenario 2 is to examine the in�uence of the

enforced �ow fed by the density jump between the two phases. In this case, di�erent densities

for liquid and solid phases are employed as shown in Table 5.1. The density gap in between

reaches to 6.27% with respect to the heavier phase. Note that, under the initial and boundary

conditions set above (in scenario 1) for the temperature, if no buoyancy �ow or other �ows

exist, the system is just in the thermal equilibrium state. To break the equilibrium, a higher

temperature (Thot = 530�) is applied on the left boundary. In addition, taking the density

di�erence between phases into account is equivalent to allowing additional liquid tin to �ow

into the liquid phase from the interface. Due to the fact that the liquid tin is incompressible,
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~u = 0

~u
=

0
~u

=
0

scenario 1: ~u = 0
scenario 2: p = 0

Figure 5.12 � The mesh (containing 299 quadrangle elements) used in both scenarios for tin
melting front problem, the initial interface (red line) and boundary conditions for hydrody-
namics.

"penetration" must be allowed somewhere on the periphery of the cavity. So in the second

scenario, p = 0 is applied on the top of the cavity to leave the velocity there free. In both

scenarios, the penalty parameter βT is set to be 108 for the temperature, βu = 106 for velocity

and the blocking constant Cblock is 50. Fig. 5.12 shows the mesh.

Fig. 5.13 presents the temperature distribution and melt �ow pattern at several di�erent time

steps in scenario 1. It can be seen that the induced buoyancy �ow has great impact on the

temperature distribution. The �ow enhances the rightward heat transfer along the top of the

cavity. It increases the input heat �ux at the upper position of the interface, which makes the

original thermal balance there lost, then the upper solid tin �rst starts to melt. As the melt

adjacent to the interface �ows downwards, the heat taken from the top by the �ow decreases

gradually along the interface. It manifests a general tendency that the melting speed gets

slower along the interface from top to bottom.

The temperature and velocity distributions at four time steps for scenario 2 is presented in Fig.

5.14. We can see that, as the melting takes place, a mass �ux drawn from the melting front

is triggered. The velocity of this �ow at the interface is determined by the density di�erence

between phases and the melting front speed (see Eq. 5.4). In the present case, the magnitude

of the maximum �ow velocity is near the order 10−5m/s. As shown in Fig. 5.14, the in�uence

of such faint �ow to the temperature distribution is almost negligible.

The comparisons between the results obtained by XFEM and Comsol in the two scenarios,

including interface pro�les, temperature and velocity magnitude distributions at certain time

steps, are presented in �gures 5.15-5.22. In Comsol, FEM combined with the mesh-deforming

technique was used. It can be seen that the results obtained by XFEM have a good agreement
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(a) t = 0s (b) t = 200s

(c) t = 385s (d) t = 740s

Figure 5.13 � Temperature and velocity distributions at four time steps for scenario 1 of tin
melting front problem.

with those by Comsol.

5.5 Conclusions

A two-dimensional numerical model based on XFEM and level set method to describe the

phase change process with ensuing melt �ow has been presented. The model is characterized

by describing the interaction between the heat transfer and the melt �ow. The tin melting

problem shows that the in�uence of the buoyancy �ow induced by temperature gradient is

obvious, while the melt �ow caused by the density di�erence between solid and liquid phases

(the density gap reaches to 6.27% with respect to the heavier one) is very faint. In the model,

XFEM exhibits its �exibility in dealing with di�erent types of discontinuity. Especially for the

velocity �eld, the sign-enrichment scheme with the imposition of Dirichlet-type conditions at

the interface works well for the weakly or strongly discontinuous situation. The enforcement

of various physical constraints at the interface is straightforward by the penalty method. The
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(a) t = 0s (b) t = 200s

(c) t = 400s (d) t = 750s

Figure 5.14 � Temperature and velocity distributions at four time steps for scenario 2 of tin
melting front problem.

numerical tests show the accuracy of the present model.
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Figure 5.15 � Comparison between the interface pro�les obtained by XFEM and Comsol
respectively at three di�erent time steps in scenario 1.
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Figure 5.16 � Comparison between the temperature pro�les obtained by XFEM and Comsol
respectively at certain locations and time steps in scenario 1.
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Figure 5.17 � Comparison between the velocity magnitude obtained by XFEM and Comsol
respectively at certain locations and time steps in scenario 1.
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Figure 5.18 � Comparison between the interface pro�les obtained by XFEM and Comsol
respectively at three di�erent time steps in scenario 2.
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Figure 5.19 � Comparison between the temperature pro�les obtained by XFEM and Comsol
respectively at certain locations and time steps in scenario 2.
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Figure 5.20 � Comparison between the velocity magnitude obtained by XFEM and Comsol
respectively at certain locations and time steps in scenario 2.

119



0 0.02 0.04 0.06 0.08 0.1

505

510

515

520

525

530

y (m)

T
(�

)

XFEM results
Comsol results

(a) at t = 200s, x=0.065m

0 0.02 0.04 0.06 0.08 0.1

505

510

515

520

525

530

y (m)

T
(�

)

XFEM results
Comsol results

(b) at t=400s, y=0.07m

0 0.02 0.04 0.06 0.08 0.1

505

510

515

520

525

530

x (m)

T
(�

)

XFEM results
Comsol results

(c) at t=750s, x=0.08m

Figure 5.21 � Comparison between the temperature pro�les obtained by XFEM and Comsol
respectively along certain vertical sections at di�erent time steps in scenario 2.
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Figure 5.22 � Comparison between the velocity magnitude obtained by XFEM and Comsol
respectively along certain vertical sections at di�erent time steps in scenario 2; the decrease
of velocity magnitude at the right end of XFEM results might be due to the no-slip condition
at the interface.
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Chapter 6

Numerical simulation of Stefan

problem with ensuing melt �ow and

mass transport in the binary system

through XFEM/level set method

Résumé

Ce travail a pour objectif le développement d'un modèle bidimensionnel pour simuler le

phénomène de changement de phase avec prise en considération de l'e�et de la composition

chimique du milieu et du mouvement du �uide. À cet e�et, les problèmes de Stefan, de Stokes

et de transport d'espèces chimiques (système binaire) ont été couplés. La méthode XFEM est

utilisée pour prendre en considération les discontinuités des di�érentes variables et la méthode

de la fonction de niveaux est exploitée pour capturer l'évolution de l'interface solide/liquide.

Le modèle ainsi développé a été appliqué à la simulation de l'évolution du pro�l du bain gelé

dans le procédé de Hall-Héroult. Les résultats obtenus démontrent la robustesse du modèle,

plus particulièrement lorsque la température de fusion dépend la composition chimique du

bain.

Abstract

This work aims to establish a two-dimensional numerical model to describe the phase change

process that happens in a binary system. During this process, the ensuing melt �ow as well as

the induced mass transport are supposed to be taken into account. To this end, the mathemat-

ical model made up of a series of partial di�erential equations including energy conservation

equation in temperature-formulation, species transport equation and Stokes equations is solved

by the extended �nite element method (XFEM). The solid-liquid interface is captured implic-
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itly by the level set method. In the vicinity of the interface, four physical quantities present

di�erent degrees of discontinuity. Temperature showing weak discontinuity is approximated

by the corrected abs-enrichment scheme, while the other three including solute concentra-

tion, velocity and pressure are approximated by the sign-enrichment scheme. Constraints at

the interface, such as melting point, mass �ux and �uid velocity, are enforced by the penalty

method. The melt �ow can be induced either by the density di�erence between solid and liquid

phases or by the buoyancy forces produced by the temperature gradient and compositional

gradient. The Boussinesq approximation is only applied to deal with the density variation

caused by temperature gradient, while the density in each term is set to be dependent on the

melt composition to account for the in�uence of compositional gradient. The model is applied

to simulate the ledge pro�le of the Hall�Héroult process under certain scenarios. It's shown

that the model works well on describing the phase transition process of binary system, even

though the melting point is sensitive to the melt composition.

Keywords: XFEM, level set method, phase change, buoyancy-driven �ow, mass transport

6.1 Introduction

The classical Stefan problem generally refers to isothermal phase transition process of pure

material, in which the melting point is constant and thermal conduction is the only mechanism

to transfer the heat [22]. In comparison, the phase transition of bi-constituent material (binary

system) is more complicated and characterized by the presence of preferential rejection or

incorporation of the species at the interface due to the di�erent solubility in liquid and solid

phases [11]. This dilution or enrichment locally in species brings about two implications,

that it a�ects both the local density and melting point, which are often sensitive to the

local chemical composition in the binary system. In addition, if the in�uence of thermal

expansion is also taken into account, the density variation will be subject simultaneously to

both compositional gradient and temperature gradient. In that situation, a double-di�usive

(thermosolutal) buoyancy �ow is induced and has considerable impact on the heat transfer

[2]. Therefore, it requires a comprehensive model to account for the interplay between the

non-isothermal phase transition and the associated double-di�usive �ow. In the past several

decades, lots of research e�orts have been dedicated to developing such comprehensive model

due to its broad signi�cance in many �elds such as alloy casting, crystallization in magmas,

formation/depletion of sea ice, and so on [21].

One prevalent model is the named continuum (single region) model [3, 4, 1, 34, 16, 13]. In

this model, a mushy zone where liquid and solid coexist is also present to account for the

non-isothermal phenomenon that the phase transition occurs over an extended temperature

range. The model consists of momentum equation, continuity equation, energy conservation

equation and species transport equation. This set of equations are obtained based on volume
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averaging techniques and valid over the entire domain containing the liquid, solid and mushy

zones. The energy conservation equation is in enthalpy formulation. Then, the need of tracking

interface is eliminated. The parameters in di�erent zones, as well as the permeability between

zones (species partitioning), are de�ned in terms of solid/liquid fraction. The closure of

the equation system is achieved by a suppplementary relationship between the solid/liquid

fraction and the temperature distribution, i.e. a modi�ed form of "lever rule" for binary phase

diagrams. The continuum model has the virtue of being simple without tracking the interface.

In [6, 19], the continuum model is even used to describe the phenomenon of detachment and

drifting of solid crystals in the situation of hypereutectic solidi�cation. The disadvantage of

the continuum model is that it hardly o�ers precise details at the phase change area and

appropriate constitutive relations are di�cult to impose.

In contrast to continuum model, the other type is the two-phase model [37, 31], in which

the conservation equations are solved in each phase based on moving mesh, or �xed mesh

with interface capturing, along with the imposition of appropriate boundary conditions at

the interface. In [37], a sharp-interface �nite element model utilizing moving mesh is built to

describe the dendritic solidi�cation with thermosolutal �ow. The interface is tracked explicitly

by marker points. In [31], level set method is employed to implicitly capture the interface of

dendritic growth of binary systems. According to the level set values, an arti�cial di�used

solid-liquid interface is built. Within that di�used layer, the momentum, energy, species

conservation equations are modi�ed using volume averaging techniques, and then solved by the

traditional �nite element method. Compared to the continuum model, the two-phase model

is superior in description of interaction between phases, but it also su�ers inconvenience of

remeshing or discontinuity problems at the interface.

In the present work, an attempt is made to establish a two-dimensional two-phase model

to describe the phase change process of binary systems on a �xed mesh with the aid of

extended �nite element method (XFEM) and level set method. In dealing with the problems

with non-smooth characteristics, the XFEM e�ectively eliminates the necessity of local mesh

re�nement and discontinuity smearing [12]. Especially the combination with the level set

method, which provides XFEM with the discontinuity location and facilitates the construction

of enrichment, has been successfully applied in various �elds [15, 24]. The �rst introduction of

the combination of XFEM and level set method to the classical Stefan problem can trace back

to 2002 [8, 17]. Since then this combined model (XFEM/level set method) has been further

applied and investigated under the framework of phase transition problem [23, 5, 10, 29, 36, 30],

among which the most majority are still restricted to the classical Stefan problem. To the best

knowledge of the authors, no research works utilizing the combination of XFEM and level set

method to model the interplay between phase transition and the ensuing thermosolutal �ow

have been reported.

The present model is meant to be developed to simulate the ledge pro�le in the Hall�Héroult
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process. Besides the melting point and density are sensitive to the melt composition, the

Hall�Héroult system has another important feature that the density di�erence between solid

and liquid phases is large [20]. In [20], the melt �ow caused by this density di�erence is

described, but the variation of melt composition is not considered. The in�uence of the melt

�ow caused by this density jump at the ledge front is further investigated in this work.

The following assumptions have been used to build the model in the present study:

1. The phase change front keeps clean and planar, that means formation of columnar or

dendritic structures is beyond the scope of the present study, nevertheless the melting

point is treated as changing with solute concentration.

2. The melt �ow is described by the incompressible viscous Stokes equation.

3. In order to make the incompressibility of the melt always hold, it's assumed that the

compositional variation only changes the local density but not the material density,

meanwhile on the other hand, for the density variation caused by temperature gradient,

the Boussinesq approximation is applied. In the literature, Boussinesq approximation is

commonly used for both mechanisms (thermal and solutal e�ects).

4. Mass transport and �ow are not allowed in the solid region.

The paper is organized as follows. In section 6.2, all the governing equations including heat

transport equations, species transport equation, Stokes equations with Boussinesq approxima-

tion, as well as the de�nition and update equation of level set function are brie�y introduced.

Section 6.3 is dedicated to present the numerical analysis that how the governing equation are

dealt with through XFEM and also some aspects on numerical implementation. In section

6.4, the established model is applied to simulate the ledge solidi�cation/melting that occurs

during the Hall-Héroult process under certain scenarios. Finally, the study is concluded by

section 6.5.

6.2 Mathematical models

As shown in Fig. 6.1, for the liquid-solid phase transition problem, the liquid region Ωl and

solid region Ωs, making up the computational domain Ω ⊂ R2, are speared by the moving

interface ΓI such that Ωl ∪Ωs = Ω and Ωl ∩Ωs = ΓI . Throughout the paper, the subscripts l

and s are used to denote quantities in the liquid and solid state, respectively. By utilizing the

level set method to capture the moving interface, a scalar function denoted by φ is de�ned as

the signed distance function [8]:

φ(~x, t) = sign
(

(~x− ~xI) · ~nΓ

)
min
~xI∈ΓI

‖~x− ~xI‖, ~x ∈ Ω (6.1)

such that the interface ΓI is implicitly described as the zero-level of φ. ~nΓ is the unit normal

at the interface. By convention, ~nΓ is de�ned as pointing from solid to liquid as shown in Fig.
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~nΓ

~n

ΓI

ΓD ΓN
solid
Ωs

liquid
Ωl

Figure 6.1 � Schematic diagram of phase change of a binary system with ensuing melt �ow
and species partitioning at the interface (one species represented by little spheres is rejected
from the solid).

6.1. Then, the regions in di�erent phase states are distinguished by

φ(~x, t)


< 0, ∀~x ∈ Ωs

= 0, ∀~x ∈ ΓI

> 0, ∀~x ∈ Ωl

(6.2)

In general, to describe the phase transition with ensuing thermosolutal �ow and species trans-

port in a binary system, the mathematical model is composed of governing equations over the

whole domain Ω, the governing equation at the interface ΓI , constrains at the interface, as

well as constitutive relations between the physical properties (density, melting point) and the

melt composition. These components in detail are listed below [26, 8, 33].

1. Governing equations over the whole domain Ω include

heat transport equation

ρCp
∂T

∂t
+ ρCp~u · ∇T −∇ · (k∇T )− s = 0 (6.3)

species transport equation

∂ρω

∂t
+ ~u · ∇(ρω) +∇ · (−ρD∇ω) = 0 (6.4)

pressure shifted Stokes equations with Boussinesq approximation

ρ
∂~u

∂t
−∇ ·

(
2µD

)
+∇p+ ραp (T − Tref )~g − (ρ− ρ0)~g = 0 (6.5a)

∇ · ~u = 0 (6.5b)

level set update equation

∂φ

∂t
+ F ‖ ∇φ ‖= 0 (6.6)

normal speed spreading equation

sign(φ)∇φ · ∇F = 0 (6.7)
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2. The governing equation at the interface ΓI is

ks
∂T

∂n

∣∣∣∣
Γ−I

− kl
∂T

∂n

∣∣∣∣
Γ+
I

= ρsLVI (6.8)

3. Constraints at the interface ΓI include

T = Tm (6.9a)

F = VI (6.9b)

ρD
∂ω

∂n

∣∣∣∣
Γ−I

− ρD∂ω
∂n

∣∣∣∣
Γ+
I

= ρsVI(ω − ωs) (6.9c)

~u

∣∣∣∣
Γ+
I

= ~uI =

(
1− ρs

ρl

)
VI · ~nΓ (6.9d)

4. Constitutive relations to close the model such as dependencies of the density and melting

point on the solute concentration (ρ(ω) and Tm(ω)).

where T denotes temperature; ω is the mass fraction of solute; ~u denotes �uid velocity; p

denotes pressure; F = ~v · ∇φ‖∇φ‖ is the normal component of the velocity �eld ~v used to advect

φ; ρ denotes density; ρ0 is the density at initial composition and reference temperature; Cp is

the speci�c heat capacity; k is the thermal conductivity; s is thermal source or sink; D is the

mass di�usivity; D = 1
2

(
∇~u+∇~uT

)
represents shear rate tensor; µ is the dynamic viscosity;

αp is the thermal expansion coe�cient; Tref is the reference temperature; ~g is the gravitational

acceleration; L is the latent heat; VI is the normal speed of the interface; Tm is the melting

point; superscripts + and − are used to denote quantities on the liquid side and the solid side

of the interface, respectively.

In addition, a well-posed model also requires to be supplemented with the following initial

and boundary conditions:

T = T0, ω = ω0, ~u = ~u0; ~x ∈ Ω, t = 0 (6.10a)

T = TD, ω = ωD, ~u = ~uD; ~x ∈ ΓD, t ∈ (0,∞) (6.10b)

−k∇T · ~n = qT,n, −ρD∇ω · ~n = qω,n, (−pI + 2µD) · ~n = ~tN ; ~x ∈ ΓN , t ∈ (0,∞) (6.10c)

where ΓD represents the exterior boundary of Dirichlet-type, while ΓN the Neumann type;

all the quantities on the right hand side of Eq. 6.10 are given value.

Remarks (1) For species transport, the code is developed based on the mass-fraction-based

conservative formulation, i.e. Eq. 6.4. Eq. 6.4 exists to deal with the case in which density

varies with the liquid composition. If the density variation is negligible for species transport,

the same code also can be used by setting density (only in Eq. 6.4) to be constant, and
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the unknown can be molar concentration. (2) The density ρ as well as the melting point

Tm is a function of solute concentration, but independent on temperature T . The buoyancy

force caused by temperature gradient is accounted for by the term ραp (T − Tref )~g in Eq.

6.5a. (3) Eq. 6.8 is often referred to as Stefan condition. The left-hand side of Eq. 6.8

representing the heat �ux jump at the interface is the only driving force to move the phase

front. In evaluating the heat �ux jump to avoid small oscillations in the temperature �eld, the

temperature gradient is approximated by the slope of the least squares regression line, which

is built by �tting a set of points distributed in the vicinity of the interface. A parameter δd

requires to be set to indicate the range within which the evaluation points are selected, please

see [5] for details. Once VI is obtained, it can be used as internal boundary condition (see

Eq. 6.9b) to construct the normal speed �eld F (see Eq. 6.7) to advect the level set function

φ. As shown in Eq. 6.7, F is constructed in the way to be orthogonal to φ, such that the

property of φ being signed distance function can be conserved to a degree. (4) The species

partition is governed by Eq. 6.9c. If species is not allowed to move in the solid region, i.e.

Ds = 0, Eq. 6.9c becomes a boundary condition of Neumann type requiring to be imposed on

the liquid side of the interface. (5) In the case that the in�uence of density di�erence between

phases is taken into account, Eq. 6.9d should be imposed on the liquid side of the interface

as a boundary condition of Dirichlet-type.

6.3 Numerical analysis

6.3.1 Approximation schemes

The mathematical model established above can be roughly divided into �ve sub-problems,

governed by the equations 6.3 to 6.7, respectively. In these equations, there are mainly six

unknown quantities involved, including temperature T , solute concentration ω, velocity ~u,

pressure p, level set function φ and normal speed F . All these unknowns manifest di�erent

degrees of non-smoothness at the interface except for φ and F . It means all the unknowns

should be approximated by XFEM except that φ and F can be approximated by FEM. In

XFEM, the approximation of any variable u(~x, t) with one enrichment can be written as [15]

u(~x, t) =
∑
i∈N

Ni(~x)ui(t)︸ ︷︷ ︸
strd. FEM approx.

+
∑
i∈Ne

Mi(~x, t)ai(t)︸ ︷︷ ︸
enrichment

(6.11)

where quantities with subscript i represent the values adhering to node i; Ni is the standard

FEM shape function; Mi is the local enrichment function; ui and ai are the ordinary and

additional degree of freedoms (DOFs), respectively; N is the set of total nodes related with

the variable under consideration; Ne is the set of enriched nodes. In the standard XFEM, the

enriched nodes are those belonging to the elements cut through by the discontinuity.
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The Stokes equation in the mixed (velocity-pressure) formulation requires that the approx-

imation spaces of velocity and pressure must be well matched to satisfy the inf-sup (LBB)

condition. One commonly used quali�ed element type is Q2Q1. In the present work, the iden-

tical mesh composed of Q2Q1 elements is shared by all the sub-problems. Except that velocity

is approximated by the bi-quadratic polynomial, all the other variables are approximated by

the bi-linear polynomial. For a given element Ωe, the approximations can be written in matrix

form as

~u = [N̄ ]{u} (6.12a)

p = 〈N〉{p} (6.12b)

T = 〈N〉{T} (6.12c)

ω = 〈N〉{ω} (6.12d)

φ = 〈N〉{φ} (6.12e)

F = 〈N〉{F} (6.12f)

where

[
N̄
]

=

[
N̄1 0 N̄2 0 · · · N̄9 0 M̄1 0 M̄2 0 · · · M̄9 0

0 N̄1 0 N̄2 · · · 0 N̄9 0 M̄1 0 M̄2 · · · 0 M̄9

]
(6.13a)

{u} = 〈u1 v1 u2 v2 · · · u9 v9 ŭ1 v̆1 ŭ2 v̆2 · · · ŭ9 v̆9〉T (6.13b)

〈N〉 = 〈 N1 N2 · · · N4 M1 M2 · · · M4 〉 (6.13c)

{p} = 〈 p1 p2 · · · p4 p̆1 p̆2 · · · p̆4 〉T (6.13d)

{T} = 〈 T1 T2 · · · T4 T̆1 T̆2 · · · T̆4 〉T (6.13e)

{ω} = 〈 ω1 ω2 · · · ω4 ω̆1 ω̆2 · · · ω̆4 〉T (6.13f)

{φ} = 〈 φ1 φ2 · · · φ4 〉T (6.13g)

{F} = 〈 F1 F2 · · · F4 〉T (6.13h)

Remarks The size of matrices and vectors in Eq. 6.12 varies with the enrichment degree

of current element, i.e. fully-enriched, partially-enriched or non-enriched. For example, the

enriched components in Eq. 6.13, denoted by M or M̄ in the shape function and decorated

with ˘ in the nodal value vector, don't exist for the non-enriched elements.

The local enrichment function Mi can be further expanded as [15]

Mi(~x, t) = Ni(~x)ψi(~x, t) (6.14)

where ψi denotes the global enrichment function of node i. It's ψi that determines the dis-

continuity type of the approximation space. Therefore, the scheme of ψi should be chosen

according to the discontinuity type in the solution space, which is known a priori. Since the
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temperature T is weakly discontinuous, the corrected abs-enrichment scheme, proposed in [14],

is used:

ψi(~x, t) = (|φ(~x, t)− φi(t)|)R (6.15)

where R =
∑

j∈Ne Nj(~x) acts as a ramping function. In the corrected abs-enrichment scheme,

the nodes belonging to both fully-enriched elements (cut elements) and partially-enriched

elements (blending elements) are enriched. By utilizing this scheme, the oscillation problems

caused in the blending elements are e�ectively avoided [9, 7]. On the other hand, the solute

concentration ω, velocity ~u and pressure p are strongly discontinuous. Therefore, the following

sign-enrichment scheme [15] is used:

ψi(~x, t) = sign (φ(~x, t))− sign (φi(t)) (6.16)

In this scheme, only nodes of the cut elements are enriched.

6.3.2 Heat transport sub-model

The weak formulation of Eq. 6.3, together with imposing the interface constraint Eq. 6.9a by

the penalty method, gives

WT =

∫
Ω
δTρCp

∂T

∂t
dΩ +

∫
Ω
δTρCp~u · ∇TdΩ +

∫
Ω
∇δT · k∇TdΩ−

∫
Ω
δTsdΩ

+

∫
ΓN

δTqT,ndΓ +

∫
ΓI

δTβT (T − Tm)dΓ = 0
(6.17)

where δT denotes the test function; βT is the penalty parameter. After a series of operations,

such as time discretization by the backward Euler method, linearization by the Newton-

Raphson method, spatial discretization and assembly, Eq. 6.17 becomes,

R
i−1
M +R

i−1
C +R

i−1
K +R

i−1
F +

(
1

∆t
M

i−1

t
+C

i−1
t +K

i−1
t +F

i−1
t

)
{∆T} = 0 (6.18)

where

R
i−1

M =
∑
e

∫
Ωe

{N}(ρCp)i−1〈N〉{T}
i−1 − {T}t−∆t

∆t
dΩ (6.19a)

R
i−1

C =
∑
e

∫
Ωe

{N}(ρCp)i−1~uT[B]{T}i−1dΩ (6.19b)

R
i−1

K =
∑
e

∫
Ωe

[B]Tki−1[B]{T}i−1dΩ (6.19c)

R
i−1

F =
∑
e

∫
Γe
N

{N}qi−1
T,ndΓ +

∑
e

∫
Γe
I

{N}βT
(
〈N〉{T}i−1 − Tm

)
dΓ−

∑
e

∫
Ωe

{N}si−1dΩ (6.19d)

M
i−1

t =
∑
e

∫
Ωe

{N}

(
(ρCp)

i−1 +
(
ρ′Cp + ρC ′p

)i−1

〈N〉
(
{T}i−1 − {T}t−∆t

))
〈N〉dΩ (6.19e)

C
i−1

t =
∑
e

∫
Ωe

{N}
(

(ρCp)
i−1~uT[B] +

(
ρ′Cp + ρC ′p

)i−1

~uT[B]{T}i−1〈N〉
)
dΩ (6.19f)
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K
i−1

t =
∑
e

∫
Ωe

[B]T
(
ki−1[B] + (k′)

i−1
[B]{T}i−1〈N〉

)
dΩ (6.19g)

F
i−1

t =
∑
e

∫
Γe
N

{N}
(
q′T,n

)i−1 〈N〉dΓ +
∑
e

∫
Γe
I

{N}βT 〈N〉dΓ−
∑
e

∫
Ωe

{N} (s′)
i−1 〈N〉dΩ (6.19h)

Remarks Throughout the paper, the following notations hold. [B] represents ∇〈N〉. Vari-
ables with superscript i− 1 carry the value at previous iteration step. The primed quantities

stand for the derivative with respect to the unknown for current sub-problem. ∆T = T i−T i−1

means temperature increment between adjacent iterations, and the other unknowns do like-

wise. ∆t is the time step size. The superscript t−∆t denotes the previous time step. Variables

without superscript t−∆t represent quantities at current step by default.

6.3.3 Species transport sub-model

The weak formulation of Eq. 6.4 together with enforcing the interface constraint Eq. 6.9c

gives

Wω =

∫
Ω
δω
(
ρ+ ωρ′

)∂ω
∂t
dΩ +

∫
Ω
δω~u ·

(
ρ+ ωρ′

)
∇ωdΩ +

∫
Ω
∇δω · ρD∇ωdΩ

+

∫
ΓN

δωqω,ndΓ +

∫
ΓI+

δωρs
(
ω − ωs)VIdΓ = 0

(6.20)

where δw is the test function. After the same operations as in the section 6.3.2, Eq. 6.20

becomes

R̄
i−1

M + R̄
i−1

C + R̄
i−1

K + R̄
i−1

F +

(
1

∆t
M̄

i−1

t
+ C̄

i−1

t + K̄
i−1

t + F̄
i−1

t

)
{∆w} = 0 (6.21)

where

¯R
i−1

M =
∑
e

∫
Ωe

{N}
(
ρ+ ωρ′

)i−1〈N〉{ω}
i−1 − {ω}t−∆t

∆t
dΩ (6.22a)

¯R
i−1

C =
∑
e

∫
Ωe

{N}~uT
(
ρ+ ωρ′

)i−1
[B]{ω}i−1dΩ (6.22b)

¯R
i−1

K =
∑
e

∫
Ωe

[B]T
(
ρD
)i−1

[B]{ω}i−1dΩ (6.22c)

¯R
i−1

F =
∑
e

∫
Γe
N

{N}qi−1
ω,ndΓ +

∑
e

∫
Γe
I+

{N}ρi−1
s

(
〈N〉{ω}i−1 − ωi−1

s

)
VIdΓ (6.22d)

¯M
i−1

t =
∑
e

∫
Ωe

{N}

((
ρ+ ωρ′

)i−1
+
(
2ρ′ + ωρ′′

)i−1〈N〉
(
{ω}i−1 − {ω}t−∆t

))
〈N〉dΩ (6.22e)

¯C
i−1

t =
∑
e

∫
Ωe

{N}~uT
((
ρ+ ωρ′

)i−1
[B] +

(
2ρ′ + ωρ′′

)i−1
[B]{ω}i−1〈N〉

)
dΩ (6.22f)

¯K
i−1

t =
∑
e

∫
Ωe

[B]T
((
ρD
)i−1

[B] +
(
ρ′D + ρD′

)i−1
[B]{ω}i−1〈N〉

)
dΩ (6.22g)

¯F
i−1

t =
∑
e

∫
Γe
N

{N}
(
q′ω,n

)i−1 〈N〉dΓ +
∑
e

∫
Γe
I+

{N}
(
ρ′s
(
ω − ωs

)
+ ρs − ρsω′s

)i−1

〈N〉VIdΓ (6.22h)
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6.3.4 Stokes sub-model

The weak formulation of Eq. 6.5, together with enforcing the interface constraint Eq. 6.9d by
the penalty method, gives

W~u =

∫
Ω

δ~u · ρ∂~u
∂t
dΩ +

∫
Ω

D(δ~u) : 2µD(~u)dΩ−
∫

Ω

∇ · δ~updΩ−
∫

Ω

δ~u · (ρ− ρ0)~gdΩ

+

∫
Ω

δ~u · ραp (T − Tref )~gdΩ−
∫

ΓN

δ~u · ~tNdΓ +

∫
Γ+
I

δ~u · βu (~u− ~uI) dΓ = 0

Wp = −
∫

Ω

δp∇ · ~udΩ = 0

(6.23a)

(6.23b)

where δ~u and δp are the test functions. After discretization (backward Euler method in

time) and assembly, Eq. 6.23 becomes{
Ř
i−1
M + Ř

i−1
K + Ř

i−1
P + Ř

i−1
F

Ř
i−1
PV

}
+

[
M̌+ Ǩ+ F̌ P̌

P̌
T

0

]{
{∆u}
{∆p}

}
= 0 (6.24)

where

Ř
i−1

M =
∑
e

∫
Ωe

[
N̄
]T
ρ
[
N̄
] {u}i−1 − {u}t−∆t

∆t
dΩ (6.25a)

Ř
i−1

K =
∑
e

∫
Ωe

[
B̌
]T

2µ
[
B̌
]
{u}i−1dΩ (6.25b)

Ř
i−1

P = −
∑
e

∫
Ωe

{B}〈N̄〉{p}i−1dΩ (6.25c)

Ř
i−1

PV = −
∑
e

∫
Ωe

{N̄}〈B〉{u}i−1dΩ (6.25d)

Ř
i−1

F =
∑
e

∫
Ωe

[
N̄
]T
ραp

(
T − Tref

)
{g}dΩ +

∑
e

∫
Ωe

[
N̄
]T

(ρ− ρ0){g}dΩ

+
∑
e

∫
Γ+,e
I

[
N̄
]T
βu

( [
N̄
]
{u}i−1 − ~uI

)
dΓ−

∑
e

∫
Γe
N

[
N̄
]T {tN}dΓ

(6.25e)

M̌ =
∑
e

∫
Ωe

[
N̄
]T 1

∆t
ρ
[
N̄
]
dΩ (6.25f)

Ǩ =
∑
e

∫
Ωe

[
B̌
]T

2µ
[
B̌
]
dΩ (6.25g)

P̌ = −
∑
e

∫
Ωe

{B}〈N〉dΩ (6.25h)

F̌ =
∑
e

∫
Γ+,e
I

[
N̄
]T
βu
[
N̄
]
dΓ (6.25i)[

B̌
]
is called strain rate operator:

N̄1,x 0 · · · N̄9,x 0 M̄1,x 0 · · · M̄9,x 0

0 N̄1,y · · · 0 N̄9,y 0 M̄1,y · · · 0 M̄9,y

1
2N̄1,y

1
2N̄1,x · · · 1

2N̄9,y
1
2N̄9,x

1
2M̄1,y

1
2M̄1,x · · · 1

2M̄9,y
1
2M̄9,x

1
2N̄1,y

1
2N̄1,x · · · 1

2N̄9,y
1
2N̄9,x

1
2M̄1,y

1
2M̄1,x · · · 1

2M̄9,y
1
2M̄9,x

 (6.26)
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〈B〉 can be named divergence operator:

〈N̄1,x N̄1,y · · · N̄9,x N̄9,y M̄1,x M̄1,y · · · M̄9,x M̄9,y〉 (6.27)

6.3.5 Level set transport sub-model

Since φ is smooth over domain Ω, Eq. 6.6 can be solved directly by FEM. With the GLS

scheme for stabilization and the forward Euler method for time integration, please see [8] for

details, Eq. 6.6 becomes

R̃
i−1
M + R̃

i−1
C + R̃

i−1
GLS +

(
M̃

i−1
+ M̃

i−1
GLS

)
{∆φ} = 0 (6.28)

where

R̃
i−1

M =
∑
e

∫
Ωe

{N}〈N〉{φ}
i−1 − {φ}t−∆t

∆t
dΩ (6.29a)

R̃
i−1

C =
∑
e

∫
Ωe

{N}F
∥∥[B]{φ}t−∆t

∥∥ dΩ (6.29b)

R̃
i−1

GLS =
∑
e

∫
Ωe

F [B]T
[B]{φ}t−∆t

‖[B]{φ}t−∆t‖
τeφ

(
〈N〉{φ}

i−1 − {φ}t−∆t

∆t
+ F

∥∥[B]{φ}t−∆t
∥∥)dΩ (6.29c)

M̃
i−1

=
∑
e

∫
Ωe

1

∆t
{N}〈N〉dΩ (6.29d)

M̃
i−1

GLS =
∑
e

∫
Ωe

F [B]T
[B]{φ}t−∆t

‖[B]{φ}t−∆t‖
τeφ

1

∆t
〈N〉dΩ (6.29e)

τ eφ is the stabilization parameter (see [8]).

6.3.6 Normal speed spreading sub-model

Likewise, Eq. 6.7 is solved by FEM with the GLS stabilization technique [8]. The weak

formulation and the space discretization lead to the following set of algebraic equations:(
K̂+ K̂GLS

)
{∆F} = 0 (6.30)

where

K̂ =
∑
e

∫
Ωe

{N}sign(φ)
(
∇φ
)T

[B]dΩ (6.31a)

K̂GLS =
∑
e

∫
Ωe

[B]T∇φτeF
(
∇φ
)T

[B]dΩ (6.31b)

τ eF is the stabilization parameter (see [8]).
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6.3.7 Treatment of the calculation related to hydrodynamics and mass

transport in the solid phase

The calculation related to hydrodynamics and mass transport in the solid region requires extra

attention. In general, the transport of mass and momentum is always negligible in the solid.

To this end, the ordinary components in velocity, pressure and concentration �elds in the solid

region are treated as Dirichlet boundary conditions in the present study, but the additional

DOFs always keep active. At each time step according to the given interface location, as

shown in Fig. 6.2, the ordinary DOFs on the nodes belonging to Ωs are labelled as Dirichlet

boundary and assigned with constant value.

Ωs

Ωl

ΓI

Ordinary node
Enriched node
Candidate node whose enrichment might be blocked

Figure 6.2 � A typical mesh in XFEM; shaded region represents the solid phase.

Remarks When the area ratio between the two parts separated by the phase front within

one element is too small or too large, XFEM formulation would lead to ill-conditioned system

[15, 18]. To alleviate this problem, the present study does not enrich the nodes that are

originally supposed to but actually in�uenced faintly by the enrichment. As shown in Fig.

6.2, the enriched node surrounded by a square is likely to fall into this situation. If the area

ratio is greater than a user-de�ned constant Cblock (Cblock � 1) or less than 1
Cblock

, this node

will just be taken as an ordinary one. An analogous treatment can be found in [25], in which

the enrichment is blocked by assigning zero values to the additional DOFs.

6.3.8 Computational procedure

As shown in Fig. 6.3, the numerical model is mainly composed of �ve sub-models, and

supplemented with the calculation of interface normal speed VI by Eq. 6.8. The computational

procedure can be outlined as below:

1. Initialize φ once computational domain and initial interface location are identi�ed; mean-

while, T , ω, ~u and p are initialized.

2. Evaluate VI according to current distribution of T by Eq. 6.8.

3. Spread VI over Ω to obtain F by solving Eq. 6.30.
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φ

FVI

buoyancy force

convection

buoyancy force

convection

melting point

bath density

Figure 6.3 � The numerical model's structure (each sub-model is represented by its own un-
knowns) and the links among the sub-problems.

4. Update φ by solving Eq. 6.28; all the calculations get into the next time step.

5. Solve Eq. 6.18, Eq. 6.21 and Eq. 6.24 one by one based on the new interface location;

one sub-problem is solved based on the latest solutions from the other two sub-problems;

this process is repeated until all these three sub-models converge.

6. Go back to Step 2.

6.4 Numerical simulation of ledge pro�le

6.4.1 General description

During the Hall-Héroult process of producing aluminium, the side ledge plays a crucial role in

maintaining the internal working condition of the cell at stable state. The thermal behaviour

inside the cell in�uenced by the bath composition and liquid motion determines the ledge

pro�le. The molten bath can be assumed to be composed of 3NaF · AlF3 (cryolite) and

excess AlF3, while the solid ledge is taken as pure cryolite. In practice at the normal running

condition, the cryolite ratio (CR) is around 2.3; the corresponding mass fraction of excess

AlF3 is 0.1085. Table 6.1 presents the material properties used in the following simulations.

All the parameter values are from the literature, except that the coe�cients related to each

di�usion process in the liquid phase including kl, Dl and µl are taken as free parameters. The

values assigned to the free parameters are chosen to avoid the convection-dominant instability

problem.

6.4.2 Melting case

As shown in Fig. 6.4, the computational domain is 0.1m×0.1m in size. The initial ledge front

is vertical and located at x = 0.06m. Initially, the region as x < 0.06m is �lled with liquid
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Table 6.1 � Thermophysical properties of ledge and bath

Parameters Solid Liquid

ρ [kg/m3] 2850[35]
((

1946 + 11132+3ω
8−3ω

)−3.6
+
(

2+3ω
859(8−3ω)

)3.6
)−1/3.6

+ 7.73 [27]

Cp [J/(kg ·K)] 1850[32] 1760[32]
k [W/(m ·K)] 1.08[35] 160
µ [kg/(m · s)] - 1× 10−2

D [m2/s] - 4× 10−5

Tref [�] - 992 *

αp [K−1] - 4.7× 10−4 **

Tm [�] 1011 + 50ω − 3265ω2.2 [28]
L [J/kg] 5.1× 105 [35]

* Tref is set to be close to the melting point at the initial bath composition of ω = 0.1085
** Average value calculated by density formula in [27]

bath being of uniform concentration of 0.1085 in terms of mass fraction of excess AlF3. Fig.

6.4 also presents boundary conditions used in this case. For hydrodynamic calculation, no-slip

boundary conditions are applied on the periphery of the entire domain and also on the ledge

front; in addition, even though the density is distinct in di�erent phases, the �ow triggered by

this density jump at the ledge front is omitted in this case, i.e. ~uI = 0. For species transport

sub-model, the mass �ux (species penetration) is not allowed on the external boundaries but

is acceptable at the ledge front. For the thermal transport sub-model, temperature at the

interface is always prescribed as the melting point Tm; the left and right side-walls are subject

to higher temperature (T = 1011�) and lower temperature (T = 990�), respectively; the

top and bottom are set to be insulated. For the sake of gentle start, the steady solution

of the temperature, obtained under the same model settings but assuming the melting front

�xed, is taken as the initial condition for the transient thermal problem. The hydrodynamic

calculation starts with static state and the pressures are zero throughout the domain at initial

time step. The pressure at (0m, 0.1m) being p = 0 is taken as reference value throughout

the simulation. The assignment of other model parameters is done as Cblock = 50, ∆t = 1s,

δd = 0.5he, βT = 1× 108, βu = 1× 106.

According to the source of driving force, simulations based on the following three di�erent

scenarios are performed:

1. only temperature-gradient driven,
2. only concentration-gradient driven,
3. double-gradient driven.

In scenario 1, the calculation doesn't include solving the species transport sub-model. It means

the in�uence of bath composition's variation is not taken into account. A constant melting

point Tm = 992� is enforced at the ledge front in this scenario. In the second scenario, only

the Boussinesq term in Eq. 6.5a is omitted. So the melt �ow is driven purely by the species
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Figure 6.4 � Mesh used in the ledge melting case as well as the initial and boundary conditions;
the red line represents the initial ledge front.

concentration gradient. In scenario 3, the melt �ow is driven by both temperature gradient

and concentration gradient.

The �gures 6.5 to 6.7 present the temperature and velocity distributions at some time steps in

each scenario, the latter two �gures also present the concentration distributions of excess AlF3.

Observing the velocity magnitude shown in the sub-�gure at t = 5s of each scenario, we can

conclude that the melt �ow is mainly driven by the temperature gradient at the early stage.

That's because the temperature gradient always exists but the concentration gradient won't

form until the melting process start to take place. It can be seen from �gures 6.6 and 6.7, the

concentration of excess AlF3 is gradually diluted in the melt as the ledge front propagates.

The concentration dilution phenomenon originates from the nearby of the ledge front and

spreads over the melt by di�usion and convection mechanisms. In this melting case, both

temperature gradient and concentration gradient generate a downward driving force near the

ledge front. The circulation �ow induced by this downward driving force carries more heat into

ledge front at the upper region. Therefore, the upper ledge melts faster. Under the present

model settings, the driving force produced by the temperature gradient is stronger than that

produced by the concentration gradient by comparing the velocity magnitude shown in the

�gures 6.5 to 6.7. The ledge melting speed is a�ected by the intensity of the circulation in

the melt. As shown in Fig. 6.8, which exhibits the ledge front pro�les at t = 85s in each

scenario, the ledge melting speed is the largest in scenario 1, then followed by scenario 3. The

reason is that, the melting point is low and constant in the �rst scenario, while in the other

two scenarios, the melting point is raised by the concentration dilution phenomenon (see the

expression of Tm in Table 6.1). The variation of the melting point also can be seen in Fig. 6.9,

which shows temperature pro�les along the horizontal section of y = 0.05m at di�erent time

steps in each scenario. The temperature gradient in scenario 1 is the largest, which generates

the most intense circulation in these three scenarios.
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(a) t = 5s (b) t = 60s (c) t = 85s

Figure 6.5 � Temperature and velocity distributions at some time steps for scenario 1 of ledge
melting case.
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Figure 6.6 � Temperature, velocity (above) and concentration (below) distributions at some
time steps for scenario 2 of ledge melting case.

6.4.3 Solidi�cation case

In this case, the supplementary �ow caused by the density change between the two phases

at the interface during the phase transition process is mainly investigated. To highlight the

impact of this supplementary �ow, the buoyancy force induced either by the temperature

gradient or by the concentration gradient is ignored. As shown in Fig. 6.10, which shows

the mesh and the boundary conditions, the initial ledge front is located at x = 0.025m, an

outward heat �ux increasing with coordinate y is imposed on the boundary x = 0m, and the

temperature is prescribed as 995� on the boundary x = 0.1m throughout the simulations.
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time steps for scenario 3 of ledge melting case.
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Figure 6.8 � Interface pro�le at t = 85s in di�erent scenarios of ledge melting case.

For the hydrodynamic calculation, the �uid velocity at the interface obtained by Eq. 6.9d is

imposed through the penalty method, while the traction is set to be free on the top boundary

to allow �uid penetration. All the other model settings are identical to that in the ledge

melting case, but except ρl = 2064kg/m3, Dl = 10−6m2/s, kl = 0.8W/(m ·K) and ∆t = 10s

in this case. The density jump at the interface reaches up to ρs−ρl
ρs
≈ 28%.

The velocity, temperature and concentration distributions at di�erent time steps are shown

in Fig. 6.11. It can be seen that, the outward heat �ux imposed at x = 0m produces

temperature distribution in the solid region decreasing along y axis, while the temperature
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Figure 6.9 � Temperature pro�les along the horizontal section of y = 0.05m at di�erent time
steps in the scenarios of ledge melting case; the corresponding melting points and interface
locations are marked out by the dashed lines.
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Figure 6.11 � Temperature, velocity (above) and concentration (below) distributions at di�er-
ent time steps in ledge solidi�cation case; the bold solid line indicates the ledge front.

gradient is increasing. This temperature pattern makes the solidi�cation take place and its

speed increase along y axis. As the ledge front propagates, due to the density jump between

di�erent phases at the interface, volume contraction induces a supplementary melt �ow going

towards the ledge front. The local melt velocity is perpendicular to the ledge front, because

no-slip condition is enforced at the interface. According to Eq. 6.9d, the melt velocity at the

interface is proportional to the local normal speed of the interface. Another consequence of
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the solidi�cation is the rejection of the excess AlF3 from the solid into the melt. The excess

AlF3 accumulates at the ledge front as the ledge front moves. This accumulation is intensi�ed

where the speed of ledge front is large. The concentration accumulation at the interface leads

to the decrease of the melting point (see the expression of Tm in Table 6.1). As shown in Fig.

6.12, which exhibits the temperature pro�les along the horizontal section of y = 0.08m at

di�erent time steps, the melting point decreases dramatically during the solidi�cation process.
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Figure 6.12 � Temperature pro�les along the horizontal section of y = 0.08m at di�erent time
steps in ledge solidi�cation case; the corresponding melting points and interface locations are
marked out by the dashed lines.

In theory, the supplementary �ow exists to ful�l the mass conservation law under the constraint

of incompressibility. Therefore, the in�ow mass at the top boundary should be identical to

the increment of the total mass. As shown in Fig. 6.13, the total mass (solid and liquid) is

increasing as the solidi�cation process goes on, and the increment of the total mass has a good

agreement to the in�ow mass at each time step.

In order to �gure out the extent to which the solidi�cation process is in�uenced by the melt

�ow caused by the density jump between phases, a simulation based on the same model settings

but without melt �ow is also done. Fig. 6.14 presents the interface pro�les at di�erent time

steps in both simulations. It's shown that the impact of this melt �ow is almost negligible.

However, it just means that the velocity magnitude of this melt �ow is too small to a�ect

the transport of the heat and chemical species. Actually in the real cell, no bath is �lled

constantly from the top to supplement the melt, so the volume reduction by this large density

jump between phases should be considerable. The simulation of volume reduction requires

the top boundary to be treated as another free boundary, which is beyond the scope of the

present work.

146



0 2,000 4,000 6,000 8,000
1

2

3

4

5

6

7

8
·10−3

Time (s)

M
as
s
(k
g
·m
−

1
)

22.5

23

23.5

24

24.5

25

M
ass

(k
g
·
m
−

1)

Increment (left y axis)
In�ow (left y axis)
Total (right y axis)

Figure 6.13 � The total mass, the mass increment and the in�ow mass through the top bound-
ary at each time step.

0 0.02 0.04 0.06 0.08 0.1
0

0.02

0.04

0.06

0.08

0.1

x (m)

y
(m

) Initial front
t=2min
t=2min without �uid �ow
t=30min
t=30min without �uid �ow
t=126min
t=126min without �uid �ow

Figure 6.14 � Interface pro�les at di�erent time steps in two scenarios of ledge solidi�cation
case.

6.5 Conclusions

A two-dimensional numerical model based on XFEM and level set method to describe the

phase change process with ensuing melt �ow and mass transport in the binary system has been

presented. The model is characterized by simulating this multi-physical problem based on a
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�xed mesh, and that the density in each term and the melting point are dependent on the melt

composition. The application of the present model to predict the ledge pro�le under certain

scenarios shows its accuracy and robustness. In predicting the ledge pro�le under current

model settings, it's shown that, the in�uence of the thermosolutal �ow is obvious, while the

melt �ow induced by the density jump between solid and liquid phases is too faint to a�ect

the heat and species transport, even though the density di�erence between the two phases

reaches to ∼ 28% with respect to the heavier one. In this model, more discontinuities emerge

compared with the classical Stefan problem, XFEM shows its �exibility to deal with di�erent

types of discontinuity. In the future work, solving the complete Navier-Stokes equations and

adding stabilization techniques to circumvent convection-dominant instability problem and

the saddle point problem requires to be done to improve the capability of the present model.
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Chapter 7

Conclusion

7.1 Summary

7.1.1 On the aspect of the source code building

Much of the work in this project is to manipulate the source code. The in-house software

FESh++ provides a great object-oriented programming environment to build �nite element

models. The new features (like new physical processes, new materials, new constitutive laws,

new discontinuities, to name but a few) involved in the present work are added in terms

of various classes. The addition of new classes and the manipulation of every class are

straightforward, as long as one has a deep comprehension and clear picture in the mind of

the code's structure and hierarchy. That means FESh++ supports the development of new

features very much.

FESh++ is characterized by the capability to deal with the non-linear and multi-physical

problems. As discussed in chapter 3, either for the non-linearity that happens in each physical

problem (e.g. caused by the unknown-dependent physical properties) or for the coupling degree

among di�erent physics, there are two schemes for selection. Regarding to non-linearity issue,

the linearisation tools include Newton-Raphson method and substitution method. Appendix

C presents the contribution of each formulation term to the �nal discrete system based on

these two algorithms, respectively. In the real application, the Newton-Raphson method is

�rst implemented due to its faster convergence speed in theory; if it fails, the substitution

method will be the second choice. Regarding to the issue of coupling degree, the strong

coupling means that all the physical �elds are addressed simultaneously and only one discrete

system is produced; while in the weak coupling scheme, the physical processes are addressed

alternately, i.e. one process is solved by utilizing the latest solutions of other process until all

converge. As discussed in chapter 3, although the strong coupling scheme is computationally

e�cient (less total time consumption), it might make di�erent physical processes tangled to

each other too much, and the larger the �nal system of algebraic equations is, the higher it
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sets requirements for the linear solver. The scheme of strong coupling might be used for the

problem with two physics involved. For the problem with multi-physics (more than two), the

weak coupling scheme would enable each sub-problem relatively independent, which leads to

a model with clear structure and well modularized.

At present, FESh++ can deal with problems of being either continuous (by FEM) or dis-

continuous (weak or strong by XFEM). The discontinuous one is taken as the special case

of continuous problems, then the classes related to the discontinuous case are built as the

children classes of the normal (continuous) ones, such that both cases (continuous and discon-

tinuous) can share their common parts and the old classes are compatible to the newly-added

discontinuity without any modi�cation. In summary, FESh++ is well-organized in structure

and one has a large �exibility in both development and application of FESh++.

7.1.2 On the aspect of the numerical model

A two-dimensional numerical model to describe the phase change with ensuing melt �ow

and species transport in the binary system has been presented in this thesis. To overcome

the di�culty caused by the presence of free moving internal boundary and discontinuities at

the free boundary, XFEM combined with level set method is used such that simulations can

be implemented over a �xed mesh while the interface keeps sharp. It's attractive because

working with a �xed mesh avoids the cumbersome remeshing and the level set method holds

the potential to deal with free interface with topological change (splitting or merging). The

price of working with a �xed mesh is that it requires the extra e�ort to enforce the boundary

conditions (constraints) at the interface. There are two types of boundary conditions involved.

The Neumann-type ones can be accounted for naturally during the weak formulation, please

refer to how the species �ux is imposed at the liquid side of the interface. The Dirichlet-type

ones such as the melting point and liquid velocity at the interface are imposed by the penalty

method in the present work. The constraints enforcement through the penalty method works

well with the penalty parameter β ranging from 106 to 108. Unlike the Lagrange multiplier

method, the implementation of the penalty method is straightforward without changing the

structure of the �nal matrix system.

The �nal model involves three physical problems including phase change, �uid �ow and species

transport. In the course of building the �nal model, three subjects listed below are investigated

by coupling each two of these three problems. The accuracy of the corresponding sub-models

is veri�ed by the analytical solutions or those obtained by the conventional methods. The

three subjects corresponding respectively to the chapters 3 to 5 include:

1. one-phase density driven �ow

The mixing of two miscible �uids with di�erent densities is described by solving the

coupled problem involving �uid �ow and species transport through the conventional

�nite element method. The use of mass-fraction-based convection-di�usion equation to
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govern the species' motion in the variable density case is justi�ed. It also shows that

this equation in conservative form is a little better than that in non-conservative form

in mass conservation.

2. Stefan problem without convection mechanism in the binary system

The phase change process without convection mechanism in the binary system is de-

scribed by solving the coupled problem involving heat and species transports through

XFEM combined with level set method. In the �eld of XFEM's application, it's a fresh

attempt to consider the in�uence of melt composition while solving the Stefan problem.

3. Stefan problem with ensuing melt �ow in pure material

The phase change process with ensuing melt �ow, which can be driven by the thermal

buoyancy force or density jump between the two phases, in pure material is described

by solving the coupled problem involving �uid �ow and heat transport through XFEM

combined with level set method. In the �eld of XFEM's application, it's also a fresh

attempt to consider the in�uence of the ensuing melt �ow while solving the Stefan

problem.

The �nal model to describe the phase change with ensuing melt �ow and species transport is

applied to the bath/ledge system under certain scenarios. The present model works well in

dealing with the case in which the melting point and melt density is sensitive to the solute

concentration. The in�uences of three driving forces are mainly investigated. Under the

current model setting, the in�uences of buoyancy forces caused by thermal and solute gradients

are obvious, while the melt �ow induced by the density jump between phases is too faint to

a�ect the heat and species transport, even though the density di�erence reaches to ∼ 28%.

But it doesn't mean the in�uence of this density di�erence is not important, because it will

cause considerable volume contraction in the melt which is beyond the present project.

XFEM has exhibited its accuracy and �exibility in dealing with di�erent types of discontinu-

ity. The weak discontinuity in the temperature �eld is well approximated by the corrected

abs-enrichment scheme without blending element problems, while the strong discontinuities in

the species concentration and pressure �elds are approximated by the sign-enrichment scheme.

The discontinuity type of the velocity �eld depends on the constraints at the interface. Nev-

ertheless, the sign-enrichment scheme with the imposition of Dirichlet-type conditions at the

interface works well for either the weakly or strongly discontinuous situation.

One drawback of XFEM formulation is that it tends to yield an ill-conditioned system when

the nodes' support taking up in one phase is small and far. As shown in the one-dimensional

example presented in appendix D, the condition number increases dramatically as the discon-

tinuity approaches to the element node. To alleviate this problem, the present work tend to

convert the originally enriched nodes with small and far support in one phase back to ordi-

nary ones. It shows that after this treatment, the condition number increases slightly and the
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accuracy of the solutions is good as the discontinuity close to the element node.

In the present work, the level set method used to capture the free interface implicitly also

shows its advantages in combining with XFEM. The level set values can be utilized not only

to reconstruct the interface and its unit normal easily, but also to �nd out the enriched

elements, to build the enrichment functions, as well as to de�ne the material properties.

7.1.3 On the aspect of modelling ledge freezing/melting

The present model takes the in�uence of bath composition and bath motion into account

while describing the freezing/melting of the ledge. Regarding to the bath composition, it is

represented by the content of excess AlF3 based on the assumption that the bath is taken as

a binary system. This assumption is reasonable, because in industrial production the cryolite

ratio (CR) which is just based on the same binary system is often used to indicate the bath

composition. However, the present model is not merely limited to this situation, it can also

be applied to investigate the in�uence of any species (additives or impurities) as long as the

relevant constitutive relations are given. Regarding to the bath motion, the driving forces

caused by the thermal gradient, solute gradient or density jump between phases are mainly

investigated. But the present model also holds the potential to consider other external forces

like Lorentz force and gas bubbles' drag force by adding them into the momentum equation.

7.2 Future work

The work to build a numerical model based on XFEM combined with level set method to

describe the phase change with ensuing melt �ow and species transport in the ledge/bath

system has been done. In order to enhance the model's performance and extend its capability,

future work can be done from the following aspects:

� Stabilization is needed. The instability of the present model is mainly caused by two

facts, including convection-dominated problems whose severity is often indicated by

Peclet number or Reynolds number and the saddle point problem in Stokes or Navier-

Stokes mixed formulation. To overcome the instability problem related to the convection-

domination, the streamline-upwind/Petrov-Galerkin (SUPG, also called streamline dif-

fusion method) and Galerkin/least-squares (GLS) methods are commonly used. In both

methods, weighted residuals with a so-called stabilization parameter τ are added into

the weak form without giving up consistency and degrading accuracy. The solvability

of saddle point problems requires the Ladyºenskaja-Babu²ka-Brezzi condition to be ful-

�lled or circumvented. In the present work, the LBB condition is satis�ed by choosing a

speci�c combination of interpolation functions for velocity and pressure �elds, i.e. Q2Q1

element is used. But the stability of the modi�ed combination pair such as Q2Q1 in

XFEM is an open problem. An alternative way is to circumvent the LBB condition
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by adding appropriate residual-based perturbation terms, such that any combination

of interpolations is supposed to be stable. This kind of method includes the pressure-

stabilizing/Petrov-Galerkin (PSPG) and GLS methods.

� Reinitialization is needed in level set method. In the present model, the normal speed

�eld F used to transport the level set function φ is constructed by spreading the speed

of the interface to be orthogonal to φ, such that the property of φ being signed distance

function is well preserved in the situation only planar interface (low curvature) involved.

For the case in which the interface has large curvature, the orthogonality of F to φ will

not be well guaranteed, then the update will make φ lose the property of being distance

function. Therefore, φ requires to be reinitialized after each or several time steps.

� A more complex model can be developed. The accurate prediction of the ledge pro-

�le relies on the comprehensive description of the associated processes. The phrase

"comprehensive description" not only refers to adding more physical phenomena such as

electrics, magnetohydrodynamics and gas bubbles, also means including a larger domain

in space or extending the present model into three dimensions. Building a such complex

model (involving more discontinuities), which is really a giant and challenging project

represents the development direction of the present model.

156



Appendix A

Tools

A.1 Reynolds transport theorem

In �uid mechanics, two distinct approaches, i.e. Lagrangian and Eulerian descriptions, are

commonly used to describe physical processes from the mathematical point of view. The

Lagrangian description is based on the concept �uid parcel (also called material element

of �uid), which is a collection of matter of �xed identity and follows the �ow. The �uid

parcel is a closed deformable system, which means only the energy �ux is allowed to cross the

boundary, but the mass �ux is not. Within the Lagrangian reference frame, the time change

rate of a quantity is denoted by d
dt , known as material derivative (or substantial derivative,

total derivative). The Eulerian description centres on the concept control volume, which is

a �eld description. The control volume is an completely open system and allows mass and

energy to pass through the boundary. The time change rate of a quantity within the Eulerian

reference frame is called local derivative, denoted by ∂
∂t .

The basic conservation laws of natural physics can apply directly in the Lagrangian description,

since it works with mass-closed system. Nevertheless, the established di�erential equations

are not in the convenient form to work with. The strategy is to convert the di�erential

equations obtained by the Lagrangian description into the equivalent form in the Eulerian

description through the bridge in between, known as Reynolds transport theorem. In calculus,

the Reynolds transport theorem is the generalization of the Leibniz integral rule in three

dimensions. It can be used to move the time derivative into the integral operator as time

derivative of an integrated quantity being calculated.

Let B represents any extensive property, scalar or vector. The corresponding intensive prop-
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erty is denoted by b. Reynolds transport theorem can be expressed mathematically as

dB

dt
=

d

dt

(∫
Ω(t)

bdΩ

)

=

∫
Ω(t)

∂b

∂t
+∇ · (b⊗ ~u) dΩ

=

∫
Ω(t)

∂b

∂t
dΩ +

∫
Γ(t)

(~u · ~n)bdΓ

(A.1)

where Ω is the control volume, Γ is the bounding surface of the control volume Ω, ~u is the

velocity vector, and ~n is the outward unit normal vector at the surface. In words, the physical

interpretation of Eq. A.1 reads

Time change rate of

any extensive property

in the mass-closed sys-

tem

=

Integral of local par-

tial time change rate

of the intersive prop-

erty in the open system

+

Net �ux of the inten-

sive property over the

surface of the open sys-

tem

Worthing noting is that the Reynolds transport theorem is only required when the conversion

from the Lagrangian description to the Eulerian description happens to the extensive property.

For an intensive property, the conversion can be accomplished simply by the de�nition of

material derivative:
db

dt
=
∂b

∂t
+ ~u · ∇b (A.2)

A.2 Solver in FESh++

Within the framework of �nite element method (including the extended �nite element method),

supposing u represents any unknown variable to be determined, we can always obtain the

following algebraic equation system after weak formulation and discretization:

W = δuTR (u)

= δuT (K (u)u− F )
(A.3)

where W represents weak formulation; R (u) is the residual; K (u) is the coe�cient matrix,

which is unknown dependent for non-linear problems; F is the load-related column, which is

unknown independent. In the present study, mainly the following two methods are employed

to solve Eq. A.3.

� Substitution method

W
(
ui
)

= δuTR
(
ui
)

= δuT
(
K
(
ui−1

) (
ui−1 + ∆u

)
− F

)
= δuT

(
R
(
ui−1

)
+K

(
ui−1

)
∆u
) (A.4)
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� Newton-Raphson method

W
(
ui
)

= δuTR
(
ui
)

= δuT
(
R
(
ui−1

)
+ ∆R

)
= δuT

(
R
(
ui−1

)
+
∂R

∂u

∣∣∣
ui−1

∆u
)

= δuT
(
R
(
ui−1

)
+Kt

(
ui−1

)
∆u
)

(A.5)

where the superscript i represents the iteration step and ∆ represents the increment.

Two measures are used to check the solution converged or not, as shown below.

� The absolute value of residual must approach zero maximally, which can be expresses as

|R
(
ui
)
| < 10−m (A.6)

where m is a positive integer.

� The solution di�erence between two successive iterations must approach zero maximally.

It can be ful�lled by evaluating the following relative error:∣∣∣ui − ui−1

ui−1

∣∣∣ < 10−m (A.7)

A.3 Jacobian matrix and determinant

Jacobian matrix [J ] is used for transformation of derivative from with respect to the real

element (global coordinate system x − y − z) to with respect to the reference element (local

parametric coordinate system ξ−η−ζ). Jacobian determinant |J | is used for transformation

of domain integration from the real element to the reference element. Generally speaking, the

severer the distortion of the real element is in comparison with the ideally shaped element,

the worse is the transformation. Take bi-linear quadrangle element as example, as long as

the element shape is structural (rectangle or parallelogram), the Jacobian determinant is

uniformly distributed within the element. In other cases, the Jacobian determinant varies

within the element, so it depends on the location where it's evaluated. Actually, the Jacobian

determinant reveals the local stretching of the parametric coordinate space required to �t

onto the global coordinate space. The variation intensity of Jacobian determinant reveals the

degree of distortion.

For any real element,

159



1. in three dimensions

[J ] =


∂x
∂ξ

∂y
∂ξ

∂z
∂ξ

∂x
∂η

∂y
∂η

∂z
∂η

∂x
∂ζ

∂y
∂ζ

∂z
∂ζ

 =


∂
∂ξ
∂
∂η
∂
∂ζ


〈
x y z

〉
=

N1,ξ N2,ξ . . . Nne,ξ

N1,η N2,η . . . Nne,η

N1,ζ N2,ζ . . . Nne,ζ


3×ne


x1 y1 z1

x2 y2 z2

...
...

...

xne yne zne


ne×3

(A.8)

where x = 〈N〉{x}, y = 〈N〉{y}, z = 〈N〉{z}.

2. in two dimensions

[J ] =

[
∂x
∂ξ

∂y
∂ξ

∂z
∂ξ

∂x
∂η

∂y
∂η

∂z
∂η

]
=

{
∂
∂ξ
∂
∂η

}〈
x y z

〉
=

[
N1,ξ N2,ξ . . . Nne,ξ

N1,η N2,η . . . Nne,η

]
2×ne


x1 y1 z1

x2 y2 z2

...
...

...

xne yne zne


ne×3

(A.9)

3. in one dimension

[J ] =
[
∂x
∂ξ

∂y
∂ξ

∂z
∂ξ

]
=
{
∂
∂ξ

}〈
x y z

〉
=
[
N1,ξ N2,ξ . . . Nne,ξ

]
1×ne


x1 y1 z1

x2 y2 z2

...
...

...

xne yne zne


ne×3

(A.10)

A.4 Tensor calculus

1. First derivative of scalar with respect to vector

The �rst derivative of a scalar f with respect to a vector ~x is called the gradient of f .

d

d~x
f = 〈 ∂f

∂x1

∂f
∂x2

· · · ∂f
∂xn
〉T (A.11)

2. Second derivative of scalar with respect to vector

The second derivative of a scalar f with respect to a vector ~x is called the Hessian matrix

of f .

d2

d~x2
f =


∂2f
∂x1

2
∂2f

∂x1∂x2
· · · ∂2f

∂x1∂xn
∂2f
∂x2x1

∂2f
∂x2

2 · · · ∂2f
∂x2∂xn

...
...

. . .
...

∂2f
∂xnx1

∂2f
∂xn∂x2

· · · ∂2f
∂xn2

 (A.12)
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3. First derivative of vector with respect to vector

The �rst derivative of a vector ~f with respect to another vector ~x is called the Jacobian

of ~f .

d

d~x
~f =


∂f1

∂x1

∂f1

∂x2
· · · ∂f1

∂xn
∂f2

∂x1

∂f2

∂x2
· · · ∂f2

∂xn
...

...
. . .

...
∂fm
∂x1

∂fm
∂x2

· · · ∂fm
∂xn

 (A.13)

4. Gradient of vector in Cartesian coordinates

∇~a =

 a1,x a1,y a1,z

a2,x a2,y a2,z

a3,x a3,y a3,z

 (A.14)

5. Divergence of tensor in Cartesian coordinates

∇ ·A =


A11,x +A12,y +A13,z

A21,x +A22,y +A23,z

A31,x +A32,y +A33,z

 (A.15)

6. Outer product or Dyadic multiplication or Tensor product of two vectors

~a⊗~b = {a}〈b〉 (A.16)

7. Gradient of the product of a scalar and a vector

∇
(
a~b
)

= ~b⊗∇a+ a∇~b (A.17)

8. Divergence of outer product of two vectors

∇ ·
(
~a⊗~b

)
= ~a

(
∇ ·~b

)
+∇~a ·~b

= ~a
(
∇ ·~b

)
+
(
~b · ∇

)
~a

(A.18)

9. Outer product of two vector, then dot product with a vector(
~a⊗~b

)
· ~c =

(
~b · ~c

)
~a (A.19)

10. Double-dot product of two tensors

A : B = AijBij = tr
(
AT ⊗B

)
= tr (AkiBkj) = B : A (A.20)

If B is symmetric, i.e. Bij = Bji, we have

AT : B = AjiBij = AjiBji = A : B (A.21)

11. Dot product of a tensor with a vector

In general, A ·~b 6= ~b ·A, otherwise the tensor A is symmetric.

12. ~a ·B · ~c = ~a ·
(
B · ~c

)
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Appendix B

Solution of the squared distance

gradient function

For the three-dimensional case, the variation of Eq. 2.51 or Eq. 2.52 can be written as

∆~R

= ∇(
d~x

d~ξ
∆~ξ) · (~x− ~xs) +∇~x ·

(d~x
d~ξ

∆~ξ
)

= ∇





∂x
∂ξ

∂x
∂η

∂y
∂ξ

∂y
∂η

∂z
∂ξ

∂z
∂η


{

∆ξ

∆η

}


x− xs
y − ys
z − zs

+

∂x∂ξ ∂y
∂ξ

∂z
∂ξ

∂x
∂η

∂y
∂η

∂z
∂η






∂x
∂ξ

∂x
∂η

∂y
∂ξ

∂y
∂η

∂z
∂ξ

∂z
∂η


{

∆ξ

∆η

}


=


∂
∂ξ

(
∂x
∂ξ∆ξ + ∂x

∂η∆η
)

∂
∂η

(
∂x
∂ξ∆ξ + ∂x

∂η∆η
)

∂
∂ξ

(
∂y
∂ξ∆ξ + ∂y

∂η∆η
)

∂
∂η

(
∂y
∂ξ∆ξ + ∂y

∂η∆η
)

∂
∂ξ

(
∂z
∂ξ∆ξ + ∂z

∂η∆η
)

∂
∂η

(
∂z
∂ξ∆ξ + ∂z

∂η∆η
)



T
x− xs
y − ys
z − zs



+


(
∂x
∂ξ

)2
+
(
∂y
∂ξ

)2
+
(
∂z
∂ξ

)2 ∂x
∂ξ

∂x
∂η + ∂y

∂ξ
∂y
∂η + ∂z

∂ξ
∂z
∂η

∂x
∂η

∂x
∂ξ + ∂y

∂η
∂y
∂ξ + ∂z

∂η
∂z
∂ξ

(
∂x
∂η

)2
+
(
∂y
∂η

)2
+
(
∂z
∂η

)2
{∆ξ

∆η

}
(B.1a)

=


(
∂2x
∂ξ2 ∆ξ + ∂2x

∂η∂ξ∆η
)

(x− xs) +
(
∂2y
∂ξ2 ∆ξ + ∂2y

∂η∂ξ∆η
)

(y − ys) +
(
∂2z
∂ξ2 ∆ξ + ∂2z

∂η∂ξ∆η
)

(z − zs)(
∂2x
∂ξ∂η∆ξ + ∂2x

∂η2 ∆η
)

(x− xs) +
(
∂2y
∂ξ∂η∆ξ + ∂2y

∂η2 ∆η
)

(y − ys) +
(
∂2z
∂ξ∂η∆ξ + ∂2z

∂η2 ∆η
)

(z − zs)


+


(
∂x
∂ξ

)2
+
(
∂y
∂ξ

)2
+
(
∂z
∂ξ

)2 ∂x
∂ξ

∂x
∂η + ∂y

∂ξ
∂y
∂η + ∂z

∂ξ
∂z
∂η

∂x
∂η

∂x
∂ξ + ∂y

∂η
∂y
∂ξ + ∂z

∂η
∂z
∂ξ

(
∂x
∂η

)2
+
(
∂y
∂η

)2
+
(
∂z
∂η

)2
{∆ξ

∆η

}

=


 ∂2x

∂ξ2 (x− xs) + ∂2y
∂ξ2 (y − ys) + ∂2z

∂ξ2 (z − zs) ∂2x
∂η∂ξ (x− xs) + ∂2y

∂η∂ξ (y − ys) + ∂2z
∂η∂ξ (z − zs)

∂2x
∂ξ∂η (x− xs) + ∂2y

∂ξ∂η (y − ys) + ∂2z
∂ξ∂η (z − zs) ∂2x

∂η2 (x− xs) + ∂2y
∂η2 (y − ys) + ∂2z

∂η2 (z − zs)


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+


(
∂x
∂ξ

)2
+
(
∂y
∂ξ

)2
+
(
∂z
∂ξ

)2 ∂x
∂ξ

∂x
∂η + ∂y

∂ξ
∂y
∂η + ∂z

∂ξ
∂z
∂η

∂x
∂η

∂x
∂ξ + ∂y

∂η
∂y
∂ξ + ∂z

∂η
∂z
∂ξ

(
∂x
∂η

)2
+
(
∂y
∂η

)2
+
(
∂z
∂η

)2

{∆ξ

∆η

}

The �nal increment form can be written as

0 =

{
∂x
∂ξ (x− xs) + ∂y

∂ξ (y − ys) + ∂z
∂ξ (z − zs)

∂x
∂η (x− xs) + ∂y

∂η (y − ys) + ∂z
∂η (z − zs)

}i−1

+



(
∂x
∂ξ

)2
+
(∂y
∂ξ

)2
+
(
∂z
∂ξ

)2 ∂x
∂ξ

∂x
∂η + ∂y

∂ξ
∂y
∂η + ∂z

∂ξ
∂z
∂η

∂x
∂η

∂x
∂ξ + ∂y

∂η
∂y
∂ξ + ∂z

∂η
∂z
∂ξ

(
∂x
∂η

)2
+
(∂y
∂η

)2
+
(
∂z
∂η

)2


+

 ∂2x
∂ξ2 (x− xs) + ∂2y

∂ξ2 (y − ys) + ∂2z
∂ξ2 (z − zs) ∂2x

∂η∂ξ (x− xs) + ∂2y
∂η∂ξ (y − ys) + ∂2z

∂η∂ξ (z − zs)

∂2x
∂ξ∂η (x− xs) + ∂2y

∂ξ∂η (y − ys) + ∂2z
∂ξ∂η (z − zs) ∂2x

∂η2 (x− xs) + ∂2y
∂η2 (y − ys) + ∂2z

∂η2 (z − zs)



i−1{

∆ξ

∆η

} (B.2)

For the two-dimensional case, the variation of Eq. 2.51 or Eq. 2.52 can be written as

∆R

= ∇(
d~x

dξ
∆ξ) · (~x− ~xs) +∇~x ·

(d~x
dξ

∆ξ
)

=



∂
∂ξ

(
∂x
∂ξ∆ξ

)
∂
∂ξ

(∂y
∂ξ∆ξ

)
∂
∂ξ

(
∂z
∂ξ∆ξ

)



T
x− xs
y − ys
z − zs

+ 〈 ∂x
∂ξ

∂y
∂ξ

∂z
∂ξ
〉


∂x
∂ξ∆ξ
∂y
∂ξ∆ξ
∂z
∂ξ∆ξ


=
(∂2x

∂ξ2
(x− xs) +

∂2y

∂ξ2
(y − ys) +

∂2z

∂ξ2
(z − zs) +

(∂x
∂ξ

)2
+
(∂y
∂ξ

)2
+
(∂z
∂ξ

)2)
∆ξ

(B.3)

The �nal increment form reads

0 =
(∂x
∂ξ

(x− xs) +
∂y

∂ξ
(y − ys) +

∂z

∂ξ
(z − zs)

)i−1

+
(∂2x

∂ξ2
(x− xs) +

∂2y

∂ξ2
(y − ys) +

∂2z

∂ξ2
(z − zs) +

(∂x
∂ξ

)2
+
(∂y
∂ξ

)2
+
(∂z
∂ξ

)2)i−1
∆ξ

(B.4)
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Appendix C

Solution contribution analysis based

on each term

C.1 Naming conventions of each term

ρ
∂~u

∂t︸︷︷︸
NS time term

+ ρ (~u · ∇) ~u︸ ︷︷ ︸
NS convection term

+ −∇ ·
(
2µD

)︸ ︷︷ ︸
NS viscous term

+ ∇p︸︷︷︸
NS pressure term

+ ραp (T − Tref )~g︸ ︷︷ ︸
NS buoyancy term

+ −ρ~g︸︷︷︸
NS gravity term

= 0 (C.1a)

∇ · ~u︸ ︷︷ ︸
NS solenoid term

= 0 (C.1b)

ρ
∂ω

∂t︸︷︷︸
ST time term

+ ~u · ρ∇ω︸ ︷︷ ︸
ST convection term

− ∇ · (Dρ∇ω)︸ ︷︷ ︸
ST di�usion term

+ ω
∂ρ

∂t︸︷︷︸
ST time consv term

+ ~u · ω∇ρ︸ ︷︷ ︸
ST convec consv term

= 0 (C.2a)

ρCp
∂T

∂t︸ ︷︷ ︸
Heat capacity term

+ ρCp~u · ∇T︸ ︷︷ ︸
Heat convection term

+ −∇ · (k∇T )︸ ︷︷ ︸
Heat conduction term

+ −s︸︷︷︸
Heat source term

= 0 (C.3a)

T − Tm︸ ︷︷ ︸
Heat penalty term

= 0 (C.3b)

∂φ

∂t︸︷︷︸
LS time term

+ F‖∇φ‖︸ ︷︷ ︸
LS convection term

= 0 (C.4a)

∑
e

∫
Ωe

(
F∇δφ · ∇φ

‖∇φ‖

)
τ e
(∂φ
∂t

+ F‖∇φ‖
)
dΩ︸ ︷︷ ︸

LS GLS term

(C.4b)

sign(φ)∇φ · ∇F︸ ︷︷ ︸
Spread ortho term

= 0 (C.5a)

∑
e

∫
Ωe

(
∇δF · ∇φ

)
τ e
(
∇φ · ∇F

)
dΩ︸ ︷︷ ︸

Spread GLS term

(C.5b)
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C.2 NS time term

ρ
∂~u

∂t
(C.6)

The weak form is

WNS time =

∫
Ω
δ~u · ρ∂~u

∂t
dΩ (C.7)

After time discretization by backward Euler method, it becomes

WNS time =

∫
Ω
δ~u · ρ 1

∆t

(
~u− ~ut−∆t

)
dΩ (C.8)

On one element, Eq. C.8 can be discretized in space as

W e
NS time = 〈δu〉

∫
Ωe

[N ]Tρ
1

∆t
[N ]

(
{u} − {u}t−∆t

)
dΩ

= 〈δu〉
∫

Ωe
[N ]Tρ

1

∆t
[N ] dΩ{u} − 〈δu〉

∫
Ωe

[N ]Tρ
1

∆t
[N ] {u}t−∆tdΩ

(C.9)

where

[N ] =

N1 0 0 N2 0 0 · · · Nne 0 0 M1 0 0 M2 0 0 · · · Mne 0 0

0 N1 0 0 N2 0 0 · · · Nne 0 0 M1 0 0 M2 0 0 · · · Mne 0

0 0 N1 0 0 N2 0 0 · · · Nne 0 0 M1 0 0 M2 0 0 · · · Mne

 (C.10)

� Contribution to the coe�cient matrix by substitution method

[K]NS time = −
∑
e

∫
Ωe

[N ]Tρ
1

∆t
[N ] dΩ (C.11)

� Contribution to the tangential coe�cient matrix by Newton-Raphson method

[Kt]NS time = −
∑
e

∫
Ωe

[N ]Tρ
1

∆t
[N ] dΩ (C.12)

� Contribution to the residual vector

{R}NS time =
∑
e

∫
Ωe

[N ]Tρ [N ]
{u}i−1 − {u}t−∆t

∆t
dΩ (C.13)

� Contribution to the tangential coe�cient matrix, corresponding to the coupling with

mass transport problem, by Newton-Raphson method

[
Kt,~uω

]
NS time

= −
∑
e

∫
Ωe

[N ]T(ρ′)i−1 [N ]
{u}i−1 − {u}t−∆t

∆t
〈N〉dΩ (C.14)
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C.3 NS convection term

ρ (~u · ∇) ~u (C.15)

The corresponding weak formulation is

WNS convection =

∫
Ω
δ~u · ρ (~u · ∇) ~udΩ

=

∫
Ω
δuρ
(
u
∂

∂x
+ v

∂

∂y
+ w

∂

∂z

)
u

+δvρ
(
u
∂

∂x
+ v

∂

∂y
+ w

∂

∂z

)
v

+δwρ
(
u
∂

∂x
+ v

∂

∂y
+ w

∂

∂z

)
wdΩ

(C.16)

where u,v and w are the scalar axial components of ~u in Cartesian coordinate system. The

spatial discretization in matrix form on one element reads

W e
NS convection =

∫
Ωe
〈δû〉{N}ρ〈N〉

(
{û} ∂

∂x
+ {v̂} ∂

∂y
+ {ŵ} ∂

∂z

)
〈N〉{û}

+〈δv̂〉{N}ρ〈N〉
(
{û} ∂

∂x
+ {v̂} ∂

∂y
+ {ŵ} ∂

∂z

)
〈N〉{v̂}

+〈δŵ〉{N}ρ〈N〉
(
{û} ∂

∂x
+ {v̂} ∂

∂y
+ {ŵ} ∂

∂z

)
〈N〉{ŵ}dΩ

= 〈δû〉
∫

Ωe

[
Ĉ
]
dΩ{û}+ 〈δv̂〉

∫
Ωe

[
Ĉ
]
dΩ{v̂}+ 〈δŵ〉

∫
Ωe

[
Ĉ
]
dΩ{ŵ}

or = 〈δu〉
∫

Ωe
ρ [C] dΩ {u}

(C.17)

where

[C] = [N ]T
(

[N ] {u}
)T


∂x

∂y

∂z

 [N ] (C.18a)

[
Ĉ
]

= {N}ρ〈N〉
(
{û} ∂

∂x
+ {v̂} ∂

∂y
+ {ŵ} ∂

∂z

)
〈N〉 (C.18b)

{û} = 〈u1 u2 · · · une ŭ1 ŭ2 · · · ŭne 〉T (C.18c)

{v̂} = 〈v1 v2 · · · vne v̆1 v̆2 · · · v̆ne 〉T (C.18d)

{ŵ} = 〈w1 w2 · · · wne w̆1 w̆2 · · · w̆ne 〉T (C.18e)

� Contribution to coe�cient matrix by substitution method

� Indexed by
(
〈δû〉, {û}

)
[K]NS convection,uu = −

∑
e

∫
Ωe

[
Ĉ
]i−1

dΩ (C.19)
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� Indexed by
(
〈δv̂〉, {v̂}

)
[K]NS convection,vv = −

∑
e

∫
Ωe

[
Ĉ
]i−1

dΩ (C.20)

� Indexed by
(
〈δŵ〉, {ŵ}

)
[K]NS convection,ww = −

∑
e

∫
Ωe

[
Ĉ
]i−1

dΩ (C.21)

where
[
Ĉ
]i−1

= {N}ρ〈N〉
(
{û}i−1 ∂

∂x + {v̂}i−1 ∂
∂y + {ŵ}i−1 ∂

∂z

)
〈N〉

� Contribution to tangential coe�cient matrix by Newton-Raphson method

The variation of weak form, ∆WNS convection, with respect to its components gives

∆WNS convection =∫
Ω
δuρ
(
u
∂

∂x
+ v

∂

∂y
+ w

∂

∂z

)
∆u+ δuρ

( ∂
∂x

)
u∆u+ δvρ

( ∂
∂x

)
v∆u+ δwρ

( ∂
∂x

)
w∆u︸ ︷︷ ︸

[N ]Tρ[N ]x{u}
〈
〈N〉i 0 0

〉
{u}

+ δvρ
(
u
∂

∂x
+ v

∂

∂y
+ w

∂

∂z

)
∆v + δuρ

( ∂
∂y

)
u∆v + δvρ

( ∂
∂y

)
v∆v + δwρ

( ∂
∂y

)
w∆v︸ ︷︷ ︸

[N ]Tρ[N ]y{u}
〈

0 〈N〉i 0
〉
{u}

+ δwρ
(
u
∂

∂x
+ v

∂

∂y
+ w

∂

∂z

)
∆w + δuρ

( ∂
∂z

)
u∆w + δvρ

( ∂
∂z

)
v∆w + δwρ

( ∂
∂z

)
w∆w︸ ︷︷ ︸

[N ]Tρ[N ]z{u}
〈

0 0 〈N〉i
〉
{u}

(C.22)

The following part shows the contribution to each matrix block.

� Indexed by
(
〈δû〉, {û}

)
[Kt]NS convection,uu = −

∑
e

∫
Ωe

[
Ĉ
]i−1

+ {N}ρ
( ∂
∂x

)
〈N〉{û}i−1〈N〉dΩ (C.23)

� Indexed by
(
〈δv̂〉, {v̂}

)
[Kt]NS convection,vv = −

∑
e

∫
Ωe

[
Ĉ
]i−1

+ {N}ρ
( ∂
∂y

)
〈N〉{v̂}i−1〈N〉dΩ (C.24)

� Indexed by
(
〈δŵ〉, {ŵ}

)
[Kt]NS convection,ww = −

∑
e

∫
Ωe

[
Ĉ
]i−1

+ {N}ρ
( ∂
∂z

)
〈N〉{ŵ}i−1〈N〉dΩ (C.25)

� Indexed by
(
〈δû〉, {v̂}

)
[Kt]NS convection,uv = −

∑
e

∫
Ωe
{N}ρ

( ∂
∂y

)
〈N〉{û}i−1〈N〉dΩ (C.26)
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� Indexed by
(
〈δû〉, {ŵ}

)
[Kt]NS convection,uw = −

∑
e

∫
Ωe
{N}ρ

( ∂
∂z

)
〈N〉{û}i−1〈N〉dΩ (C.27)

� Indexed by
(
〈δv̂〉, {û}

)
[Kt]NS convection,vu = −

∑
e

∫
Ωe
{N}ρ

( ∂
∂x

)
〈N〉{v̂}i−1〈N〉dΩ (C.28)

� Indexed by
(
〈δv̂〉, {ŵ}

)
[Kt]NS convection,vw = −

∑
e

∫
Ωe
{N}ρ

( ∂
∂z

)
〈N〉{v̂}i−1〈N〉dΩ (C.29)

� Indexed by
(
〈δŵ〉, {û}

)
[Kt]NS convection,wu = −

∑
e

∫
Ωe
{N}ρ

( ∂
∂x

)
〈N〉{ŵ}i−1〈N〉dΩ (C.30)

� Indexed by
(
〈δŵ〉, {v̂}

)
[Kt]NS convection,wv = −

∑
e

∫
Ωe
{N}ρ

( ∂
∂y

)
〈N〉{ŵ}i−1〈N〉dΩ (C.31)

� Contribution to residual vector

� Indexed by 〈δû〉

{R}NS convection,u =
∑
e

∫
Ωe

[
Ĉ
]i−1

dΩ{û}i−1 (C.32)

� Indexed by 〈δv̂〉

{R}NS convection,v =
∑
e

∫
Ωe

[
Ĉ
]i−1

dΩ{v̂}i−1 (C.33)

� Indexed by 〈δŵ〉

{R}NS convection,w =
∑
e

∫
Ωe

[
Ĉ
]i−1

dΩ{ŵ}i−1 (C.34)

� Contribution to tangential coe�cient matrix, corresponding to the coupling with mass

transport problem, by Newton-Raphson method[
Kt,~uω

]
NS convection

= −
∑
e

∫
Ωe

(ρ′)i−1[C]i−1{u}i−1〈N〉dΩ (C.35)
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In the practical implementation, the corresponding matrices and vectors are expanded and

nested to adjust to the following solution structure based on one element with ne nodes:

{u} = 〈u1 v1 w1 u2 v2 w2 · · · une vne wne ŭ1 v̆1 w̆1 ŭ2 v̆2 w̆2 · · · ŭne v̆ne w̆ne〉T (C.36)

An Illustration

Based on the linear triangle element as shown in Fig. C.1, Table C.1 shows the tangential

matrix related to the convection term.

u1

v1

ŭ1

v̆1

u2

v2

u3

v3

Figure C.1 � One sample triangle linear element used to illustrate the matrices and vectors
related to the NS convection term; Node 1 is enriched.
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û
}
Ĉ
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Ĉ

3
1
+

ρ
N

3
N

1
〈N

x
〉{
û
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Ĉ

3
4
+

ρ
N

3
M

1
〈N

x
〉{
û
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Ĉ

4
1
+

ρ
M

1
N

1
〈N

x
〉{
û
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C.4 NS viscous term

−∇ ·
(
2µD

)
(C.37)

The corresponding weak formulation is

WNS viscous = −
∫

Ω
δ~u · ∇ ·

(
2µD

)
dΩ

=

∫
Ω
∇δ~u : 2µD −∇ ·

(
δ~u · 2µD

)
dΩ

=

∫
Ω

1

2
(∇δ~u+∇δ~u) : 2µDdΩ−

∮
Γ

(
δ~u · 2µD

)
· ~ndΓ

=

∫
Ω

1

2

(
∇δ~u+ (∇δ~u)T

)
: 2µDdΩ−

∫
ΓN

δ~u ·
(
2µD · ~n

)
dΓ

=

∫
Ω
δD : 2µDdΩ−

∫
ΓN

δ~u ·
(
2µD · ~n

)
dΓ

(C.38)

The boundary term in Eq. C.38 serves as part of the Neumann boundary condition, turn to

Section C.9. The shear rate tensor D = 1
2

(
∇~u+∇~uT

)
can be written in the following fully

expanded form: 
∂u
∂x

1
2

(
∂u
∂y + ∂v

∂x

)
1
2

(
∂u
∂z + ∂w

∂x

)
1
2

(
∂v
∂x + ∂u

∂y

)
∂v
∂y

1
2

(
∂v
∂z + ∂w

∂y

)
1
2

(
∂w
∂x + ∂u

∂z

)
1
2

(
∂w
∂y + ∂v

∂z

)
∂w
∂z

 (C.39)

Then, D can be reconstructed into the column vector as shown below:

〈
∂u
∂x

∂v
∂y

∂w
∂z

1
2

(
∂u
∂y + ∂v

∂x

)
1
2

(
∂u
∂z + ∂w

∂x

)
1
2

(
∂v
∂z + ∂w

∂y

)
1
2

(
∂u
∂y + ∂v

∂x

)
1
2

(
∂u
∂z + ∂w

∂x

)
1
2

(
∂v
∂z + ∂w

∂y

) 〉T
(C.40)

The spatial discretization of the body term in Eq. C.38 on one element reads

W e
NS viscous = 〈δu〉

∫
Ωe

[B]T 2µ [B] dΩ{u} (C.41)

where [B] is named strain rate operator. Let's consider the situation in two dimensions, [B]

is constructed as shown in Eq. C.42 based on one element with ne nodes.
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� Contribution to coe�cient matrix by substitution method

[K]NS viscous = −
∑
e

∫
Ωe

[B]T 2µ [B] dΩ (C.43)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]NS viscous = −
∑
e

∫
Ωe

[B]T 2µ [B] dΩ (C.44)

� Contribution to residual vector

{R}NS viscous =
∑
e

∫
Ωe

[B]T 2µ [B] {u}i−1dΩ (C.45)

C.5 NS pressure term

∇p (C.46)

The corresponding weak formulation is

WNS pressure =

∫
Ω
δ~u · ∇pdΩ

= −
∫

Ω
∇ · δ~u pdΩ +

∫
Ω
∇ · (δ~u p) dΩ

= −
∫

Ω
∇ · δ~u pdΩ +

∮
Γ

(δ~u p) · ~ndΓ

= −
∫

Ω
∇ · δ~u pdΩ +

∫
ΓN

δ~u ·
(
pI · ~n

)
dΓ

(C.47)

The boundary term in Eq. C.47 also serves as part of the Neumann boundary condition, turn

to C.9 for details. The spatial discretization of the body term in Eq. C.47 in matrix form on

one element reads

W e
NS pressure = −〈δu〉

∫
Ωe
{B}〈N〉dΩ{p} (C.48)

where {B} = 〈 N1,x N1,y N2,x N2,y · · · N9,x N9,y 〉

� Contribution to coe�cient matrix by substitution method

[K]NS pressure =
∑
e

∫
Ωe
{B}〈N〉dΩ (C.49)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]NS presssure =
∑
e

∫
Ωe
{B}〈N〉dΩ (C.50)

� Contribution to residual vector

{R}NS pressure = −
∑
e

∫
Ωe
{B}〈N〉{p}i−1dΩ (C.51)
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C.6 NS solenoid term

−∇ · ~u (C.52)

The corresponding weak formulation is

WNS solenoid = −
∫

Ω
δp∇ · ~udΩ (C.53)

The spatial discretization in matrix form on one element reads

W e
NS solenoid = −〈δp〉

∫
Ωe
{N}〈B〉dΩ{u} (C.54)

� Contribution to coe�cient matrix by substitution method

[K]NS solenoid =
∑
e

∫
Ωe
{N}〈B〉dΩ (C.55)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]NS solenoid =
∑
e

∫
Ωe
{N}〈B〉dΩ (C.56)

� Contribution to residual vector

{R}NS solenoid = −
∑
e

∫
Ωe
{N}〈B〉{u}i−1dΩ (C.57)

C.7 NS gravity term

− ρ~g (C.58)

The corresponding weak formulation is

WNS gravity = −
∫

Ω
δ~u · ρ~gdΩ (C.59)

The spatial discretization in matrix form on one element reads

W e
NS gravity = −〈δu〉

∫
Ωe

[N ]T ρ{g}dΩ (C.60)

� Contribution to coe�cient matrix by substitution method

[K]NS gravity = 0 (C.61)
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� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]NS gravity = 0 (C.62)

� Contribution to residual vector

{R}NS gravity = −
∑
e

∫
Ωe

[N ]T ρ{g}dΩ (C.63)

� Contribution to tangential coe�cient matrix, corresponding to the coupling with mass

transport problem, by Newton-Raphson method[
Kt,~uω

]
NS gravity

=
∑
e

∫
Ωe

[N ]T(ρ′)i−1{g}〈N〉dΩ (C.64)

C.8 NS buoyancy term

ραp (T − Tref )~g (C.65)

The weak form is

WNS buoyancy =

∫
Ω
δ~u · ραp (T − Tref )~gdΩ (C.66)

On one element, it can be discretized as

W e
NS buoyancy = 〈δu〉

∫
Ωe

[N ]Tραp

(
〈N〉{T} − Tref

)
{g}dΩ (C.67)

� Contribution to the coe�cient matrix by substitution method

[K]NS buoyancy = 0 (C.68)

� Contribution to the tangential coe�cient matrix by Newton-Raphson method

[Kt]NS buoyancy = 0 (C.69)

� Contribution to the residual vector

{R}NS buoyancy =
∑
e

∫
Ωe

[N ]Tραp

(
〈N〉{T} − Tref

)
{g}dΩ (C.70)
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C.9 NS Neumann term

The corresponding weak formulation is

WNS Neumann =

∫
ΓN

δ~u ·
(
pI · ~n

)
dΓ−

∫
ΓN

δ~u ·
(
2µD · ~n

)
dΓ

= −
∫

ΓN

δ~u ·
( (
−pI + 2µD

)
· ~n
)
dΓ

= −
∫

ΓN

δ~u · ~tNdΓ

(C.71)

The spatial discretization in matrix form on one element reads

W e
NS Neumann = −〈δu〉

∫
ΓeN

[N ]T {tN}dΓ (C.72)

� Contribution to coe�cient matrix by substitution method

[K]NS Neumann = 0 (C.73)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]NS Neumann = 0 (C.74)

� Contribution to residual vector

{R}NS Neumann = −
∑
e

∫
ΓeN

[N ]T {tN}dΓ (C.75)

C.10 NS penalty term

~u− ~uI = 0 (C.76)

The interface constraint at the interface is imposed by penalty method. The variational

formulation can be expressed as

Π =
1

2
β (~u− ~uI)2 (C.77)

The variational derivative of Π yields

δΠ = δ~u · β (~u− ~uI) (C.78)

Then, the weak form can be written as

WNS penalty =

∫
Γ+
I

δ~u · β (~u− ~uI) dΓ (C.79)

The spatial discretization in matrix form on one element reads

W e
NS penalty = 〈δu〉

∫
Γ+,e
I

[N ]T β
(

[N ] {u} − ~uI
)
dΓ (C.80)
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� Contribution to coe�cient matrix by substitution method

[K]NS penalty = −
∑
e

∫
Γ+,e
I

[N ]T β [N ] dΓ (C.81)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]NS penalty = −
∑
e

∫
Γ+,e
I

[N ]T β [N ] dΓ (C.82)

� Contribution to residual vector

{R}NS penalty =
∑
e

∫
Γ+,e
I

[N ]T β
(

[N ] {u}i−1 − ~uI
)
dΓ (C.83)

C.11 ST time term

ρ
∂ω

∂t
(C.84)

The weak formulation reads

WST time =

∫
Ω
δωρ

∂ω

∂t
dΩ (C.85)

After time discretization by backward Euler method, it becomes

WST time =

∫
Ω
δωρ

ω − ωt−∆t

∆t
dΩ (C.86)

The spatial discretization in matrix form on one element reads

W e
ST time = 〈δω〉

∫
Ωe
{N}ρ〈N〉{ω} − {ω}

t−∆t

∆t
dΩ (C.87)

� Contribution to coe�cient matrix by substitution method

[K]ST time = −
∑
e

∫
Ωe
{N}ρi−1 1

∆t
〈N〉dΩ (C.88)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]ST time =−
∑
e

∫
Ωe
{N}ρi−1 1

∆t
〈N〉

+ {N}(ρ′)i−1〈N〉{ω}
i−1 − {ω}t−∆t

∆t
〈N〉dΩ

(C.89)

� Contribution to residual vector

{R}ST time =
∑
e

∫
Ωe
{N}ρ〈N〉{ω}

i−1 − {ω}t−∆t

∆t
dΩ (C.90)
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C.12 ST time consv term

ω
∂ρ

∂t
(C.91)

The weak formulation reads

WST time consv =

∫
Ω
δωω

∂ρ

∂t
dΩ

=

∫
Ω
δωωρ′

∂ω

∂t
dΩ

(C.92)

After time discretization by backward Euler method, it becomes

WST time consv =

∫
Ω
δωωρ′

ω − ωt−∆t

∆t
dΩ (C.93)

The spatial discretization in matrix form on one element reads

W e
ST time consv = 〈δω〉

∫
Ωe
{N}〈N〉{ω}ρ′〈N〉{ω} − {ω}

t−∆t

∆t
dΩ (C.94)

� Contribution to coe�cient matrix by substitution method

[K]ST time consv = −
∑
e

∫
Ωe
{N}〈N〉{ω}i−1(ρ′)i−1 1

∆t
〈N〉dΩ (C.95)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]ST time consv =−
∑
e

∫
Ωe
{N}

(
(ρ′)i−1 + 〈N〉{ω}i−1(ρ′′)i−1

)
〈N〉{ω}

i−1 − {ω}t−∆t

∆t
〈N〉

+ {N}〈N〉{ω}i−1(ρ′)i−1 1

∆t
〈N〉dΩ

(C.96)

� Contribution to residual vector

{R}ST time consv =
∑
e

∫
Ωe
{N}〈N〉{ω}i−1(ρ′)i−1〈N〉{ω}

i−1 − {ω}t−∆t

∆t
dΩ (C.97)

C.13 ST convection term

~u · ρ∇ω (C.98)

The weak formulation reads

WST convection =

∫
Ω
δω~u · ρ∇ωdΩ (C.99)

The spatial discretization in matrix form on one element reads

W e
ST convection = 〈δω〉

∫
Ωe
{N}〈u〉[N ]Tρ∇〈N〉{ω}dΩ (C.100)
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� Contribution to coe�cient matrix by substitution method

[K]ST convection = −
∑
e

∫
Ωe
{N}〈u〉[N ]Tρi−1∇〈N〉dΩ (C.101)

If strongly coupled with NS equations, 〈u〉 = 〈u〉i−1.

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]ST convection = −
∑
e

∫
Ωe
{N}〈u〉[N ]T

(
ρi−1∇〈N〉+ (ρ′)i−1∇〈N〉{ω}i−1〈N〉

)
dΩ (C.102)

If strongly coupled with NS equations, 〈u〉 = 〈u〉i−1.

� Contribution to residual vector

{R}ST convection =
∑
e

∫
Ωe
{N}〈u〉[N ]Tρi−1∇〈N〉{ω}i−1dΩ (C.103)

If strongly coupled with NS equations, 〈u〉 = 〈u〉i−1.

� Contribution to tangential coe�cient matrix, corresponding to the coupling with hydro-

dynamic problem, by Newton-Raphson method

[Kt,w~u]ST convection = −
∑
e

∫
Ωe
{N}ρi−1〈ω〉i−1

(
∇〈N〉

)T
[N ]dΩ (C.104)

C.14 ST convec consv term

~u · ω∇ρ (C.105)

The weak formulation reads

WST convec consv =

∫
Ω
δω~u · ω∇ρdΩ

=

∫
Ω
δω~u · ωρ′∇ωdΩ

(C.106)

The spatial discretization in matrix form on one element reads

W e
ST convec consv = 〈δω〉

∫
Ωe
{N}〈u〉[N ]T〈N〉{ω}ρ′∇〈N〉{ω}dΩ (C.107)

� Contribution to coe�cient matrix by substitution method

[K]ST convec consv = −
∑
e

∫
Ωe
{N}〈u〉[N ]T〈N〉{ω}i−1(ρ′)i−1∇〈N〉dΩ (C.108)

If strongly coupled with NS equations, 〈u〉 = 〈u〉i−1.
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� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]ST convec consv =−
∑
e

∫
Ωe
{N}〈u〉[N ]T〈N〉{ω}i−1(ρ′)i−1∇〈N〉

+ {N}〈u〉[N ]T
(

(ρ′)i−1 + 〈N〉{ω}i−1(ρ′′)i−1
)
∇〈N〉{ω}i−1〈N〉dΩ

(C.109)

If strongly coupled with NS equations, 〈u〉 = 〈u〉i−1.

� Contribution to residual vector

{R}ST convec consv =
∑
e

∫
Ωe
{N}〈u〉[N ]T〈N〉{ω}i−1(ρ′)i−1∇〈N〉{ω}i−1dΩ (C.110)

If strongly coupled with NS equations, 〈u〉 = 〈u〉i−1.

� Contribution to tangential coe�cient matrix, corresponding to the coupling with hydro-

dynamic problem, by Newton-Raphson method

[Kt,ω~u]ST convec consv = −
∑
e

∫
Ωe
{N}〈N〉{ω}i−1(ρ′)i−1〈ω〉i−1

(
∇〈N〉

)T
[N ]dΩ (C.111)

C.15 ST di�usion term

−∇ · (ρD∇ω) (C.112)

The weak formulation reads

WST di�usion = −
∫

Ω
δω∇ · (ρD∇ω)dΩ →integration by parts

=

∫
Ω
∇δω · ρD∇ωdΩ−

∫
Ω
∇ · (δωρD∇ω)dΩ →divergence theorem

=

∫
Ω
∇δω · ρD∇ωdΩ−

∮
Γ
δωρD∇ω · ~ndΓ

=

∫
Ω
∇δω · ρD∇ωdΩ +

∫
ΓD

��>
0

δω (−ρD∇ω · ~n)dΓ +

∫
ΓN

δω(−ρD∇ω · ~n)dΓ

=

∫
Ω
∇δω · ρD∇ωdΩ +

∫
ΓN

δωqω,ndΓ︸ ︷︷ ︸
ST Neumann term

(C.113)

The treatment of ST Neumann term is in section C.16. For ST di�usion term, the spatial

discretization in matrix form on one element reads

W e
ST di�usion = 〈δω〉

∫
Ωe

(
∇〈N〉

)T
ρD∇〈N〉{ω}dΩ (C.114)

� Contribution to coe�cient matrix by substitution method

[K]ST di�usion = −
∑
e

∫
Ωe

(
∇〈N〉

)T
ρi−1D∇〈N〉dΩ (C.115)
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� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]ST di�usion = −
∑
e

∫
Ωe

(
∇〈N〉

)T(
ρi−1D∇〈N〉+ (ρ′)i−1D∇〈N〉{ω}i−1〈N〉

)
dΩ (C.116)

� Contribution to residual vector

{R}ST di�usion =
∑
e

∫
Ωe

(
∇〈N〉

)T
ρi−1D∇〈N〉{ω}i−1dΩ (C.117)

C.16 ST Neumann term

The weak form can be written as

WST Neumann =

∫
ΓN

δωqω,ndΓ (C.118)

The spatial discretization in matrix form on one element reads

W e
ST Neumann = 〈δω〉

∫
ΓeN

{N}qω,ndΓ (C.119)

� Contribution to coe�cient matrix by substitution method

[K]ST Neumann = 0 (C.120)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]ST Neumann = −
∑
e

∫
ΓeN

{N}
(
q′ω,n

)i−1 〈N〉dΓ (C.121)

� Contribution to residual vector

{R}ST Neumann =
∑
e

∫
ΓeN

{N}qi−1
ω,ndΓ (C.122)

C.17 Heat capacity term

ρCp
∂T

∂t
(C.123)

After weak formulation, it gives

WHeat capacity =

∫
Ω
δTρCp

∂T

∂t
dΩ (C.124)

After time discretization by backward Euler method, it becomes

WHeat capacity =

∫
Ω
δTρCp

1

∆t
TdΩ−

∫
Ω
δTρCp

1

∆t
T t−∆tdΩ (C.125)

The spatial discretization in matrix form on one element reads

W e
Heat capacity = 〈δT 〉

∫
Ωe
{N}ρCp

1

∆t
〈N〉{T}dΩ− 〈δT 〉

∫
Ωe
{N}ρCp

1

∆t
〈N〉{T}t−∆tdΩ

(C.126)
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� Contribution to coe�cient matrix by substitution method

[K]Heat capacity = −
∑
e

∫
Ωe
{N}ρi−1Ci−1

p

1

∆t
〈N〉dΩ (C.127)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]Heat capacity = −
∑
e

∫
Ωe
{N}ρi−1Ci−1

p

1

∆t
〈N〉

+ {N}
(
ρ′Cp + ρC ′p

)i−1
〈N〉{T}

i−1 − {T}t−∆t

∆t
〈N〉dΩ

(C.128)

� Contribution to residual vector

{R}Heat capacity =
∑
e

∫
Ωe
{N}ρi−1Ci−1

p 〈N〉
{T}i−1 − {T}t−∆t

∆t
dΩ (C.129)

C.18 Heat convection term

ρCp~u · ∇T (C.130)

After weak formulation, it gives

WHeat convection =

∫
Ω
δTρCp~u · ∇TdΩ (C.131)

The spatial discretization in matrix form on one element reads

W e
Heat convection = 〈δT 〉

∫
Ωe
{N}ρCp〈u〉 [N ]T∇〈N〉{T}dΩ (C.132)

� Contribution to coe�cient matrix by substitution method

[K]Heat convection = −
∑
e

∫
Ωe
{N}ρi−1Ci−1

p 〈u〉 [N ]T∇〈N〉dΩ (C.133)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]Heat convection = −
∑
e

∫
Ωe
{N}ρi−1Ci−1

p 〈u〉 [N ]T∇〈N〉

+ {N}
(
ρ′Cp + ρC ′p

)i−1
〈u〉 [N ]T∇〈N〉{T}i−1〈N〉dΩ

(C.134)

� Contribution to residual vector

{R}Heat convection =
∑
e

∫
Ωe
{N}ρi−1Ci−1

p 〈u〉 [N ]T∇〈N〉{T}i−1dΩ (C.135)
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C.19 Heat conduction term

−∇ · (k∇T ) (C.136)

The corresponding weak formulation is

WHeat conduction = −
∫

Ω
δT∇ · (k∇T ) dΩ →integration by parts

=

∫
Ω
∇δT · k∇TdΩ−

∫
Ω
∇ ·
(
δTk∇T

)
dΩ →divergence theorem

=

∫
Ω
∇δT · k∇TdΩ−

∮
Γ
δTk∇T · ~ndΓ

=

∫
Ω
∇δT · k∇TdΩ +

∫
ΓD

��*
0

δT (−k∇T · ~n) dΓ +

∫
ΓN

δT (−k∇T · ~n) dΓ

=

∫
Ω
∇δT · k∇TdΩ +

∫
ΓN

δTqndΓ︸ ︷︷ ︸
Heat Neumann term

(C.137)

The treatment of Heat Neumann term is in section C.21. For Heat conduction term,

the spatial discretization in matrix form on one element reads

W e
Heat conduction = 〈δT 〉

∫
Ωe

(
∇〈N〉

)T
k∇〈N〉{T}dΩ (C.138)

� Contribution to coe�cient matrix by substitution method

[K]Heat conduction = −
∑
e

∫
Ωe

(
∇〈N〉

)T
ki−1∇〈N〉dΩ (C.139)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]Heat conduction = −
∑
e

∫
Ωe

(
∇〈N〉

)T
ki−1∇〈N〉

+
(
∇〈N〉

)T (
k′
)i−1∇〈N〉{T}i−1〈N〉dΩ

(C.140)

� Contribution to residual vector

{R}Heat conduction =
∑
e

∫
Ωe

(
∇〈N〉

)T
ki−1∇〈N〉{T}i−1dΩ (C.141)

C.20 Heat source term

− s (C.142)
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The corresponding weak formulation is

WHeat source = −
∫

Ω
δTsdΩ (C.143)

The spatial discretization in matrix form on one element reads

W e
Heat source = −〈δT 〉

∫
Ω
{N}sdΩ (C.144)

� Contribution to coe�cient matrix by substitution method

[K]Heat source = 0 (C.145)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]Heat source =
∑
e

∫
Ωe
{N}

(
s′
)i−1 〈N〉dΩ (C.146)

� Contribution to residual vector

{R}Heat source = −
∑
e

∫
Ωe
{N}si−1dΩ (C.147)

C.21 Heat Neumann term

The weak form can be written as

WHeat Neumann =

∫
ΓN

δTqndΓ (C.148)

The spatial discretization in matrix form on one element reads

W e
Heat Neumann = 〈δT 〉

∫
ΓeN

{N}qndΓ (C.149)

� Contribution to coe�cient matrix by substitution method

[K]Heat Neumann = 0 (C.150)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]Heat Neumann = −
∑
e

∫
ΓeN

{N}
(
q′n
)i−1 〈N〉dΓ (C.151)

� Contribution to residual vector

{R}Heat Neumann =
∑
e

∫
ΓeN

{N}qi−1
n dΓ (C.152)
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C.22 Heat penalty term

T − Tm = 0 (C.153)

The interface constraint at the interface is imposed by penalty method. The variational

formulation can be expressed as

Π =
1

2
β (T − Tm)2 (C.154)

The variational derivative of Π yields

δΠ = δTβ (T − Tm) (C.155)

Then, the weak form can be written as

WHeat penalty =

∫
ΓI

δTβ (T − Tm) dΓ (C.156)

The spatial discretization in matrix form on one element reads

W e
Heat penalty = 〈δT 〉

∫
ΓeI

{N}β
(
〈N〉{T} − Tm

)
dΓ (C.157)

� Contribution to coe�cient matrix by substitution method

[K]Heat penalty = −
∑
e

∫
ΓeI

{N}β〈N〉dΓ (C.158)

� Contribution to tangential coe�cient matrix by Newton-Raphson method

[Kt]Heat penalty = −
∑
e

∫
ΓeI

{N}β〈N〉dΓ (C.159)

� Contribution to residual vector

{R}Heat penalty =
∑
e

∫
ΓeI

{N}β
(
〈N〉{T}i−1 − Tm

)
dΓ (C.160)

C.23 LS time term

∂φ

∂t
(C.161)

The weak form is

WLS time =

∫
Ω
δφ
∂φ

∂t
dΩ (C.162)

After time discretization by forward Euler method, it becomes

WLS time =

∫
Ω
δφ
φ− φt−∆t

∆t
dΩ (C.163)

On one element, it can be discretized in space as

W e
LS time = 〈δφ〉

∫
Ωe
{N}〈N〉{φ} − {φ}

t−∆t

∆t
dΩ (C.164)

185



� Contribution to the coe�cient matrix by substitution method

[K]LS time = −
∑
e

∫
Ωe
{N}〈N〉 1

∆t
dΩ (C.165)

� Contribution to the residual vector

{R}LS time =
∑
e

∫
Ωe
{N}〈N〉{φ}

i−1 − {φ}t−∆t

∆t
dΩ (C.166)

C.24 LS convection term

F‖∇φ‖ (C.167)

If forward Euler scheme is employed, the weak form can be written as

WLS convection =

∫
Ω
δφF

∥∥∇φt−∆t
∥∥ dΩ (C.168)

On one element, it can be discretized in space as

W e
LS convection = 〈δφ〉

∫
Ωe
{N}〈N〉{F}

∥∥∇〈N〉{φ}t−∆t
∥∥ dΩ (C.169)

� Contribution to the coe�cient matrix by substitution method

[K]LS convection = 0 (C.170)

� Contribution to the residual vector

{R}LS convection =
∑
e

∫
Ωe
{N}〈N〉{F}

∥∥∇〈N〉{φ}t−∆t
∥∥ dΩ (C.171)

C.25 LS GLS term

If forward Euler scheme is employed, the weak form can be written as

∑
e

∫
Ωe

(
F∇δφ · ∇φ

t−∆t

‖∇φt−∆t‖

)
τ e
(φ− φt−∆t

∆t
+ F

∥∥∇φt−∆t
∥∥)dΩ (C.172)

On one element, it can be discretized in space as

W e
LS GLS = 〈δφ〉

∫
Ωe

(
〈N〉{F}

)
(∇〈N〉)T ∇〈N〉{φ}t−∆t

‖∇〈N〉{φ}t−∆t‖
τ e(

〈N〉{φ} − {φ}
t−∆t

∆t
+ 〈N〉{F}

∥∥∇〈N〉{φ}t−∆t
∥∥)dΩ

(C.173)
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� Contribution to the coe�cient matrix by substitution method

[K]LS GLS = −
∑
e

∫
Ωe

(
〈N〉{F}

)
(∇〈N〉)T ∇〈N〉{φ}t−∆t

‖∇〈N〉{φ}t−∆t‖
τ e

1

∆t
〈N〉dΩ (C.174)

� Contribution to the residual vector

{R}LS GLS =
∑
e

∫
Ωe

(
〈N〉{F}

)
(∇〈N〉)T ∇〈N〉{φ}t−∆t

‖∇〈N〉{φ}t−∆t‖
τ e

(
〈N〉{φ}

i−1 − {φ}t−∆t

∆t
+ 〈N〉{F}

∥∥∇〈N〉{φ}t−∆t
∥∥)dΩ

(C.175)

C.26 Spread ortho term

sign(φ)∇φ · ∇F (C.176)

The corresponding weak form is

WSpread ortho =

∫
Ω
δFsign(φ)∇φ · ∇FdΩ (C.177)

The spatial discretization on one element can be written as

W e
Spread ortho = 〈δF 〉

∫
Ωe
{N}sign(φ)〈φ〉

(
∇〈N〉

)T∇〈N〉{F}dΩ (C.178)

� Contribution to the coe�cient matrix by director method

[K]Spread ortho =
∑
e

∫
Ωe
{N}sign(φ)〈φ〉

(
∇〈N〉

)T∇〈N〉dΩ (C.179)

C.27 Spread GLS term

The weak form is ∑
e

∫
Ωe

(
∇δF · ∇φ

)
τ e
(
∇φ · ∇F

)
dΩ (C.180)

The spatial discretization on one element reads

W e
Spread GLS = 〈δF 〉

∫
Ωe

(
∇〈N〉

)T∇〈N〉{φ}τ e〈φ〉(∇〈N〉)T∇〈N〉{F}dΩ (C.181)

� Contribution to the coe�cient matrix by direct method

[K]Spread GLS =
∑
e

∫
Ωe

(
∇〈N〉

)T∇〈N〉{φ}τ e〈φ〉(∇〈N〉)T∇〈N〉dΩ (C.182)
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Appendix D

1D illustration of the ill-conditioned

system by XFEM

The sample governing equation with arbitrary unknown denoted by p is

dp

dx
= 1 (D.1)

To make the problem well-posed, one Dirichlet-type boundary condition is set on the left end

(see Fig. D.1):

p1 = 10 (D.2)

As shown in Fig. D.1, a strong discontinuity appears within element 2O. The constraint at

the discontinuity can be assumed as below:

JpK = 2 (D.3)

x1 = 0

p1

x2 = 1

p̊2

p2

x3 = 2

p̊3

p3

x4 = 3

p41O 2O 3O

Figure D.1 � The sample mesh containing 3 elements; a strong discontinuity resides on element
2O with coordinate xc ∈ (1, 2).

The weak formulation is ∫
Ω
δp
dp

dx
dx =

∫
Ω
δpdx (D.4)

The discretization form is

3O∑
e= 1O

(∫
Ωe
{N}〈Nx〉dx{p} −

∫
Ωe
{N}dx = 0

)
(D.5)
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The geometric approximation (mapping) between the real element and reference element as

shown in Fig. D.2 can be written as

x = 〈N̄〉{x} (D.6)

where 〈N̄〉 = 〈 1
2(1− ξ) 1

2(1 + ξ) 〉.

xi xi+1

x

−1 1

ξ
=⇒

Figure D.2 � The real element (left) and reference element (right).

After mapping from real element to the reference element, Eq. D.5 becomes

3O∑
e= 1O

(∫
Ωe
{N̄}〈N̄ξ〉J−1|J |dξ{p} −

∫
Ωe
{N̄}|J |dξ = 0

)
(D.7)

or in the condensed form

K{p} − F = 0 (D.8)

where

K =
∑
e

∫
Ωe

{N̄}〈N̄ξ〉J−1|J |dξ (D.9a)

F =
∑
e

∫
Ωe

{N̄}|J |dξ (D.9b)

and J is the Jacobian matrix, it can be calculated as

J =
dx

dξ
= 〈N̄ξ〉{x} =

xi+1 − xi
2

(D.10)

In the present study, it's assumed that xi+1−xi = 1. Then J = 1
2 , |J | =

1
2 and J−1 = 1. In a

fully enriched element, the shape (interpolation) function of unknown p can be expressed as

{N̄} =


N̄1

N̄2

M̄1

M̄2

 =


1
2(1− ξ)
1
2(1 + ξ)

1
2(1− ξ)

(
sign(φ)− sign(φ1)

)
1
2(1 + ξ)

(
sign(φ)− sign(φ2)

)

 (D.11)

and its derivative with respect to ξ is

{N̄ξ} =


N̄1,ξ

N̄2,ξ

M̄1,ξ

M̄2,ξ

 =


−1

2
1
2

−1
2

(
sign(φ)− sign(φ1)

)
1
2

(
sign(φ)− sign(φ2)

)

 (D.12)
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−1 1ξ

1√
3

− 1√
3

Figure D.3 � The Gauss-Legendre quadrature with two points.

Gauss-Legendre quadrature with two points as shown in Fig. D.3 is employed to do the

numerical integration. It is stated as∫ 1

−1
f(ξ)dξ = w1f(ξ1) + w2f(ξ2) (D.13)

where w1 = w2 = 1; ξ1 = − 1√
3
and ξ2 = 1√

3
.

Build the coe�cient matrix Ke and load vector Fe on each element:

Element 1O 〈 p1 p2 p̊2 〉

Ke =

−
1
2

1
2 0

−1
2

1
2 0

0 0 0

 , Fe =


1
2
1
2

0

 (D.14)

Element 2O 〈 p2 p3 p̊2 p̊3 〉
In the splitting element as shown in Fig. D.4, Eq. D.7 can be written as

0 =

∫
Ωe
{N}〈Nx〉dx{p} −

∫
Ωe
{N}dx

=

∫ 1

−1
{N̄}〈N̄ξ〉J−1|J |dξ{p} −

∫ 1

−1
{N̄}|J |dξ

=

∫ ξc

−1
{N̄}〈N̄ξ〉J−1|J |dξ{p} −

∫ ξc

−1
{N̄}|J |dξ +

∫ 1

ξc

{N̄}〈N̄ξ〉J−1|J |dξ{p} −
∫ 1

ξc

{N̄}|J |dξ

=
4∑
i=1

(
{N̄}〈N̄ξ〉J−1|J |

∣∣∣
ξGi

wGi{p} − {N̄}|J |
∣∣∣
ξGi

wGi

)
(D.15)

The corresponding elementary coe�cient matrix and load vector are

K
e =


−xc + 3

xc − 1

0

−2xc + 2

 〈 −
1
2

1
2 0 −1 〉(xc − 1) +


−xc + 2

xc

−2xc + 4

0

 〈 −
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Figure D.4 � Split and mapping of element 2O.

Imposing interface constraint by penalty method 〈 p2 p3 p̊2 p̊3 〉
The corresponding variational form is

Π =
β

2

(
JpK− 2

)2 (D.18)

The weak formulation is
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∫
ΓI

JδpKβ
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The corresponding elementary coe�cient matrix and load vector are shown below:

Ke = β


0

0

4− 2xc

2xc − 2

 〈 0 0 4− 2xc 2xc − 2 〉, Fe = 2β


0

0

4− 2xc

2xc − 2

 (D.20)
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The penalty number is assumed to be 1. Below gives the variation of the condition number

as xc starting o� at x = 1.5 and approaching to x = 1:

As x = 1.50000 , condition number: ≈ 2.1× 101; P2 = 11, P3 = 14, P4 = 15, P̊2 = 1, p̊3 = 1;

As x = 1.10000 , condition number: ≈ 1.3× 102; P2 = 11, P3 = 14, P4 = 15, P̊2 = 1, p̊3 = 1;

As x = 1.01000 , condition number: ≈ 1.3× 104; P2 = 11, P3 = 14, P4 = 15, P̊2 = 1, p̊3 = 1;

As x = 1.00100 , condition number: ≈ 1.3× 106; P2 = 11, P3 = 14, P4 = 15, P̊2 = 1, p̊3 = 1;

As x = 1.00010 , condition number: ≈ 1.3× 108; P2 = 11, P3 = 14, P4 = 15, P̊2 = 1, p̊3 = 1;

As x = 1.00001 , condition number: ≈ 1.3× 1010; P2 = 11, P3 = 14, P4 = 15, P̊2 = 1, p̊3 = 1.

If p̊3 is set zero as xc is close to 1, it turns out

As x = 1.01000 , condition number: ≈ 13.36; P2 = 10.960, P3 = 13.980, P4 = 14.980, P̊2 = 1.010;

As x = 1.00100 , condition number: ≈ 14.69; P2 = 10.996, P3 = 13.998, P4 = 14.998, P̊2 = 1.001;

As x = 1.00010 , condition number: ≈ 14.72; P2 = 11.000, P3 = 14.000, P4 = 15.000, P̊2 = 1.000;

As x = 1.00001 , condition number: ≈ 14.72; P2 = 11.000, P3 = 14.000, P4 = 15.000, P̊2 = 1.000.
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