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Résumé 
La fiabilité d'une technique d’Évaluation Non-Destructive (END) est l'un des 

aspects les plus importants dans la procédure globale de contrôle industriel. La 

courbe de la Probabilité de Détection (PdD) est la mesure quantitative de la fiabilité 

acceptée en END. Celle-ci est habituellement exprimée en fonction de la taille du 

défaut.  

Chaque expérience de fiabilité en END devrait être bien conçue pour obtenir 

l'ensemble de données avec une source valide, y compris la technique de 

Thermographie Infrarouge (TI). La gamme des valeurs du rapport de l'aspect de 

défaut (Dimension / profondeur) est conçue selon nos expériences expérimentales 

afin d’assurer qu’elle vient du rapport d’aspect non détectable jusqu’à celui-ci soit 

détectable au minimum et plus large ensuite. Un test préliminaire est mis en œuvre 

pour choisir les meilleurs paramètres de contrôle, telles que l'énergie de chauffage, 

le temps d'acquisition et la fréquence. Pendant le processus de traitement des 

images et des données, plusieurs paramètres importants influent les résultats 

obtenus et sont également décrits.  

Pour la TI active, il existe diverses sources de chauffage (optique ou ultrason), des 

formes différentes de chauffage (pulsé ou modulé, ainsi que des méthodes 

différentes de traitement des données. Diverses approches de chauffage et de 

traitement des données produisent des résultats d'inspection divers. Dans cette 

recherche, les techniques de Thermographie Pulsée (TP) et Thermographie  

Modulée(TM) seront impliquées dans l'analyse de PdD. Pour la TP, des courbes 

PdD selon différentes méthodes de traitement de données sont comparées, y 

compris la Transformation de Fourier, la Reconstruction du Signal thermique, la 

Transformation en Ondelettes, le Contraste Absolu Différentiel et les Composantes 

Principales en Thermographie. Des études systématiques sur l'analyse PdD pour 

la technique de TI sont effectuées. Par ailleurs, les courbes de PdD en TI sont 

comparées avec celles obtenues par d'autres approches traditionnelles d’END. 
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Abstract 
The reliability of a Non-Destructive Testing and Evaluation (NDT&E) technique is 

one of the most important aspects of the overall industrial inspection procedure. 

The Probability of Detection (PoD) curve is the accepted quantitative measure of 

the NDT&E reliability, which is usually expressed as a function of flaw size.  

Every reliability experiment of the NDT&E system must be well designed to obtain 

a valid source data set, including the infrared thermography (IRT) technique. The 

range of defect aspect ratio (Dimension / depth) values is designed according to 

our experimental experiences to make sure it is from non-detectable to minimum 

detectable aspect ratio and larger. A preliminary test will be implemented to choose 

the best inspection parameters, such as heating energy, the acquisition time and 

frequency. In the data and image processing procedure, several important 

parameters which influence the results obtained are also described.  

For active IRT, there are different heating sources (optical or ultrasound), heating 

forms (pulsed or lock-in) and also data processing methods. Distinct heating and 

data processing manipulations produce different inspection results. In this research, 

both optical Pulsed Thermography (PT) and Lock-in Thermography (LT) 

techniques will be involved in the PoD analysis. For PT, PoD curves of different 

data processing methods are compared, including Fourier Transform (FT), 1st 

Derivative (1st D) after Thermal Signal Reconstruction (TSR), Wavelet Transform 

(WT), Differential Absolute Contrast (DAC), and Principal Component 

Thermography (PCT). Systematic studies on PoD analysis for IRT technique are 

carried out.  Additionally, constructed PoD curves of IRT technique are compared 

with those obtained by other traditional NDT&E approaches. 
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Introduction 

BACKGROUND 
For a Nondestructive Testing and Evaluation (NDT&E) method, ideally, defects larger 

than a certain size can be detected. However, in the real NDT&E process, the 

situation is more complex. Different flaws of the nominal same size can produce 

different magnitudes of stimulus response because of the differences in physical 

properties of the specimens or/and flaws. Repeated inspections of a specific flaw can 

also produce different response magnitudes because of minute variations in setup 

and calibration. This variability is inherent in NDT&E process [1]. Furthermore, the 

interpretation of the response can be influenced by the capability and mental acuity of 

the inspectors. All these factors contribute to inspection uncertainty and lead to a 

probabilistic characterization of NDT&E inspection capability and reliability [1]. 

Probability of Detection (PoD) analysis as a quantitative measure to evaluate the 

inspection reliability1 of a NDT&E technique has been established for decades [2, 3].  

It is widely used in the traditional NDT&E techniques [1-4], including Ultrasonic 

Testing (UT), Radiographic Testing (RT), Eddy-current Testing (ET), Fluorescent 

Penetrant Inspection (FPI) and Magnetic Particle Inspection (MPI). Most of the 

pioneering work about PoD function which has been expressed as a function of flaw 

size, for describing the reliability of a NDT&E system, has been carried out in the 

aerospace industry [5]. In order to ensure the structural integrity of critical 

components, it was becoming evident that instead of asking the question “What is the 

smallest flaw that can be detected by a NDT&E method?” it was more appropriate, 

from a fracture mechanics point of view, to ask “What is the largest flaw that can be 

missed?”, as there are many flaws larger than the smallest detected that might be 

missed, thus leading to structure failures [6]. So the main objective of a NDT&E 

reliability demonstration is to determine the largest flaw that the NDT&E system can 

miss [7].  

                                                           
1 NDT&E inspection reliability is defined as: “The probability of detecting a flaw in a given size group under 
the inspection conditions and specified procedures.” 
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Infrared Thermography (IRT) for NDT&E is a non-invasive and fast inspection 

technique with the capability to perform remote inspections on large surfaces [8]. 

Nowadays, IRT has been used as a stand-alone NDT&E method with respect to 

other NDT&E approaches, especially for the inspection of aircraft composite 

structures. Recent international NDT&E standards NAS410 (revision 2008) and 

EN4179 Edition 4, both depict IRT apart from traditional NDT&E techniques [5]. 

Surprisingly, contrary to traditional NDT&E techniques such as UT and ET for which a 

significant amount of reliability research has been carried out, a rather limited number 

of studies on reliability assessment involving active thermography have been 

published so far [5, 9-14]. Most of previous work about PoD analysis for IRT is carried 

out by Airworthiness Assurance Nondestructive Inspection Validation Center (AANC) 

of Sandia National Laboratories. Wayne State University and Marshall Space Flight 

Center also did some related works. In their studies, bust sonic IRT and optical 

pulsed IRT are involved. However, there is no systematic study on the PoD analysis 

for IRT technique. Now is really the time to comprehensively research the reliability 

and capability of IRT nondestructive inspection systems. 

The thesis is based on previous research activities carried out at the Multipolar 

Infrared Vision – Vision Infrarouge Multipolaire (MIVIM) Canada Research Chair in 

the field of IRT NDT&E technique. The experiences from PoD analysis of traditional 

NDT&E techniques are also a good basis for the project. However, some challenges 

remain to be faced. For response data, it has become a common practice to use ln (â) 

vs. ln (a) PoD model in the traditional NDT&E reliability demonstration, especially for 

flaw length as determined by UT. However, our studies show that sometimes 

Cartesian â vs. ln (a) is a better PoD model for our obtained data set. Generally, in 

this research, the PoD model is chosen according to the data set rather than 

experiences, because most of the experiences mentioned in the literature are from 

PoD analysis of traditional NDT&E methods. As a statistic method, a PoD analysis 

often requires a large set of sampling data with appropriate distribution over the 

selected testing range in order to achieve reasonable precision. So the first challenge 

of the project is that a very large number of samples and detected targets (flaws) are 

needed. The second challenge is that PoD curve are sensitive to the equipment, 
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experimental parameter setting, post data processing and even the capability of 

inspector. In order to get a reasonable evaluation of an infrared NDT&E system, all 

these factors have to be considered to obtain a valid data set.  

RESEARCH OBJECTIVES 
The main objective of the research is to quantitatively evaluate the inspection 

reliability and capability for IRT NDT&E technique. The obtained PoD curves will be 

compared with traditional NDT&E methods, such as ultrasonic C-scanning. 

This research will advance the wide acceptation of IRT NDT&E out of laboratory, 

especially in the aerospace industry, since the reliability and capability of IRT NDT&E 

system is quantitatively evaluated, as traditional NDT&E approaches. Moreover, 

NDT&E reliability experiments can also be conducted to optimize a NDT&E system or 

an inspection procedure. PoD curves obtained from different IRT systems and 

experimental procedures will help us choose excitation sources (or modes), optimize 

parameter settings in experiments and the post data processes for a specific 

inspection object. 

ORGNIZATION 
The thesis is organized into 7 chapters. As we know, there are different heating 

sources, excitation forms and data processing methods in infrared thermography 

techniques. For a set of specimens with specific flaw characteristics, distinct 

heating and data processing manipulations produce obvious different inspection 

results. In Chapter 1, three classical active thermographic techniques: optical 

Pulsed Thermography (PT), optical Lock-in Thermography (LT) and 

vibrothermography (VT) are reviewed. For optical PT, the common and recently 

developed data analyzing and processing methods, including Fourier Transform 

(FT), 1st derivative after Thermal Signal Reconstruction (TSR), Wavelet Transform 

(WT), Differential Absolute Contrast (DAC), and Principal Component 

Thermography (PCT) are discussed in detail, since they are of interest for the 

research. 
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Chapter 2 describes the PoD analysis methods from response data and hit/miss 

data. The fundamental concepts such as parameter estimation, confidence bound, 

false positives (false alarms) are then discussed.  

Based on the discussion of Chapter 2, Chapter 3 concentrate on describing the 

experimental design to obtain valid source data set and the detailed procedures to 

obtain PoD curves and corresponding confidence bounds of IRT system from 

response data and hit/miss data. 

In Chapter 4, PoD analysis of both continuous response data and hit/miss data are 

carried out based on the optical PT inspection results of a Carbon Fiber Reinforced 

Polymer (CFRP) specimen with embedded material simulating delaminations. The 

effect of various PT data processing methods, including FT, TSR, WT, DAC, and 

PCT on PoD curves is compared. 

In Chapter 5, for a set of aluminum foam material, PoD curves are plotted in order 

to quantitatively evaluate the two optical thermographic techniques: LT and PT in 

this application. 

PoD analysis results by UT and PT for impact damage of CFRP are presented in 

Chapter 6. The quantitative comparison shows that PT has higher inspection 

reliability than UT. 

In Chapter 7, a method to extract defects automatically by image segmentation is 

presented. The PoD curves of manual evaluation and automated segmentation 

results are compared. False alarm which is an important aspect of reliability 

evaluation is studied in this chapter. 
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Chapter 1. A Review of Infrared Thermography for 
NDT&E 
In this chapter, we will review the modern IRT techniques for NDT&E and related 

data processing methods proposed in the literature.  

1.1. Infrared Thermography for NDT&E  
The basic approach of the modern thermography for NDT&E is to thermally excite 

an object by heating (or cooling) it while using an infrared camera to monitor 

changes of the object’s surface temperature. Since subsurface discontinuities may 

alter the diffusion of the heat, this will affect the cooling behavior of the nearby 

region on the surface. 

Practically any energy source can be used for stimulation purposes, from cold/hot 

air to optical source, to mechanical oscillations, to eddy current [15]. There are also 

different heating forms and patterns. Modulated and pulsed heating are among the 

most popular heating forms. Step heating (SH) is also found in the literature, often 

referred to as a long pulse excitation [16]. 

There are three classical active thermographic techniques based on modulated 

and pulsed excitation modes [17]: optical PT and LT, which are optical techniques 

applied externally, i.e. the energy is delivered to the surface of the specimen where 

the light is transformed into heat; and vibrothermography, which uses sonic or 

ultrasonic waves (pulsed or modulated) to excite surface or subsurface defects 

internally. In UT the mechanical oscillations injected into the specimen travel in all 

directions dissipating their energy at the discontinuities in the form of heat, which 

travels to the surface by conduction. In practice, excitation modes should be 

chosen according to the physical properties of the specimen and the defect 

characteristics. These three classical active thermographic techniques are 

described in details in the next sections.  

Practical inspections often require strict capabilities in terms of high Signal Noise 

Ratio (SNR). As a result, additional processing of the data from the camera is 
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required. Common and recently developed data analyzing and processing methods, 

especially in PT whose raw data is difficult to handle and analyze because of non-

uniform heating and reflection, will be discussed in the following sections. 

1.2. Optical Pulsed Thermography (PT) 
In optical PT, the specimen surface is submitted to a short heat pulse using a high 

power optical source. The duration of the pulse may vary from a few ms (~2-15 ms) 

to several seconds. Absorption of short time pulse energy elevates the specimen 

surface temperature. As time elapses and heating pulse vanishes, the surface 

temperature decreases uniformly for a piece without internal flaws. On the contrary, 

subsurface discontinuities (e.g. porosity, delaminations, disbonds, fiber breakage, 

inclusions, etc.) change the diffusion of heat flow and produce abnormal 

temperature patterns at the surface that can be detected with an IR camera, as 

shown in figure 1.1. 

 
Figure 1. 1. Schematic setup of PT (Reflection Mode). 

 
The specimen is heated from one side while thermal data is collected either from 

the same side, i.e. reflection mode; or from the opposite side, i.e. transmission 

mode. Reflection is used when inspecting defects closer to the heated surface, 

whilst transmission is preferred for detecting defects closer to the non-heated 

surface (i.e. deeper defects). In general, resolution is higher in reflection and it is 

easier to deploy given that both sides of the specimen do not need to be 

accessible. Although deeper defects can be detected in transmission, depth 
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information is lost since thermal waves will travel the same distance whether their 

strength is reduced by the presence of a defect or not [15]. 

The Fourier’s Law one-dimensional solution for a Dirac delta pulse propagating 

through a semi-infinite homogeneous material is given by [18]: 

( ) 







−+=

t
z

tc
QTtzT

απκρ 4
exp,

2

0                                                                            (1.1)  

where Q  is the energy absorbed by the surface; 0T  is the initial temperature; κ  is 

the thermal conductivity; ρ  is the product of density; c  is the specific heat; and α  

is the thermal diffusivity. 

Considering the temperature evolution of the inspected surface with time 

increasing, Eq. (1.1) can be rewritten as (z = 0): 

( )
te

QTtT
⋅

+=
π0,0                                                                                               (1.2) 

where ce κρ=  is the effusivity, which is a thermal property that measures the 

material ability to exchange heat with its surroundings.  

Data acquisition in PT is fast and allows the inspection of wide area surfaces. 

However, raw PT data is difficult to handle and analyze because of non-uniform 

heating or reflections. There are a great variety of processing techniques that have 

been developed to improve the inspection results. The common and recently 

developed data analyzing and processing methods will be discussed in detail next. 

1.2.1. Fourier Transform (FT)  

FT is particularly interesting among the data processing methods since it allows 

retrieving phase and amplitude data from a PT experiment, which can be thought 

as being a combination of PT and LT. Analyzing phase data obtained from FT to 

get improved inspection results in PT is known as Pulsed Phase Thermography 

(PPT) in the literature [19]. 
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It is well-known that any wave form, periodic or not, can be approximated by the 

sum of purely harmonic waves oscillating at different frequencies. The Continuous 

Fourier Transform (CFT) can be expressed as:  

( ) ( ) ( )ωϕω ωω itj eAdtetfF )(== −
+∞

∞−
∫

                                                                             
(1.3)  

where fπω 2= , the FT can be seen as a technique to transform our perception of 

the signal from a time-based to a frequency-based perspective. 

For PPT, the Discrete Fourier Transform (DFT) is used working with sampled 

signals of PT data [19-22]: 

nn

N
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Nnkj
n etkTtF ImRe)(

1
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/2 +=∆∆= ∑
−

=

− π

                                                                  
    (1.4) 

where n  designates the frequency increment ( Nn ,,1,0 = ); t∆  is the sampling 

interval; N  is the total number of thermograms (infrared images); and Re  and Im  

are the real and the imaginary parts of the transform, respectively.   

It should be noted that the sampling interval t∆ , is introduced in Eq. (1.4) as a 

scale factor in order to produce equivalency between CFT and DFT [21]. For NDT 

applications, Eq. (1.4) is not practical due to lengthy computations. The Fast 

Fourier Transform (FFT) algorithm [23], available in software packages such as 

MatLab®, greatly reduces the computation time and is therefore privileged. 

From Eq. (1.4), modulus or amplitude nA , and phase delay nφ , discrete values are 

available as follows: 

22 ImRe nnnA +=
,    









= −

n

n
n Re

Imtan 1φ
                                

                                     (1.5) 

By applying FFT on every pixel of the thermogram sequence, the amplitude and 

phase images of different frequencies will be obtained. However, amplitude images 

are rarely used in PPT since phase images are more tolerant to non-uniform 

heating, emissivity variations, surface geometry and reflections from the 
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environment compared to amplitude images [24]. Figure 1.2 shows temperature 

and phase delay profiles for a defect area and defect free (sound) area.  

 
Figure 1. 2. Temperature and phase delay profiles for a defect of 0.2mm depth and 

5mm diameter (red line) and sound area (blue line). Data is from a CFRP 
specimen. 

 

 
Figure 1. 3. Comparison of raw (left) and phase delay (right) results for a horizontal 

line through the center row of defects (depth = 0.4mm, different diameters from 
3mm to 15mm) in the same CFRP specimen as in figure 1.2. 

 
The ability of a human operator to perceive a defect in an image is related to the 

signal to background contrast and signal to noise ratio for a certain defect. Figure 

1.3 shows a comparison of raw (left) and phase delay (right) results for a horizontal 

line through the center row of  defects (depth = 0.4mm, different diameters from 
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3mm to 15mm) in a CFRP specimen. As we previously discussed, the non-uniform 

heating effects and noises (high frequency component) are significantly reduced in 

phase delay profiles as compared to raw profiles. Besides, the smallest (diameter = 

3mm) defect can only be detected by phase data. 

In order to obtain the optimum result, two important parameters: sampling rate (fs), 

and the acquisition time (tacq), i.e. the maximum truncation window (w(t)) need to be 

determined. Theoretically, the sampling rate should be high enough to increase the 

available frequency which is given by half the sampling rate fmax = fs /2, and capture 

early thermal changes. The truncation window should be as large as possible to 

increase frequency resolution and to be able to characterize a wide range of 

depths, especially deep defects that are detectable only at very low frequencies. 

However, in practice a compromise have to made between frame rate, acquisition 

time and storage capacity (Nmax). It is more convenient to sacrifice time resolution 

instead of decreasing the size of w(t) to cover a wider range of depths without 

compromising too much defect detectability. This will guarantee that most defects, 

deep and shallow, will be detected even if it might not be possible to quantify them 

at this point.  However, there is no advantage in extending the size of w(t) beyond 

the stabilization time, i.e. when thermal changes are no longer significant. Only 

significant variations in time domain are of interest on the frequency spectra 

following the FT. The details about parameters determination in PPT experience 

can be found in references [25, 26]. 

The choice of the thermal pulse duration also affects the results. The longer the 

pulse in the time domain, the more high frequency components are suppressed 

and the energy is concentrated in the low frequencies (figure 1.4). If defects very 

near the surface are to be observed, a much shorter heat pulse must be used to 

keep the high frequency signal components (which however implies the practical 

problem of depositing enough energy in a very short time to cause a measurable 

temperature contrast) [27]. 
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Figure 1. 4. Influence of pulse duration on frequency spectrum [27]. 

 

1.2.2. 1st Derivative after Thermographic Signal Reconstruction (TSR) 

1st Derivative after TSR is another very useful PT processing technique, which 

provides a significant improvement in SNR performance as well as enabling a good 

sensitivity to smaller and deeper defects [28].  

As previously discussed (Eq. 1.2), the surface temperature decreases based on 

one-dimensional solution of the Fourier equation for a Dirac delta function in a 

semi-infinite isotropic solid can be rewritten as [29]:  

( )
te

QTtTT
π

=−=∆ 0,0
                                                                                       

  (1.6) 

Eq. (1.6) in logarithmic domain can be expressed by: 

( ) ( )t
e
QT πln

2
1lnln −






=∆

                                                                                       
(1.7) 

which corresponds to a straight line with slope –0.5 in a log-log scale (figure 1.5).  

The one-dimensional approximation recognizes that heat diffuses in all directions, 

but assumes that the lateral diffusion components more or less cancel in a defect 

free sample. However, in the presence of an adiabatic subsurface boundary such 
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as a void or a wall, the incident heat flow from the sample surface is impeded, and 

the one-dimensional description no longer applies locally. In effect, defect detection 

in PT can be thought of as identification of areas where the one-dimensional 

assumption breaks down [29-31]. 

In practice, logarithmic data may vary from ideal one-dimensional behavior for a 

variety of reasons (e.g. material inhomogeneities, nonlinear camera response or 

background radiation contributions). Nevertheless, the logarithmic behavior exhibits 

remarkable consistency, in that pixels representing defect free areas are nearly 

linear, and pixels corresponding to subsurface defects depart from the near-linear 

signature at a particular time that is correlated to the depth of the defect [29-31]. 

Figure 1.5 shows ln(ΔT) dependence of ln(t) for a sound and defect areas. In the 

log plot, the defect deviates from straight line with slope –0.5 at a particular time 

(break point).  

 
Figure 1. 5. Ln(ΔT) dependence of ln(t) for a sound (blue)and defect areas (red). 

 
A low order expansion is applied on Eq. (1.7) in order to serve as low pass filter 

that preserves the essential thermal response. In the logarithmic domain, the 

inclusion of higher orders only replicates noise. It has been found that a 4th (or 5th 

order) polynomial provides an excellent fit to PT data, which is given as: 
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With the temperature decrease of each pixel approximated by Eq. (1.7) (or a 

similar expansion), we can reconstruct the original data: 
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2
210 tatatataaT ++++=∆                                          (1.9) 

If the entire sequence of TSR images is to be stored, it is only necessary to save 

the polynomial coefficients, regardless of the length of the image sequence. As a 

result, the TSR method provides a significant degree of data compression. It is also 

convenient for generating derivative images without additional noise contributions. 

For each pixel, the time sequence can be differentiated using expression: 

1st Derivative:
   

1

0
)ln(

)ln(
)ln( −

=
∑=

∆ nN

n
n tna

td
Td

                                                         
(1.10) 

2nd Derivative:
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Figure 1.6 shows the comparison of ln(ΔT) - ln(t) and the corresponding 1st and 2nd 

derivatives [29]. The initial separation of the sound (blue) and defect (gray) 

temperature signals is difficult to discriminate in the logarithmic temperature-time 

plot (left). However, the separation is enhanced in the 1st (center) and 2nd (right) 

derivatives. 

As we previously discussed, the 1st D of TSR process effectively removes temporal 

noise from the defect signal, so that signal to noise improvement is gained through 

noise reduction. However, the signal to background contrast is not dramatically 

improved by the process. In fact, removal of noise components may cause an 

apparent reduction in signal to background contrast. Far more significant gain in 

signal to background contrast is obtained when images based on the time 

derivatives of the TSR signal are considered, as shown in figure 1.7.  The 

derivatives are much more sensitive to small changes in amplitude than the raw 

signal. However, the low pass filtering action of the TSR process makes them 

relatively immune to random signal fluctuations [29-31].  
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Figure 1. 6. Comparison of ln(ΔT) - ln(t) and the corresponding 1st (center) and 2nd 

(right) derivatives for sound (blue) and defective (grey) area [29]. 

 
Figure 1. 7. Comparison of raw (left) and TSR 2nd derivative (right) results for a 

horizontal line through the center row of defects (depth = 0.4mm) in the 
aforementioned CFRP sample. 

 
The selection of experimental parameters is more intuitive than for PPT:  For high 

conductivity materials and shallow defects choose high sampling frequency and 

short acquisition time since the time evolution of the surface temperature changes 

rapidly; for low conductivity materials and deep defects choose low sampling 

frequency and long acquisition time since the time evolution of the surface 

temperature changes slowly. 

1.2.3. Wavelet Transform (WT) 

From the previous discussion about PPT, we can see that, although the inspection 

results improved considerably by using the FT, the time information, i.e. direct 
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defect depth information is lost (in first approximation the sub-surface defect depth 

is proportional to the square root of time [32]). In this situation, the blind frequency 

method is proposed and it is discussed in details in [25]. However, the main 

problem of using PPT data for defect depth measurement is that two or three 

experiments may be needed if the range of defect depth is wide, since 

requirements of experimental parameters are stricter for the purpose of quantitative 

evaluation.  

WT can be seen as an extent of FT since it preserves the time information lost in 

FT which is directly correlated to the defect depth, while maintaining FT 

advantageous features.  In wavelet analysis, a fully scalable modulated window is 

used instead of the fixed truncation window used in FT. The window is shifted 

along the signal and for every position, the spectrum is calculated. Then, this 

process is repeated many times with a slightly shorter (or longer) window for every 

new cycle. At the end, the result will be a collection of time-frequency 

representations of the signal, all with different resolutions [33].  

The continuous WT (CWT) is defined as [33]:  

( ) ( )dtttfsCWT s∫
+∞

∞−

∗⋅= τψτ ,),(
                                                                              

(1.12) 

where * denotes complex conjugation. This equation shows how a function ( )tf  is 

decomposed into a set of basic functions ( )ts τψ , , called the wavelets. The variables 

s  and τ , scale and translation, are the new dimensions after the WT. 

The wavelets are generated from a single basic wavelet ( )tψ , the so-called mother 

wavelet, by scaling and translation [33]: 

( ) 
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(1.13) 

where 1 √𝑠⁄  factor is for energy normalization across the different scales.  



16 
 

Complex Morlet wavelet is recommended in reference [34], because it allows not 

only an excellent qualitative analysis, but also a satisfying quantitative analysis of 

the depth for the defects observed. The complex Morlet wavelet is defined by [35]: 

 
bc f

x
xfi

b eefx
2

2)( ππψ =                                                                                           (1.14) 

where cf  is wavelet center frequency, bf  is bandwidth parameter. The Morlet 

wavelet is a complex sinusoid within a Gaussian envelope, where the central 

frequency cf  determines the number of significant oscillations of the complex 

sinusoid within the Gaussian window [27]. As the mother wavelet can be scaled, a 

very fine ‘tuning’ of the frequency (or better, ‘pseudo’-frequency) is possible. The 

relation between the wavelet scale s and a pseudo-frequency af  can be 

established by the following formula [35]: 

ts
ff c

a ∆⋅
=

                                                                                                                                   
(1.15) 

where t∆  is sampling period. By choosing the appropriate wavelet frequencies bf , 

cf  and scale s , a band-pass like frequency spectrum can be generated which 

should match or cover the amplitude spectrum of the expected contrast signals. 

The Fourier-approach (blind frequency method) was compared with the wavelet-

approach based on simulation or experimental data showing a promising potential 

of the later for defect depth measurements and material characterization in PT [27, 

34, 36, 37].  

The WT with complex wavelets providing amplitude and phase information can be 

used in a similar way as the FT used in PPT. Figure 1.8 [37] shows four 

phasegrams of different translation factors (correlated to defect depths) obtained 

by WT for a CFRP specimen with an impact damage. 
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Figure 1. 8. Phasegrams of the WT for four values of translation factor τ : (a) 1.2, 

(b) 1.8, (c) 2.4, and (d) 3.0 [37]. 
 

1.2.4. Differential Absolute Contrast (DAC)  

Traditionally, contrast methods require the use of the temperature of a sound area 

( sT ) where it is known that no defect is present under the surface. The simplest 

operation called absolute contrast aC  is defined as: 

( ) ( ) ( )tjiTtjiTtjiC sdefa ,,,,,, −=                                                                            (1.15) 

where ( )tji ,,  are the coordinates at time of interest t , and defT  is the temperature of 

a point ( )ji, , which is known to be located on an area with a defect. Absolute 

contrast method suffers from two major problems, first the definition of a sound 

area is not always practical or possible for most industrial applications, and second, 

the resulting data is strongly affected by non-uniform heating, a problem that is 

always present at some degrees in thermography NDT&E.  

The DAC method has proven effective for managing non-even heating while 

making local contrast computations [38]. Subjective defect-free-zone definition is 
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no longer necessary. DAC equation is derived from the surface temperature 

increase based on one-dimensional model of the Fourier equation after an 

instantaneous Dirac heating pulse is applied, which is given by Eq. (1.6) (see 

previous discussion): 

te
QTtTT
π

=−=∆ 0),0(
                                                                                       

 

The temperature of the sound area ( )jiTs ,  at time t′  is then given by: 
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So the surface temperature of the sound area ],[ jiTs  at time t can be written as:
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where t′  is a given value of time ranging from a reference time reft  (see figure 1.9 

below), and the time at which the shallowest defect becomes visible deft . 

Theoretically the surface temperature increase is the same either on defect free or 

defect area before time deft . So we can perform Eq. (1.17) computations over the 

entire surface (all locations [ ]ji,  ) and for the whole temporal sequence) and 

reconstruct the “ideal” defect free thermogram sequence, which can be expressed 

as: 

( ) ( )tT
t
ttTs ′∆⋅
′

=∆
                                                                                              

(1.18) 

Considering next that before excitation (the so called cold image) as a surface 

temperature 0T , then the absolute temperature contrast Ca  can be expressed as:    

( ) ( ) ( ) ),,(),,(],,[],,[,, 00 tjiTtjiTTtjiTTtjiTtjiC sdefsdefa ∆−∆=−−−=
                   

(1.19) 

Finally, the DAC is given as: 

( ) ( ) ( )tT
t
ttjiTtjiC defDAC ′∆⋅
′

−∆= ,,,,
                                                                  

(1.20) 

An appropriate reference time reft , would be the instant at which heat reaches the 
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surface sample. Nevertheless, as shown on Figure 1.9, this is not known 

accurately as the heat pulse approximates a square pulse instead of the Dirac 

pulse assumed. We can reasonably assume though, that reft  is comprised between 

the beginning and the end of the pulse ( defref ttt <<= 0 ). In addition, the heat pulse 

is generally short as compared to the recording time; heat pulse can then be 

modeled by an instantaneous Dirac pulse [8]. The uncertainty associated with the 

estimation of reft  forces us to compensate manually or automatically for the error 

[39]. 

 
 

Figure 1. 9. The different times involved on DAC computations are also shown [8]. 
 

DAC was applied on a Plexiglas™ sample with 6 holes subjected to a strong non-

even heating. The data processing result has proven that DAC is effective against 

non-uniform heating as is shown in figure 1.10 [39]. Figure 1.10a shows the raw 

thermogram of a typical sample of Plexiglas™. The corresponding 3D view is seen 

in figure 1.10b. It is evident from these figures that the sample was subjected to a 

strong non-even heating as seen on the sharp variation of background intensity 

values. Figure 1.10c and d, show the thermogram and its 3D view, respectively, 
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after the application of the DAC method. The effect of non-even heating is 

practically eliminated and defect visibility is strongly enhanced. 

 
Figure 1. 10. (a) Raw thermogram at 5000 ms, (b) corresponding 3D view, (c) and 

(d) are the corrected thermogram after the application of DAC method and its 
corresponding 3D view, respectively [39]. 

1.2.5. Principal Component Thermography (PCT) 

Principal Component Analysis (PCA) used to process thermographic sequences to 

extract features and reduce redundancy by projecting the thermal response data 

onto a system of orthogonal components is known as PCT [40].  

The PCA is a linear projection technique for converting a matrix A to a matrix of 

the lower dimension by projecting A onto a new set of principal axis. One simple 

approach to the PCA is to use Singular Value Decomposition (SVD). In general, a 

matrix A of the dimension MxN (M＞N) can be decomposed as [41]: 

A = URVT                                                                                                                     (1.21) 

where U is the eigenvector matrix of the dimension MxN, R is an NxN diagonal 

matrix with positive or zero elements representing the singular values of matrix A, 

VT is the transpose of an NxN matrix. 

For PCT, in order to apply the SVD to thermographic data, the 3D thermogram 

matrix representing time and spatial variations has to be reorganized as a 2D MxN 

matrix A [42, 43]. This can be done by rearranging the thermograms for every time 

as columns in A, as illustrated in Figure 1.11a [43]. Under this configuration, the 

columns of U represent a set of orthogonal statistical modes known as Empirical 

Orthogonal Functions (EOFs) that describe the data spatial variations. On the other 
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hand, the Principal Components (PCs), which represent time variations, are 

arranged row-wise in matrix VT. The resulting U matrix that provide spatial 

information can be rearranged as a 3D sequence as illustrated in figure 1.11b [43]. 

 

Figure 1. 11. (a) Thermographic data rearrangement from a 3D sequence to a 2D A 
matrix in order to apply SVD; and (b) rearrangement of 2D U matrix into a 3D 

matrix containing the EOFs [43]. 
 
Compared with FT that relying on prescribed basis functions (a set of sinusoidal 

basis functions), PCT method is an eigenvector based transform [41]. It is possible 

to achieve a compact representation for a complex signal by applying PCT. The 

first EOF will represent the most characteristic variability of the data; the second 

EOF will contain the second most important variability, and so on. Usually, 1000 

thermogram sequence can be adequately represented with only 10 or less EOFs 

[42]. 

Beyond reducing redundancy, PCT is also proposed as a contrast enhancement 

approach. Experimental verification of PCT approach was carried out on several 50 
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ply graphite epoxy (Gr–Ep) composite laminate test samples containing circular 

sections of teflon film embedded at varying depth to simulate delaminations [41]. 

Figure 1.12 compares the outcomes of PPT, PCT and averaging methods when 

applied to the raw experimental data. The PPT and PCT methods are noticeably 

superior to averaging. This is most evident in the case of flaw 4 where averaging 

fails to yield a convincing flaw indication. Differences between PPT and PCT 

results are not obvious [41]. 

 

Figure 1. 12. Outcomes of (a) PPT, (b) PCT and (c) averaging methods for 4 flaws 
with different depths [41]. 

 

1.3. Optical Lock-in Thermography (LT) 
In optical LT, also known as Modulated Thermography (MT), absorption of 

modulated optical radiation results in a temperature modulation that propagates as 
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a thermal wave into the inspected component. As the thermal wave is reflected at 

the defect boundary, its superposition to the original thermal wave causes changes 

in amplitude and phase of the response signal at the surface, which are recorded 

at the same time using an infrared camera (figure 1.13) [44]. 

 
Figure 1. 13. Schematic setup of LT [44]. 

 
Sinusoidal waves are commonly used, although other periodic waveforms are 

possible. Using sinusoids as input has the advantage that the frequency and shape 

of the response are preserved (i.e. sinusoidal fidelity); only the amplitude and 

phase of the wave may change [17]. A four point methodology for sinusoidal 

stimulation can be used to retrieve amplitude and phase [45, 46].   
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Figure 1. 14. Amplitude and phase retrieval from a sinusoidal thermal excitation 

[25]. 
As depicted in figure 1.14, the heating excitation I have a sinusoidal form, 

amplitude and phase  of  response signal S can be recovered from 4 data points 

per modulation cycle [34]: 
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where A  is the amplitude and φ  is the phase. 

The 4-point methodology is fast but it is valid only for sinusoidal stimulation and is 

affected by noise. The signal can be de-noised in part by averaging several points 

instead of a single one and/or by increasing the number of cycles. Another 

possibility is to fit the experimental data using least squares regression [44] and to 

use this synthetic data to calculate the amplitude and the phase. These two 

alternatives however contribute to slow down the calculations. Alternatively, the FT 

can be used to extract amplitude and phase information from LT data. The FT can 

be used with any waveform (even transient signals as in PT, see below) and has 

the advantage of de-noising the signal. 

Investigations on amplitude and phase properties indicate that the phase is 

considerably less sensitive than the amplitude to reflections from the environment, 
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surface emissivity variations and non-uniform heating [45, 46]. This can be seen 

from Eq. (1.23) due to the ratio involved in the phase calculation. 

The Fourier’s Law one-dimensional solution describing temperature T at time t and 

depth z for a periodic thermal wave propagating through a semi-infinite 

homogeneous material may be expressed as [43]: 

( ) )2cos(expt, 0 tzzTzT ⋅−
⋅
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where 0T  is the initial change in temperature produced by the heat source, ω  is the 

modulation frequency ( fπω 2= , with f being the frequency in Hz), λ  is the 

wavelength; and µ  is the diffusion length given by [47]: 

f⋅
==

π
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ω
αµ 2

                                                                                               
(1.25) 

where cρκα /= is the diffusivity of the material, with κ being the thermal 

conductivity, ρ the density, c the specific heat. The probing depth z, for amplitude 

images is given by the thermal diffusion length equation z ≈ µ  [48], see Eq. (1.25). 

For the phase, reported values range from 1.5 µ  [49] to more than 2 µ  [48]. 

Nevertheless, long inspection time constitute the principal drawback of LT, since a 

single experiment should be carried out for every inspected depth.  An alternative 

is to use a very low stimulation frequency, but of course this lengthens the 

inspection time as well. 

1.4. Vibrothermography (VT) 
Vibrothermography (VT) is also known as ultrasound thermography [50] or 

thermosonics [51]. The heating mechanism used in VT is the local conversion of 

elastic energy into heat which occurs preferably due to local friction losses caused 

by the relative motion of boundaries in a crack. Heat then travels from the local 

friction by conduction to the surface where an IR camera can capture the defect 

signature. Hence, VT is very useful for the detection of cracks, delaminations or 

loose rivets. 
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The common approach in VT is to use a coupling media such as a piece of fabric, 

water-based gels or aluminum, between the transducer and the specimen to 

reduce losses. There are basically two configurations for VT that can be sought as 

analog to optical methods described above. The first configuration is burst VT, and 

the second one is lock-in (also called amplitude modulated) VT.  

It should be noted that VT with a fixed carrier frequency close to a resonance 

frequency of the sample can lead to a strong standing wave pattern which might 

appear as a superposed temperature pattern hiding defects. One method to solve 

this problem is simply repeating the acquisition at a different frequency. The other 

is using ultrasonic frequency modulation either in lock-in or burst VT [52]. The idea 

of the latter is to cover a range of ultrasonic frequencies, instead of only one, since 

it is not always possible to predict the right frequency for a particular application. 

The frequency modulated VT is sometimes called broadband or chirp waveform 

excitation VT in literature [53]. 

The burst, lock-in and broadband VT experimental configurations are shown in 

figure 1.15 [44]. 

 
Figure 1. 15. Burst, lock-in and broadband VT experimental configurations [44]. 

 
VT has proven more effective than optical thermography to inspect some types of 

defects, e.g. micro cracks, even though there is lack of quantitative studies. On the 
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contrary, it does not perform very well in some other cases in which application of 

optical thermography is straightforward, e.g. water detection. It should be 

emphasized that VT and optical excitation thermography complement each other 

since they are based on different physical mechanisms. 
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Chapter 2. Fundamentals of Probability of 
Detection (PoD) Analysis 
PoD analysis as a quantitative measure to evaluate the inspection reliability of a 

NDT&E technique has been established for decades. It is widely used for 

traditional NDT&E techniques. In this chapter, fundamentals of PoD analysis are 

described. 

2.1. PoD Curves 
PoD curves are the generally accepted method for characterizing and quantifying 

nondestructive inspection capability and reliability [1, 7]. It is usually expressed as 

a function of defect size (or other variables). Defect size at 90% PoD with a 95% 

degree of confidence which is abbreviated as a90/95, is a particular value of interest, 

as shown in figure 2.1 [54]. At Airbus, the aircraft structure has to be designed in 

such a way, that missing of defects < a90/95  is tolerable [55].  

 

Figure 2. 1. Schematic of PoD curve and corresponding 95% confidence bound 
[54]. 

PoD curves are usually estimated from data taken from inspections. Normally the 

quantitative stimulus responses â are recorded as inspection results. Sometimes, 

inspection results are recorded only in terms of whether or not a flaw was found. 

Commonly, 1 indicates a flaw was found; 0 indicates a flaw was no found. Data of 
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this nature are called hit/miss data (also called binary data). The PoD function can 

be formulated either by the quantitative response data (â vs. a data) or the hit/miss 

data. The flaw size a (or other variables) should be uniformly spaced on a 

Cartesian scale over an appropriate range, which is the recommended  practice [7]. 

It should be noted that if a flaw is so large that it is always found (or saturates the 

recording device) or so small that it is always missed (or produces a signal which is 

obscured by the system noise), it provides only limited information about the PoD 

function.  

2.2. PoD(a) from Response Data 
As the quantitative NDT&E system is influenced by factors beyond our control, 

flaws of same size can produce different responses, which can be associated with 

a probability density ga(â). In general, the correlation function between â and a can 

be expressed as follows: 

( ) εµ += aâ                                                                                                          (2.1) 

where ( )aµ  is the mean of ga(â) and ε is a random error accounting for the 

differences between the measured and true responses. In practice, it is often 

assumed that ε is normally distributed with zero mean and constant (independent 

of flaw size a) standard deviation εσ .  ga(â) is then the normal density function with 

mean ( )aµ  and standard deviation equal to εσ . 

In addition, a decision threshold decâ  must be set in such a way that, for every flaw 

size a, if the response signal exceeds this threshold, the system will register a flaw 

detection. Hence the PoD as function of flaw size can be expressed as follows [1]: 

( ) ( ){ } ( )∫
+∞

=>=
deca

adec adagaaaPaPoD
ˆ

ˆˆˆˆ
                                                                  

(2.2) 

Figure 2.2 illustrates the Eq. (2.2), in which the shaded area under the density 

functions (bell curves) represents the PoD [1]. The source data are plotted in figure 
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2.2, a linear relationship between â and a with normal distributed deviations is 

satisfactory here.  

 

Figure 2. 2. Schematic of PoD calculation from â versus a relation [1]. 
 
In practice, an analysis of response â versus size a (or other variables) has to be 

implemented first. Observe the plot of â vs. a, â vs. ln(a), ln(â) vs. a, and ln(â) vs. 

ln(a) and choose the best model to fit the data, which can be described well by a 

straight line and with a variance approximately constant [7]. It has become a 

common practice to assume that there is a linear relationship between ln(â) and 

ln(a) with normal distribution deviations. This model can be expressed by:  

( ) ( ) ε+⋅+= adca lnˆln                                                                                             (2.3) 

where the intercept, c, and slope, d, are the parameters to be estimated, ε is the 

normal distribution with zero mean and constant standard deviation, εσ . 

Assuming that the â vs. a relation is modeled by Eq. (2.3), the PoD(a) function is 

calculated by setting the decision threshold decâ , a registration is made if decaa ˆˆ ≥ . 

The PoD function is then given by [56]:
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( ) 






 −⋅+
Φ=≥=

εσ
)ˆln()ln(ˆˆPr)( dec

dec
aadcaaobaPoD

                                                
(2.4) 

where ( )⋅Φ  is a cumulative log normal distribution function.  

Eq. (2.4) is often expressed in terms of a mean and a standard deviation, which is 

written as: 

( )






 −

Φ=
σ

µaaPoD ln)(
                                                                                       

(2.5) 

Eq. (2.5) is a cumulative log normal distribution function with mean and standard 

deviation of log flaw size given by: 

 
( )

d
cadec −

=
ˆlnµ ,   

d
εσσ =

                                                                                     
(2.6) 

 

The parameter c, d and εσ  can be estimated by maximum likelihood (which will be 

discussed in section 2.3) to provide the best fit to the data set.
 

2.3. PoD(a) from Hit/Miss Data 
Ordinary linear models are used in PoD analysis from response data which are 

assumed that the observed responses vary continuously and are unbounded. But 

hit/miss data are neither - the observed outcomes are bounded and discrete, 

having only 0 or 1 as possible values. For response data, the random error 

between the observed responses and the model predictions has a continuous, 

Gaussian (normal) distribution. However, for binary data, the random error between 

outcomes and model predictions is decidedly non-normal (it’s binomial) and so 

treating it as Gaussian would produce inaccurate and unreliable parameter 

estimates [7]. 

Generalized Linear Models (GLM) overcome this difficulty by transforming the data 

pairs of PoD and flaw size into a linear domain, where the transformed probability 

can be modeled as an ordinary polynomial function, linear in the explanatory 

variables (a or log(a)), and so is a generalized linear model. There are four 

transform functions (also called link functions). These are the log-odds (logistic or 
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logit function), the log-normal (probit function), the complementary log-log link 

function (often called Weibull by engineers), and the loglog link function [7].   

log-odds (logit) link             )())1/(ln( Xfpp ii =−  

log-normal (probit) link       )()(1 Xfpi =Φ−  

cloglog link                         )())1ln(ln( Xfpi =−−  

loglog link                           )())ln(ln( Xfpi =−−  

Here ( )Xf  is any appropriate algebraic function which is linear in the explanation 

variable. For example, )ln()( 10 aXf ββ += . ( )⋅Φ is the normal cumulative density 

function (cdf).  pi = PoD(ai) is the PoD of the ith defect size, ai. 

Using the four link functions we can model PoD(a) as: 

log-odds (logit)              
))(exp(1

))(exp()(
Xf

XfaPoD
+

=  

log-normal (probit)        ))((1)( XfaPoD Φ−=  

cloglog link                   ( ) )))(exp(exp(1 XfaPoD −−=  

loglog link                    )))(exp(exp()( XfaPoD −−−=  

The choice of link and use of a logarithmic transform on size can have a large 

influence on the value for a90/95 (The defect size for which a 90% PoD is reached at 

95% confidence level).  For the symmetric data set, the PoD link functions should 

be symmetric, either the log-odds or the log-normal. Actually, the log-odds and log-

normal PoD curves are similar in practice [50, 57]. In the many situations when the 

data are skewed to the right, taking the log of size will produce a nearly symmetric 

data set. Thus the use of a right-skewed link (the loglog link) is very infrequent. In 

some situations the data are left-skewed and using a symmetric link function 

penalizes the inspection performance for larger cracks due to lack-of-fit for the 

smaller cracks. In those situations the left-skewed complementary loglog link 

function, cloglog, can provide  adequate results [7]. 
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2.4. Parameter Estimation 
Berens and Hovey presented two approaches for estimating the parameters of the 

PoD model, the Range Interval Method (RIM) and the Maximum Likelihood 

Estimates (MLE) [58]. 

The RIM has been used to estimate the parameters in the PoD analysis from 

hit/miss data. To implement the RIM, the whole data set is divided into t intervals of 

equal length. The PoD is calculated for each interval as being the ratio of defects 

detected to the total number of defects in that interval, this gives t data points. The 

t data pairs of PoD and defect size are transformed into a linear domain and a 

linear regression is performed on the data pairs in order to obtain the intercept and 

slope parameters [57]. PoD curves obtained from the RIM are very sensitive to 

assumptions made in the execution of the curve fitting algorithm [59], thus the RIM 

is not recommended. 

The MLE technique is used in most applications to find estimates of the parameter 

of PoD models. Likelihood is “the probability of the data.” It is proportional to the 

probability that the experiment turned out the way it did. So some PoD model 

parameters are more likely than others because they explain the inspection 

outcome better than other values. We choose the “best” parameters, i.e. those that 

maximize the likelihood.  

Let iX
 
represent the outcome of the thi inspection and ( )θ;iXf represent the 

probability of obtaining iX , where θ = (θ1, θ2,. . .θk)' is the vector of the k parameters 

in the probability model. For example, in a hit/miss experiment, iX  would be 0 or 1 

with probability pi. The likelihood, L, of a specific result is given by the likelihood 

function:   

( ) ∏
=

=

=
ni

i
iXfL

1

);( θθ                                                                                                 (2.7) 

For a given outcome of the experiment, iX
 
is known and Eq. (2.7) is a function of 

θ. The maximum likelihood estimate is the value, θ̂ , which maximizes L(θ). For the 
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models considered here, it is more convenient to work with the ln(L(θ)) [1]:

( )( ) ( )∑
=

=

=
ni

i
iXfL

1
;lnln θθ                                                                                     (2.8) 

which is also maximized at θ̂ . The maximum likelihood estimates are given by the 

solution of the k simultaneous equations: 

 ( )( ) kiL
i

,,1,0ln
⋅⋅⋅==

∂
∂

θ
θ                                                                                 (2.9) 

Any standard computational method, such as the Newton-Raphson iterative 

procedure [60], can be used to find the solutions to Eq. (2.9). Because iterative 

techniques converge to local maxima, the solution to Eq. (2.9) may be sensitive to 

the initial values. For the hit/miss data, a set of initial values based on the method 

of moments has been found to be useful in the literature [61].   

It should be noted that MLE corresponds to the well-known Least Squares 

Estimation (LSE) if the experimental errors have a normal distribution. Let iY

represent the response to the variable ix , given that a linear relationship between 

Y  and x  with constant normal distribution ε ~ ( )2,0 σN  has proved satisfactory, 

which can be expressed as: 

ε++= ii bxaY                                                                                                     (2.10) 

The likelihood function is given as:
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Then: 
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( ) ( )baQbaL
ba,ba,

,min,max ⇔
                                                                            

(2.13) 

From Eq. (2.11), (2.12) and (2.13) we can see that maximizing ( )baL ,
 
i.e. MLE is 

equivalent to minimizing ( )baQ ,  i.e. LSE, which means that we are trying to find the 

straight line to which the squares of vertical deviations are as small as possible 

(shown as figure 2.3). However, LSE tends to differ from MLE, especially for data 

that are not normally distributed. When this occurs, MLE should be preferred to 

LSE. So in PoD analysis MLE is recommended, especially when the sample size is 

small. 

 
 

Figure 2. 3. Sketch map of least squares evaluations. 
 
Now we continue with the description of MLE for normal distributed data, let: 
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Then we will get a set of equations: 
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By solving Eq. (2.15), we obtain the MLE of a and b: 
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(2.16) 

And the MLE of mean ( )xµ  and deviation 2σ  for normal distributed data: 

                                                                                                                      
      (2.17) 

 

where eQ  is residual sum of squares also known as sum of squared errors of 

prediction which is a measure of the discrepancy between the data and an 

estimation model.  

2.5. Confidence Bound 
For the models being used in NDT&E reliability studies, the maximum likelihood 

estimated parameters have asymptotically joint normal distribution with means 

given by the true parameter values, θi, and the variance-covariance matrix defined 

by [1]: 

TIV =                                                                                                                (2.18) 

where I
 
is the information matrix whose elements ijI

 
are the expected (E) values 

[1]: 
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In practice, the maximum likelihood estimate θ̂  is substituted for θ in Eq. (2.19). A 

procedure developed by Cheng and Iles [62, 63] can be used to place lower 

confidence bounds on the PoD(a) function. Such bounds are calculated from the 

variance-covariance matrix of the estimates and reflect the sensitivity of the 

experiment to both the number and sizes of flaws in the experimental specimens. 

The assumed PoD(a) model is a cumulative log normal distribution function with 

parameters ( )′= σµθ , . For distribution functions defined by location and scale 

parameters (as is the case of the log normal distribution), the information matrix 

can be written in the form: 
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where n is the number of defects in the experiment. The lower one-sided 

confidence bound of the PoD(a) function is given by: 

( ) ( )hzaPoD −Φ= ˆα                                                                                    (2.21) 

where ( )⋅Φ  is the standard cumulative normal distribution, α denotes the 

confidence level and: 
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where n is the number of defects in the experiment, γ  is obtained from table 3-1 for 

the number of defects in the experiment. 
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Table 3- 1. Value of γ  for lower confidence bounds on the PoD(a) function [1]. 

Sample Size 20 25 30 40 50 60 80 100 ∞ 

Confidence 
level, % 

90 3.903 3.884 3.871 3.855 3.846 3.839 3.831 3.827 3.808 

95 5.243 5.222 5.208 5.191 5.180 5.173 5.165 5.159 5.138 

99 8.401 8.376 8.359 8.338 8.325 8.317 8.306 8.300 8.273 

Commonly, the a90/95 magnitudes, i.e. the size of the flaw for which the 95% lower 

confidence bound crosses the 90% PoD level, is determined. It is guaranteed that 

flaw size of a90/95 will be detected with 90% probability where only 5% might fall 

outside this confidence limit in case the experiment is repeated.  

Except the methodology described above, which is suggested in Metals Handbook 

[1], another methodology that uses likelihood ratio statistic to define the confidence 

region can also be found in the literature [56, 64]. 

2.6. False Positive 
False positive (also called false call) is a NDT&E system response which is 

interpreted as having detected a flaw when none is present at the inspected 

location. It is important to determine the potential for false positives in experiments, 

because a PoD estimate has little utility if it is accompanied by an unacceptable 

false positive rate. The unflawed inspection sites used to estimate the false positive 

rate need not be a separate specimen. If a specimen presents several locations 

which might contain flaws, each location may be considered an inspection site. To 

be considered as such, the sites should be independent, that is, knowledge of the 

presence or absence of a flaw at a particular site cannot influence the inspection 

outcome at another site. 

According to Military Handbook 2009 [7], to allow for an estimate of the false 

positive rate, the specimen set should contain at least three times as many 

unflawed inspection sites as flawed sites. 
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Chapter 3. PoD Analysis for IRT Technique 
In this chapter, first we will present the experimental design to obtain valid source 

data set for PoD analysis of IRT system. After that, we will concentrate on 

describing the procedures to obtain PoD curves and corresponding confidence 

bounds for the quantitative response data and hit/miss data taken from IRT system.  

3.1. Experimental Design 
The source data is the basis of PoD analysis. No PoD demonstration can be 

correct for biased, inadequate or erroneous data [65]. In order to obtain a valid data 

set, the experiment must be well designed and the following aspects should be 

considered before performing NDT&E reliability experiments for IRT system. 

1) Since the results are significantly influenced by the specimens, the test 

specimens should reflect the structure characteristics that IRT process will 

encounter in real life applications with respect to geometry, material, surface 

condition etc. The specimens should be inspected under conditions that are as 

close as possible to real conditions.  

2) Pay attention to the factors that introduce variability into the inspection and 

control these factors according to your specific application or research purpose, if 

possible. The important factors that may significantly influence the statistical 

properties of the obtained data for IRT system are as follow: 

• Differences in physical properties of flaws of nominally identical sizes, such 

as depth, thermal diffusivity, etc. 

• The basic repeatability of the response magnitude when a specific flaw is 

independently inspected by a single inspector using the same equipment 

and inspection procedure. 

• The human factors that induce variability in the experimental operation, data 

processing and results interpretation process. 

• Differences introduced by changes in inspection hardware, such as infrared 

camera, lens, excitation source. 
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• Equipment calibration or correction, such as temperature calibration, non-

uniform  correction and focus adjustment of  a given infrared camera. 

• Parameter setting in the inspection procedures, such as acquisition time and 

frequency, excitation energy and duration time, etc. 

• Changes in test environment. 

All these controlled or uncontrolled factors must be addressed explicitly in every 

IRT reliability experiment [7].  

For the application purpose of PoD analysis, the designed experiment should be 

representative of its application. So either these important factors must be typical of 

the application or random samples must be chosen from the population of interest 

and repeated inspections performed for these factors [7]. For example, if a single 

inspector is used to characterize an IRT inspection, it must be assumed that this 

inspector is typical of all the inspectors in the group. An alternative might be to 

choose a random sample of inspectors from the population eligible to conduct the 

inspection and have each of the selected inspectors perform the experiment. The 

methods of accounting for these factors are important aspects of the statistical 

design of NDT&E reliability experiment. 

3) Ensure that there is a sufficient number of flaws to implement PoD analysis. At 

least 40 flaws are present in experiment whose results recorded in the form of “a 

vs. â”, and at least 60 flaws whose results recorded in the form of hit/miss is 

recommended in military Handbook 2009 [7]. Increasing the number of flaws 

increases the precision of the estimates, so the test set should contain as many 

flawed specimens as economically feasible. The designed flaw sizes (or other 

variables) should be uniformly spaced on a Cartesian scale in the range over which 

the PoD function is rising. If the response signal of a flaw is so large that found (or 

saturates the recording device) or so small that it is always missed (or produces a 

signal which is obscured by the system noise), it provides only limited information 

about the PoD function [6]. This requires us to have some basic knowledge about 
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the inspection capability of the IRT technique for a given material and certain 

defect characteristics before the design of a test specimen set.  

4) Unlike other NDT&E techniques, a follow-up data processing is often 

implemented after IRT inspections. As we have previously discussed, effective 

data processing methods can significantly improve the inspection results. In this 

study, several data processing methods will be used, such as TSR, FT, and WT 

discussed previously. All the variables associated with the data processing 

procedures (for example: order of polynomial fit used in TSR, sampling frequency 

and truncation window used in FT, wavelet type and center frequency of a mother 

wavelets used in WT, etc.) should be explicitly addressed. Besides, common image 

processing functions, such as image resizing, brightness and contrast adjusting, 

color enhancement, image de-noising and the selection of region of interest, should 

also be considered. 

5) Like other image based NDT&E techniques, one additional step is to collect 

hit/miss calls from inspectors in order to obtain binary data set. The infrared images 

after data processing will be presented to one or several inspectors who are not 

familiar with the specimens and their hit/miss decisions will be collected. 

Alternatively, we will extract defects automatically by image segmentation to obtain 

binary result. 

It should be noted that when the PoD(a) function decreases with increasing flaw 

size, it is usually an indication that the NDT&E reliability experiments are poorly 

designed. And when the lower confidence limit decreases with increasing flaw size, 

notwithstanding an acceptable PoD (a) function, it is usually associated with 

unreasonable values of the mean and standard deviation. 

3.2. Procedures of PoD Analysis from Response Data 
The procedure of PoD analysis from response data for infrared thermography 

NDT&E is shown in figure 3.1. A flaw of size a (or other variables, such as depth 

and aspect ratio) causes a signal response, after related data processing (DAC, 

TSR, FT and WT etc.), we obtain a new quantitative response data â (maximum 
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thermal contrast, thermal changing contrast, phase contrast etc.). The statistical 

distribution of the response signals with respect to the flaw size a (or other 

variables) yields a certain PoD curve. 

 

Figure 3. 1. The procedure of PoD analysis from response data for IRT NDT&E. 
 

The following steps are the detailed procedures to obtain a PoD curve from â vs. a 

data, where â is the quantitative response and a is the variable related to defect 

characteristic. 

1. Plot source data and choose the best model 

It has become a common practice to assume that there is a linear relationship 

between ln(â) and ln(a) with normal distributed deviations. However, our studies 

indicate that sometimes Cartesian â vs. ln(a) is a better model for the obtained data 

set (One such example will be given in Chapter 4.). Then the model can be 

expressed as:  

( ) εββ +⋅+= aa lnˆ 10                                                                                        (3.1) 

where the intercept, β0, and slope, β1, are the parameters to be estimated, ε is the 

normal distribution with zero mean and constant standard deviation, εσ . 
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2. Determine decision threshold decâ , recording threshold thâ  and saturation limit 

satâ . 

For the image based NDT&E techniques, the decision threshold decâ  can be 

determined by observing the source data plots and obtained images. The 

abnormities should be evident in the images if the corresponding quantitative 

responses exceed the decision threshold.  

For some data sets, it is necessary to set signal recording threshold thâ  and 

saturation limit satâ . Once a value is chosen as the saturation limit satâ , the 

measurements greater than this value will be considered indeterminable. Similarly, 

measurements lower than the signal recording threshold thâ  commonly considered 

as noises are also indeterminable [1]. These censored values will be treated 

independently in the data regression and parameter estimation process. 

3. Parameter estimates 

The Maximum Likelihood Estimates (MLE) will be used to find parameter estimates 

of a PoD model in this project, since it can be applied to smaller data set and can 

give equivalent answer for large sample size.  

Assuming that the source data is modeled by Eq. (3.1), the following is the 

parameter estimation process which is based on the principle of maximizing the 

likelihood of the observed data. In order to give more general analysis in which 

some of the â values are censored at the recording threshold  and saturation limit, 

the likelihood function is partitioned into three regions [51]:  

• Region R, for which response values are recorded; 

• Region T, for which only a maximum value is known (the response values 

below the signal recording threshold cannot be recorded); 

• Region S, for which only a minimum value is known (the response values 

above the saturation limit cannot be recorded). 
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Then, the log of the likelihood function can be expressed as [1]: 
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where r is the number of flaws for which â values are recorded. ∑
R

denotes the 

sum of those recorded â vs. a data. )ˆ( Ti aΦ  is the probability of obtaining a value 

below the recording threshold for the thi
 
flaw, and )ˆ(1 Si aΦ−  is the probability of 

obtaining an value above the saturation limit  for the thi
 
flaw. 

The MLE of the parameters β0, β1, and εσ  is given by the solution to [1]: 
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where φ(z) represents the density function of standard normal distribution and 

( )ZΦ  represents the standard cumulative normal distribution function. 
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Standard numerical methods, such as the Newton-Raphson iterative procedure 

can be used to find the solutions to the above partial differential equations group, 

Eq. (3.4). Excellent choices for the initial estimates of iterative procedures are the 

intercept, slope, and standard deviation obtained from a standard regression 

analysis of only those values for which a valid response was recorded [1]. 

4. Calculate PoD function 

Substitute the estimated parameters 0β̂ , 1β̂  and εσ̂  from â vs. log(a) model into the 

following relationship equations: 

1
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Then we will obtain the PoD function, which is expressed as: 
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where ( )⋅Φ  is a cumulative log normal distribution function.
    

5. Calculate confidence bounds 

The detailed calculation steps of confidence bounds are given in the ASM 

Handbook (volume 17) [1]. Once the variance-covariance matrix of µ̂  and σ̂  are 

determined, the confidence bounds can be obtained. The list below is the five-step 

confidence bounds calculation process. 

• The elements of information matrix I for the estimates are obtained by using 

Eq. (2.19). 

• The variance-covariance matrix of 0β̂ , 1̂β , and εσ̂  is obtained by inverting 

the information Matrix, see Eq. (2.18). 

• The variance-covariance matrix of the estimates of µ̂  and σ̂  is calculated 

based on a first-order Taylor series expansion of the Eq. (3.5) that relates 
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0β̂ , 1̂β  and εσ̂  to µ̂  and σ̂  (The detailed description of this step is given in 

the ASM Handbook (volume 17) [1] .  

• The information matrix of µ̂  and σ̂  is obtained by inverting the variance-

covariance )ˆ,ˆ( σµV , see Eq. (2.18). 

• The calculated values are substituted into Eq. (2.21) obtain the confidence 

bounds.                             

3.3. Procedures of PoD Analysis from Hit/Miss Data 
The following steps are the detailed procedures to obtain a PoD curve from hit/miss 

data. 

1. Determine link function 

As previously discussed in Chapter 2, there are four link functions (also called 

transform functions), from which the data pairs of PoD pi and flaw size ai (or other 

variable) are transformed into a linear domain. And the choice of link function and 

the use of a logarithmic transform on size can have a large influence on the a90/95 

value (The defect size for which a 90% PoD is reached at 95% confidence level).  

Although previous experience shows that log-odds distribution may be the best fits 

for hit/miss data [6]. However, the link function finally should be chosen according 

to the obtained data set, especially for IRT technique, since the previous 

experience is entirely from traditional NDT&E methods. For the symmetric data set, 

the PoD link functions should be symmetric, either the log-odds or the log-normal. 

In many situations when the data are skewed to the right, taking the log of size will 

produce a nearly symmetric data set. Thus the use of a right-skewed link (the 

loglog link) is very infrequent. In some situations that the data are left-skewed using 

the complementary loglog link function, cloglog, can provide adequate results [7]. 

2. Parameter estimates 

Take the commonly used model log-odds as an example to depict the procedures 

of parameter estimates for hit/miss data. Assume that a experiment has produced k 

inspections on each of n flaws. Then the likelihood function is given by [1]: 
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where 0=thZ  or 1 for the thj
 
inspection of the thi

 
flaw producing a miss or a find, 

respectively, and the probability of detecting a flaw of size ia
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The log likelihood of Eq.(3.7) is expressed as [1]:
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The MLE of the parameters µ  and σ  is given by the solution to: 
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Any standard computational method, such as the Newton-Raphson iterative 

procedure, can be used to find the solutions to the above partial differential 

equations group, Eq. (3.12). 
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Because iterative techniques converge to local maxima, the solution to the 

equations may be sensitive to the initial values. A set of initial values are 

recommended in the ASM Handbook (volume 17) [1], which are given by: 
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where nXX ,,1   are the ordered values of the natural logs of the flaw sizes and 

ip
 
is the observed percentage of detections of the thi

 
ordered flaw size.

 

3.  Calculate PoD function 

As previously discussed, for log-odds model, the PoD is written as: 
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A mathematically equivalent form of Eq. (3.14) is written as [1]: 
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where                                                   

β
αµ −

= , 3β
πσ =                                                    

Because the log-odds PoD function is practically equivalent to the cumulative log-

normal distribution with the same parameters µ  and σ (The comparison PoD 

curves will be given in Chapter 4); The log-normal PoD function with the same 

parameters µ  and σ  of Eq. (3.15) can be expressed as: 
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By substituting the estimated parameters µ̂  and σ̂  into Eq. (3.15) or Eq. (3.16) we 

obtain the log-odds PoD function or log-normal PoD function.  

4. Calculate confidence bounds 

Similar to the calculation of confidence bounds for â vs. a data, the information 

matrix I of µ̂  and σ̂  need to be calculated for hit/miss data from the following 

equations [1]: 
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From Eq. (2.20) to Eq. (2.23) the confidence bounds will be obtained.
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Chapter 4. PoD Analysis Based  on the Inspection 
of CFRP Specimen by PT 
In this chapter2, a PoD experimental study was carried out in the framework of a 

Belgian-Quebec/Canada collaborative research project called ThermoPoD. 

Experiments were implemented on a Carbon Fiber Reinforced Polymer (CFRP) 

specimen with embedded material simulating delamination. As it is known, for active 

IRT, different heating sources (optical or ultrasound), heating forms (pulsed or lock-in) 

and also data processing methods, such as FT, TSR, WT, DAC, PCT, etc. are of 

interest. The effect of various data processing methods for PT on PoD curves is 

compared. 

4.1. Introduction 
The reliability of a NDT&E technique is one of the most important aspects of the 

overall industrial inspection procedure. PoD has been utilized for decades as an 

accepted quantitative measure to evaluate the inspection reliability of a NDT&E 

technique. Surprisingly, contrary to classical NDT&E techniques such as ultrasonics 

and eddy current testing for which a significant amount of reliability research has 

been carried out, a rather limited number of studies on reliability assessment involving 

active thermography have been published so far [5, 12-14]. 

PoD analysis, as a statistical method used to estimate the proportion of defects of a 

given size that can be detected by a particular technique, requires a large amount of 

samples having defects ranging from non-detectable to minimum detectable sizes 

and larger. PoD is often used to evaluate the reliability of a particular NDT&E method 

or a processing technique to detect a certain type of flaw (cracks, delaminations, 

impact damage, corrosion loss, etc.), at a given depth (or depth range) either 

manually or automatically.  

There are two ways to treat data either as (1) a continuous signal response â, or as (2) 

                                                           
2 The major content of this chapter has been published in Y. Duan, et al., Journal of Mechanical Science and 
Technology, vol.26 (7) pp. 1985~1991, 2012 (see Appendix B.1). 
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a discrete hit/miss response. In the first case, the PoD is obtained from the correlation 

of variable â vs. a. Where a denotes defect characterization, such as size, area, 

aspect ratio, etc. In the second case, data is organized such as a defect is either 

detected (hit = 1) or not (miss = 0).  

In this study, a CFRP specimen with simulated delaminations (Teflon inserts) was 

inspected by optical PT. Different post-processing routines were performed. The PoD 

analysis of both continuous response source data and hit/miss source data were 

studied. Finally, the effects of various data processing methods for PT on PoD curves 

were compared. 

4.2. Experiments and Results  

4.2.1. Specimen and Experiment Configuration 

Experimental inspections were carried out on a CFRP panel having a total of 25 

Teflon square insertions with lateral sizes D = 3, 5, 7, 10, and 15 mm, placed 

between plies at different depths 0.2<d<1.8 mm and locations as depicted in figure 

4.1.  

 

Figure 4. 1. Schematic diagram of specimen design. 

The specimen was tested from both sides giving a total 50 inspection targeted sites 

(flaws with different aspect ratio (Dimension / depth) values, from 3/1.8 to 15/0.2).  
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The data acquisition was carried out using a Focal Plane Array (FPA) infrared camera 

(Santa Barbara Focalplane SBF125, 3 to 5 µm), which has a 320×256 pixels array. 

Two high-power flashes (Balcar FX 60), giving 6.4 kJ each for a 5 ms pulse duration, 

were used as heating sources in reflection mode. For the front side inspection (defect 

depth from 0.2 to 1.0 mm), the acquisition frequency used was fs = 157 Hz and 1000 

frames were recorded. For the back side inspection (defect depth from 1.0 to 1.8 mm), 

the acquisition frequency fs = 45 Hz was used and 1080 frames were recorded. The 

small acquisition frequency on the latter case was to ensure sufficient time to detect 

the deeper defects. 

In IRT, the defect depth and size significantly influence the response signal strength. 

Hence, the PoD curves as a function of aspect ratio were studied. 

4.2.2. Inspection Results by Different Data Processing Techniques 

Thermal images were acquired before, during and after a short optical pulse was 

applied on the specimen surface. Even though PT is fast and allows the inspection of 

extended surfaces [15], raw PT data is difficult to analyze because of non-uniform 

heating or reflections, as shown in figure 4.2.  

 

Figure 4. 2. Raw images (a) at t = 1.2s in front side inspection, (b) at t = 2.0s in 
back side inspection. 

There are a great variety of processing techniques that can be employed to improve 

the defect detection capability. Inspection results obtained by different data 

processing are presented next. 

It should be noted that, before applying various data processing methods, the 
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recorded data were sub-sampled by a factor 4 to increase the data processing speed. 

Fourier Transform (FT)  

FT is particularly interesting among the data processing methods since it allows 

retrieving phase and amplitude data from temperature - time history of each pixel. 

Analyzing phase data obtained from FT to get improved inspection results in PT is 

known as PPT in literature [19]. In practice, a FFT algorithm available in common 

data processing software, allows processing the signal more effectively.  

Figure 4.3 shows the phase images of different frequencies, which are more tolerant 

to non-uniform heating, emissivity variations, and environmental reflections compared 

to amplitude images. Obviously, the non-uniform heating effects and noises (high 

frequency component) are significantly reduced in phase images as compared to raw 

images (figure 4.2). Besides, some small defects are only visible on phase images. 

 
Figure 4. 3. Phase images of different frequencies obtained by FT: (a) - (c) front 

side inspection, (d) and (e) back side inspection. 
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Thermal Signal Reconstruction (TSR) and 1st Derivative (1st D) 

1st derivative after the TSR is another very useful PT processing technique, which 

achieves a significant improvement in signal to noise performance as well as 

providing a good sensitivity to smaller and deeper defects [28]. A low order expansion 

is applied on temperature - time history of each pixel in order to serve as low pass 

filter that preserves the essential thermal response. In the logarithmic domain, the 

inclusion of higher orders only replicates noise that appears in the later, while low 

orders correspond to the temperature data. It has been found that a 4th (or 5th order) 

polynomial provides an excellent fit to PT data [29]. 

The TSR method provides a significant data compression, since it is only necessary 

to save the polynomial coefficients. It is also convenient for generating time derivative 

images without additional noise contributions. Actually, the signal to background 

contrast is dramatically improved after performing 1st derivative of the TSR, as shown 

in figure 4.4. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 

Figure 4. 4. 1st derivative images after the TSR at different times: (a) - (c) front side 
inspection, (d) and (e) back side inspection. 
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Wavelet Transform (WT) 

WT can be seen as an extent of FT that preserves the time information, which is 

directly correlated to the defect depth, while it keeps FT interesting features. In 

wavelet analysis, a fully scalable modulated window is used instead of the fixed 

truncation window used in FT. The window is shifted along the signal and for every 

position, the spectrum is calculated. Then this process is repeated many times with a 

slightly shorter (or longer) window for every new cycle. At the end, the result will be a 

collection of time-frequency representations of the signal, all with different resolutions 

[33].  

A complex Morlet wavelet, as recommended in literature [34], was selected as the 

mother wavelet. Figure 4.5 shows the phase evolution of line profile (through 5 

defects with same depth of 0.4mm) as function of translation factor T (related to 

observation time) with fixed scale factor S (related to frequency) of 200. 

Larger scale factors that correspond to stretched wavelets were also used to detect 

the deeper defects. Figure 4.6 shows the phase images of different translation factor 

obtained by WT with fixed scale of 500.  

 

Figure 4. 5. Phase evolution for a horizontal line through the center row of defects 
(depth = 0.4mm) in translation factor(S = 200). 
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Figure 4. 6. Phase images of different translation factor (time) obtained by WT with 

fixed scale factor S = 500: (a) and (b) front side inspection, (c) back side 
inspection. 

 
Differential Absolute Constrast (DAC) 

Traditionally, contrast methods require the use of the temperature of a sound area 

where it is known that no defect is present under the surface. However, it is not 

always possible to precisely locate such sound area from the raw IR images in 

advance. In DAC, subjective defect-free-zone definition is no longer necessary.  

Theoretically, the surface temperature is the same either on defect free or defect area 

before the time that the shallowest defect appears [38, 39]. This allows locally 

predicting the expected sound area temperature at any given time after the heating 

pulse occurs at any place, especially for the defect areas. In DAC, the temperature 

evolution of the sound area is not measured. Instead, it is an extrapolation of 

temperature computed using a 1-D heat transfer model starting from its initial known 

temperature just right after the heat impulse. 

The difference between the extrapolated temperature as it is computed and the 

temperature as it is actually measured, gives the thermal contrast on the surface. The 

obtained thermal contrast images have proven that DAC is effective against non-

uniform heating, as is shown on figure 4.7. 
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Figure 4. 7.  Thermal contrast images at different time obtained by DAC: (a) - (d) 
front side inspection, (e) back side inspection. 

 
Principal Component Thermography (PCT) 

PCT [41] uses SVD to extract the spatial and temporal information from a 

thermogram matrix. Unlike FT which is relying on a set of sinusoidal basis functions to 

decompose signal in the temperature-time space to a phase-frequency space, SVD is 

an eigenvector-based transform that form an orthonormal space.  

Assuming data is represented as an M×N matrix A (M>N), then the SVD allows 

writing [41]: 

A = URVT                                                                                                                          (4.1)  

where U represents a set of orthogonal statistical modes known as EOFs describing 

spatial variations of data [41]. VT is the transpose of PCs that represent the time 

variations. 

Figure 4.8 shows the first few EOFs obtained after applying PCT for our experimental 

data. 
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Figure 4. 8. EOFs obtained by PCT: (a) - (d) front side inspection, (e) back side 
inspection. 

 

4.3. PoD Analysis Results 

4.3.1. PoD Analysis of Continuous Response Data 

First, inspection results obtained from FT is analyzed and organized in the correlation 

of maximum phase contrast φ vs. aspect ratio r, in order to implement PoD analysis. 

Considering that inspectors usually determine the defects by comparing the thermal 

anomalies and their surrounding areas, a square region (13×13 pixels) adjacent to a 

certain defect was selected as the sound area instead of using an identical sound 

area.  

Figure 4.9 shows the phase contrast profiles for the line of defects at d = 0.4 mm. As 

can be seen, the defect contrast depends on the size of the defect, but they all can be 

seen on the same range of frequencies. Similar profiles were obtained for defects at 

different depths. From those profiles, a data set of φ vs. r was obtained (see 

Appendix A.1). 
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Figure 4. 9. Phase contrast profiles for delaminations at 0.4 mm. 
 
First, an analysis of source data φ vs. r was implemented to choose the best model 

that can be properly described by a straight line and the variance is approximately 

constant.  

Figure 4.10 shows the four possible models: φ vs. r, φ vs. ln(r), ln(φ) vs. r, and ln(φ) 

vs. ln(r) for our source data. From these graphs it can be concluded that the φ vs. ln(r) 

model, shows the most linear correlation although the data is considerably scattered. 

Hence, a straight line mathematical expression can be used in order to represent this 

behavior as follows: 

( ) εϕ +⋅+= rdc ln                                                                                                 (4.2) 

where φ denotes the maximum phase contrast, r denotes the aspect ratio, c is the 

intercept, d is the slope, and ε is the normal distribution with zero mean and constant 

standard deviation εσ .         
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Figure 4. 10. The four possible models that show φ vs. ln(r) is the best model for our 

data set. 

In PoD analysis of a continuous response data set, the PoD function is calculated by 

setting a decision threshold. Here, the decision threshold decϕ  was set as 0.02 rad. 

This value was decided based on a noise level analysis. The phase contrast greater 

than 0.02 rad can be considered as defect rather than noise. 

The φ vs. ln(r) relation was modeled by Eq. (4.2), for every flaw r, if φ exceeds the 

decision threshold decϕ , the flaw will be interpreted as detectable. Hence the PoD 

function was given by [56]: 
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where ( )⋅Φ  is a cumulative log normal distribution function.  

Eq. (4.3) is often expressed in terms of a mean and a standard deviation to 

emphasize the connection to distribution function, which is written as: 

( )
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Eq. (4.4) denotes a cumulative log normal distribution function with mean and 

standard deviation of log flaw size given by: 

  
d

cdec −
=

ϕµ    ,   
d

εσ
σ =                                                                                                                                                       (4.5) 

Six Newton-Raphson iterations were implemented to get the Maximum Likelihood 

Estimates (MLE) of parematers c, d and εσ . The Least Square Regression (LSR) 

was also implemented. The MLE regression result and the corresponding 95% 

prediction bounds, as well as LSR fitting are shown in figure 4.11. 

 
Figure 4. 11. Fitting results by MLE and LSR. 
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The fitting results by MLE and LSR are obviously different for our data set. As 

discussed in Chapter 2, MLE is recommended for small sample size data. 

The variance-covariance matrix of the estimated parameters was obtained by 

statistics software. Subsequently, the information matrix was determined, as well as 

the lower and upper confidence bounds, which were calculated from the equations 

found in the literature [7]. In this study, MATLAB® software was used to calculate the 

lower and upper confidence bounds from the variance-covariance matrix. 

 

Figure 4. 12. PoD curve and corresponding lower confidence bound (decision 
threshold is 0.02rad). 

Figure 4.12 displays the PoD curve using the function given in Eq. (4.3) and the 

corresponding 95% lower confidence bound, which yield an r90 (the defect aspect 

ratio with 90% PoD) of about 9.28 and r90/95 (the defect aspect ratio for which the 95% 

lower confidence bound crosses the 90% PoD level) of about 10.73. It is guaranteed 

that flaws with the aspect ratio r90/95 will be detected with 90% probability where only 

5% might fall outside this confidence limit in case the experiment is repeated. 

For figure 4.12, the decision threshold was set to 0.02 rad. It should be noted that the 

decision threshold dramatically influence the PoD analysis result. Table 4-1 shows 
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the r90 and r90/95 values for different decision thresholds. As can be seen from Table 4-

1, and as expected, both the r90 and r90/95 values increase as the decision threshold 

increases. 

Table 4- 1. r90 and r90/95 values using different decision thresholds. 

Decision threshold r90 r90/95 

0.010 7.29 8.48 

0.015 8.23 9.53 

0.020 9.28 10.73 

0.025 10.48 12.11 

0.030 11.82 13.68 
 

4.3.2. PoD Analysis of Hit/Miss Data 

If a single inspector is used to demonstrate the reliability of a NDT process, it must be 

assumed that this inspector is typical of all the inspectors. An alternative might be to 

choose a random sample of inspectors from the total pool and have each of the 

selected inspectors perform the experiment [1]. The PoD result and the false alarm 

rate could be dramatically different by experienced or inexperienced inspector. So 

PoD study normally involves multiple inspectors in industry. In this study, the 

experiments were performed by an experienced inspector who is familiar with the 

experimental equipment and parameter settings of infrared thermography. The 

hit/miss source data were obtained from the observation of another experienced 

inspector who did the data processing and marked defects on the resulting phase 

images obtained by FT (PPT). One denotes detected, zero denotes not detected. It 

should be noted that the flaws locations were known to the inspector, which may 

influence the inspector’s interpretation of flaws detected. 

Similarly to the PoD analysis of continuous response data, the first step for PoD 

analysis of hit/miss (binary) data is choosing the model. There are four models 

corresponding to four link functions [7]. The log-odds and log-normal models are 

commonly used in practice, especially for symmetric data sets. The log-odds and log-

normal link functions, used to link the binary data to the defect size a (or other 
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variables) through the probability of either outcome (1 or 0), can be written as:  

log-odds link:  )())1/(ln( Xfpp ii =−                                                                           (4.6) 

log-normal link:  )()(1 Xfpi =Φ −                                                                                (4.7)  

where )(Xf  is any appropriate algebraic function, which is linear in the 

explanation variable, for example, )ln()( 10 aXf ββ += , ( )⋅Φ  is the normal 

cumulative density function, ( )ii aPoDp =  is the PoD of the thi
 
defect size,

 
ia . 

Using the two link functions we can model PoD(a) as: 

log-odds model:    ( )
))(exp(1

))(exp(
Xf

XfaPoD
+

=                                                                 (4.8) 

log-normal model:  ))((1)( XfaPoD Φ−=                                                                  (4.9) 

 

Figure 4. 13. Comparison of log-odds and log-normal PoD curves of hit/miss data 
set obtained from resulting images after FT. 

 
Because the variance of the transformed function is not constant like it is for an 

ordinary regression, a special maximum likelihood method was implemented to obtain 

the estimate parameters: intercept  β0 and slope β1 [1]. 
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Figure 4.13 compares the log-odds and the log-normal PoD curves of the hit/miss 

data set organized from the resulting images obtained by FT (PPT). As can be seen 

in this graph, the log-odds and log-normal curves are very close. For PoD values 

lower than about 0.5, the log-normal curve estimates defect sizes slightly lower than 

the log-odds model. On the contrary for PoD values higher than 0.5, the log-normal is 

slightly higher than the log-odds model, meaning that for a given PoD the 

corresponding defect size is slightly larger for the log-normal curve than the log-odds. 

4.3.3. Effects of Data Processing Routines on PoD 

It is not possible to set an identical decision threshold for all different data processing 

since the magnitudes of the data processing results are different. However, there is 

no need to set a decision threshold for the PoD analysis of hit/miss data. Hence, the 

raw thermal images and all the resulting images obtained by different data processing 

methods, including FT, 1st D of TSR, WT, DAC and PCT were analyzed and 

compared. Six hit/miss data sets were obtained (see Appendix A.2), similarly to the 

procedure described for the FT (PPT), for the raw and processed data and used to 

create the PoD curves. 

Table 4-2 shows the summary of the inspection results by non-processed and 

different data processing techniques. 

Table 4- 2. Summary of the inspection results by different data processing 
manipulations. 

Data processing manipulations Number of inserts detected Detection rate 

Non-processed 19 38% 

DAC 30 60% 

WT 35 70% 

FT(PPT) 36 72% 

PCT 38 76% 

1st D of TSR 40 80% 
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Log-odds model was used to plot the PoD curves. In order to compare the effects of 

data processing methods, the PoD curves from raw data and the data obtained by 

different data processing manipulations were plotted on the same axis, as shown in 

figure 4.14. 

The 95% lower confidence bounds for each data processing method was also 

calculated. Table 4-3 shows the defect aspect ratio with 90% PoD (r90) and the defect 

aspect ratio for which a 90% PoD is reached at 95% confidence level (r90/95). It 

indicates that the inspection results were improved dramatically by any of the data 

processing manipulations. Moreover, for these experiments, 1st D of TSR and PCT 

are slightly more effective than other routines for our specimen. 

 

Figure 4. 14. Comparison of PoD curves from different data processing 
manipulations, including PoD curves of raw data. 
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Table 4- 3. r90 and r90/95 values obtained by different data processing manipulations 
on hit/miss data. 

Data processing manipulations r90 r90/95 

Non-processed 17.06 30.04 

1st D of TSR 6.60 11.50 

PCT 6.64 10.91 

FT (PPT) 7.37 11.44 

WT 9.20 17.63 

DAC 10.39 16.93 

.  

4.4. Summary 
A CFRP specimen with embedded delaminations (Teflon inserts) was tested by 

optical PT. Different data processing routines were implemented to improve the 

inspection results. PoD analysis of both continuous response data and hit/miss data 

were carried out based on these results. At last, log-odds model which is commonly 

used for hit/miss data was chosen to create PoD curves of different data processing 

routines. It is observed that the inspection results were improved dramatically by any 

of the data processing manipulations. 1st D of TSR and PCT are slightly more 

effective than other routines for our specimen.  

ThermoPoD researches advance the wide acceptation of infrared thermography NDT 

out of laboratory, since the reliability and capability of infrared thermography NDT 

system is then quantitatively evaluated, as traditional NDT approaches. It also allows 

for standardization and characterization of the data processing applied in the industry 

for the detection of defect. 
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Chapter 5. PoD Analysis of Optical LT and PT for 
Aluminum Foam Material 
In this chapter3, quantitative evaluation of optical thermographic techniques relative 

to the non-destructive inspection of aluminum foam material is studied. For this 

purpose, a set of aluminum foam specimens with Flat-Bottom Holes (FBH) was 

inspected by both optical LT and PT. PoD analysis, as a quantitative method to 

estimate the capability and reliability of a particular inspection technique, was 

studied and compared for both optical LT and PT inspection results.  

5.1. Introduction 
Aluminum foam material combines the advantages of high strength and low weight. 

Structural efficiencies and relatively low cost makes this material of widespread use 

in aerospace, marine, and automotive structures [66]. Potential applications of such 

materials include sound and energy absorption appliances, cores for structural 

sandwich panels, and electromagnetic wave shields, among many others [67]. 

Nondestructive Inspection (NDI) studies of aluminum foam material are rarely 

found in literature except from X-ray inspection [68, 69]. The material has a low 

overall X-ray absorption because of the large amount of voids inside, which allows 

large specimens to be inspected by X-ray tomography. X-ray tomography has been 

proven to be a very powerful tool allowing characterizing the architecture or 

microstructure of cellular materials [69]. However, each NDI technique has its own 

strengths and weaknesses. Compared with X-ray tomography, the main 

advantages of optical excitation thermography are fast inspection rate, security (no 

harmful radiation involved) and single-side needed (stimulation and inspection on 

the same side) [70]. In this study, two classical optical thermographic techniques: 

LT and PT will be employed to inspect aluminum foam material.  

The intention of this work is to quantitatively evaluate the capability and reliability of 

optical LT and PT on the aluminum foam material. PoD curves, as an accepted 

                                                           
3 The major content of this chapter has been published in Yuxia Duan, et al., Journal of Infrared Physics and 
Technology, vol. 60 pp. 275~280, 2013 (see Appendix B.2). 
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quantitative measure of the NDI reliability and capability, are plotted to compare the 

obtained inspection results, by employing either LT or PT approaches.  

5.2. Specimens and Inspection Configurations 

5.2.1. Specimen Description 

Experimental inspections were carried out on a set of aluminum foam specimens 

having a total of 72 FBH with 12 lateral diameters D = 6, 8, 10, 12, 15, 18, 20, 22, 

25, 27, 30, and 32 mm. The defect depth d, i.e. the distance between the inspected 

surfaces and the bottoms of the holes, goes from 1 to 6 mm.   

In order to assess results, X-ray tomography was performed first for every 

specimen. Figure 5.1a shows the schematic illustration of one aluminum foam 

specimen, having 5 FBH with different lateral diameters and same depth d = 2 mm. 

Figure 5.1b and c show the corresponding X-ray tomographic images (2D slides) of 

the specimen, from which we can see the 5 FBH, as well as the amount of closed 

cells with non-uniform sizes. 

 
Figure 5. 1. (a) Schematic illustration of one representative specimen with defect 
depth d = 2 mm, (b) X-Y slide tomographic image (Z = 3 mm), and(c) X-Z slide 

tomographic image of the marked horizontal line. 
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5.2.2. Inspection Configuration 

In optical excitation thermography, the energy is delivered to the surface of the 

specimen where the light is transformed into heat; while an infrared camera is used 

to monitor changes of the object’s surface temperature. Since the subsurface 

discontinuities may alter the diffusion of the heat, this will affect the cooling 

behavior of the nearby region on the surface.  

In this study, the optical thermography inspection setup included two OMNILUX 

PAR64 (1000 watt) halogen lamps, which generated sinusoidal or pulsed thermal 

waves. The lamps and the infrared camera were located on the same side with 

respect to the specimen surface, as shown in Figure 5.2. A CEDIP titanium infrared 

camera was used to detect the thermal wave. Table 5-1 shows the important 

technical specifications of the CEDIP camera. 

 
 

Figure 5. 2. Photograph of the optical thermography system. 
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Table 5- 1. Technical specification of CEDIP titanium camera. 

Technical specification Explanation/value 

Sensor type MCT 

Waveband 3.7 ~ 4.5 μm 

Pixel resolution 640 ×512 

Pixel raster  15 µm 

Thermal sensitivity < 18 mK 

Cooler Integrated stirling cooler 

Max full frame rate 117 Hz 

Digital output 14 Bit GigE 

Integration time  10 µs ~ 5 ms 

Temperature calibration  0° C ~ 160 °C 

 
 
Lock-in Thermography (LT) 

In optical LT, as discussed in Chapter 1 (section 1.3), probing depth heavily 

depends on the heating frequency; the lower modulation frequency, the deeper 

penetration. Inspections start at a relatively high excitation frequency at which, 

depending on the thermal diffusivity of the material, only shallow defects are 

visible. In order to detect deeper defects, the excitation frequency is gradually 

decreased until the appropriate value is reached. Preliminary tests indicated that 

excitation frequencies ranging from 1 down to 0.05 Hz were adequate to 

completely cover the depth range of interest, from very shallow to 6 mm. The 

acquisition frame rate was set to 50 Hz. Longer acquisition times are required for 

the low frequencies to obtain sufficient modulating periods with which to average. 

Increasing the number of periods aided in reducing the noise level and to improve 

image Signal Noise Ratio (SNR) and subsequently, defect contrast.  

Phase images or phasegrams are analyzed since they are more tolerant to the 

non-uniform heating, emissivity variations, and environmental reflections compared 
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to amplitude images [15]. Furthermore, as discussed in Chapter 1 (section 1.3) 

they provide probing capabilities deeper than amplitude images. 

One commonly used method to retrieve phase and amplitude is 4-point 

methodology for sinusoidal stimulation phase [45, 46].  The 4-point methodology is 

fast but it is valid only for sinusoidal stimulation and is affected by noise. The signal 

can be de-noised in part by averaging several points instead of a single one and/or 

by increasing the number of cycles. Another possibility is to fit the experimental 

data using least squares regression [44] and to use this synthetic data to calculate 

the amplitude and the phase. These two alternatives however contribute to slow 

down the calculations. Alternatively, FT can be used to extract amplitude and 

phase information from LT data. The FT can be used with any waveform (even 

transient signals as in pulsed thermography, see below) and has the advantage of 

de-noising the signal. In this study, FT is employed to retrieve phasegram from the 

raw LT data.  

Pulsed thermography (PT) 

Two OMNILUX PAR64 (1000 watt) halogen lamps were employed to generate 0.5 

seconds long pulse energy. Data acquisition in PT is fast and allows the inspection 

of extended surfaces.  

In order to obtain the optimum results, two important parameters need to be 

carefully selected: the sampling rate fs, and the acquisition time tacq [25]. In this 

work, the acquisition time tacq ranged from 20 to 60 s, while the sampling rate fs 

varied from 25 to100 Hz, depending on the depths of the FBH. 

As described in Chapter 1 and Chapter 4, there are a great variety of processing 

techniques that have been developed to improve the inspection results of PT. In 

this study, data processing methods that will be used in PT includes: 

• Pulsed Phase Thermography (PPT) [19], which allows retrieving phase and 

amplitude data from a PT experience through FFT. This method can be 

thought as being a combination of PT and LT. In a similar manner as for LT, 
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phase data is commonly analyzed since it is more tolerant to the non-

uniform heating and environmental reflections. 

• Thermographic Signal Reconstruction (TSR) [31], which provides a 

significant degree of data compression since only polynomial coefficients 

are stored. It is also convenient for generating derivative images without 

additional noise contributions. Furthermore, performing 1st or 2nd time 

derivatives of the TSR provides a significant improvement in signal to noise 

performance as well as providing a good sensitivity to smaller and deeper 

defects [28]. 

• Principal Component Thermography (PCT) [41], which uses SVD to extract 

the spatial information described by EOFs and temporal information 

represented by PCs from a thermogram sequence. This method usually 

results in high levels of thermal contrast for the subsurface defect.  

5.3. Resulting Images Analysis 
All of 12 aluminum foam specimens were inspected by the same lab inspector. For 

LT data, phasegrams were analyzed by an experienced inspector. For PT data, 

PPT, 1st derivatives of TSR, and PCT data processing techniques were carried out 

to improve the defect detection capability by the same experienced inspector. 

Example of resulting images from LT and PT inspection for a specimen with 

defects of different sizes but the same depth (2 mm), are shown in figure 5.3. 

The inspector visually examined the resulting images to give a qualitative evaluation 

of the appearance of every defect. It should be noted that the inspector knew the real 

location of every defect, which may influence the inspector’s interpretation. The 

inspector record the inspection result in terms of whether or not a flaw was found: 1 

denotes a flaw was found, 0 denotes a flaw was not found. Subsequently, a set of 

hit/miss data was obtained, which will be used for the following statistical analysis to 

obtain the PoD curves (see Appendix A.3). Table 5-2 shows a summary of the LT and 

PT inspection results. 
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Figure 5. 3. Resulting images obtained from LT and PT for a specimen with defects 
of different size but the same depth 2 mm. 

Table 5- 2. Summary of LT and PT inspection results. 

Inspection 
techniques Results images Number of FBH 

detected 
Detection 

rate 

LT Phasegrams 46 64% 

PT Raw images 40 55% 

PT PPT phasegrams 44 61% 

PT  1st derivative of TSR 
images 50 69% 

PT PCT EOFs 44 61% 

     

5.4. PoD Analysis and Comparison 
As we know, defect depth significantly influences the inspection result as well as the 

defect size detected in thermographic technique. Hence, the PoD curves as a 

function of aspect ratio r (D/d) were studied. The log-odds and log-normal models are 

commonly used to obtain the PoD function. In most cases, the PoD curves from log-

odds and log-normal models are quite similar, as discussed in Chapter 4 (section 

4.3.2). In this study, the log-normal model is used for PoD analysis, which is usually 
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written as: 

))ln(()( rdcrPoD ⋅+Φ=                                                                                             (5.1)  

Eq. (5.1) is often expressed in terms of a mean and a standard deviation, which is 

expressed as: 

( )






 −

Φ=
σ

µrrPoD ln)(
                                                                                          

(5.2)  

Eq. (5.2) is a cumulative log normal distribution function with mean and standard 

deviation of log defect aspect ratio given by: 

( )
d

cr −
=

lnµ ,  
d

εσ
σ =

                                                                                           
(5.3)  

The parameters c, d and εσ  were estimated by maximum likelihood to provide the 

best fit to the data set. 

Figure 5.4 compares the PoD curves of LT and PT. The effects of commonly used 

data processing methods in PT, including PPT, 1st derivative of TSR, and PCT are 

compared as well.  

Lower confidence bounds at 95% were calculated for each data set to reflect the 

degree of uncertainty. Table 5-3 shows the defect aspect ratio with 90% PoD (r90) 

and the defect aspect ratio for which 90% PoD is reached at 95% confidence level 

(r90/95).  

As can be seen from table 5-3, the inspection capability of LT is higher than PT 

without additional processing of raw data, i.e. the r90 and r90/95 values are lower. 

However, the inspection results of PT were dramatically improved after data 

processing. The inspection capability of PT is even higher than the LT after 1st 

derivative of TSR processing. 

It should be noted that due to the material property, analysis of the false positive 

rate is difficult. X ray results show that the designed minimum defect size is greater 
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than the maximum pore size. A discussion about the size of the voids that can be 

considered as a defect is necessary before implementing false alarm.  

 

Figure 5. 4. PoD curves of LT and PT with different data processing manipulations, 
including raw data. 

Table 5- 3. r90 and r90/95 values obtained by LT and PT. 

Inspection 
techniques Resulting images r90 r90/95 

LT Phasegrams 5.5 7.1 

PT Raw images 9.1 14.5 

PT PPT phasegrams  6.2 8.3 

PT 1st D of TSR images 4.9 6.3 

PT PCT EOFs 6.7 9.4 

 

5.5. Summary 
Optical excitation thermography is an attractive tool for the non-destructive 

evaluation of aluminum foam material, especially in the cases where X-ray 
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tomography may not be possible, such as inspections of very large areas or 

accessibility restricted to one side of the sample. 

The main advantages of LT are that the directly acquired data is rather easy to 

handle. However, long inspection time constitutes the principal drawback of LT, 

since a single experiment should be carried out for every inspected depth. An 

alternative is to use a very low stimulation frequency, but this approach will only 

work for FBH, which are thick defects ranging from the initial depth to the total 

thickness of the sample. In the case of delaminations for instance, several defects 

could be missing using a very low modulating frequency. Data acquisition in PT is 

relatively fast. However, raw PT data is commonly difficult to analyze because of 

the non-uniform heating or reflections. As a result, additional processing of the data 

is required.  

PoD analysis results of LT and PT indicate that post-processing in PT, including 

PPT, 1st D of TSR and PCT, improved the thermal contrast for the subsurface 

defect, especially the smaller and deeper defects. As a result, PT and LT provide 

comparable inspection results.  
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Chapter 6. PoD Analysis of UT and PT for Impact 
Damage of CFRP 
As it is well-known, there is no such thing as a perfect NDT&E technique. All 

inspection methods fail in detecting defects or anomalies at some point. UT which 

is widely used in NDT&E field is not an exception. In this chapter4, comparative 

experimental results and PoD analysis results for impact damage of CFRP by UT 

and optical PT are presented. The quantitative comparion shows that PT has 

higher inspection reliability than UT in some inspections. 

6.1. Introduction 
UT is a well established NDT&E technique which has the ability to detect defects or 

damages in almost all thicknesses of materials.  However, it has the distinct 

disadvantages of being intrinsically slow and requiring a coupling agent [74, 75]. 

The use of optical PT technique for the NDT&E of aerospace materials has 

progressively increased in the last few decades. It offers noncontact, rapid 

detection of subsurface defects [15-17, 76-78]. The main disadvantage of IRT is 

that it can only detect damage near surface (within≈4mm, depending on material’s 

thermal diffusivity and defects size). However, in order to reduce aircraft weight, 

advanced alloy plate-like, sandwiched structures and fiber reinforced laminates 

instead of heave metals are widely used in aircrafts. IRT techniques have proven to 

be an effective way to detect and, in many cases, to quantify the subsurface 

defects and damages in some materials. 

PoD curve and the corresponding lower confidence bound are often used to 

evaluate the reliability of a particular NDT&E method. In this work, PoD curves and 

lower confidence bounds are plotted to compare the obtained inspection results, by 

employing either UT or PT approaches. 

                                                           
4 Partial content of this chapter has been presented at the 10th International Conference on Quantitative 
Infrared Thermograpy (QIRT), Québec, Canada, July 27-30, 2010. 
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6.2. Experiments and Results 
The experimental results were provided by the Wallonie Aeronautics Network 

(WAN) NDT Lab at Gosselies, Belgium. 35 CFRP specimens with thickness from 

2.3mm to 4mm were impacted with a metal penetrator. The impact energy ranges 

from 10J to 36J.  Both UT and PT methods are used to inspect the impact damage 

inside the specimens.  

6.2.1. UT Experimental Setup 

In this study, through transmission C-scan approach with probes on each side of 

the CFRP plate is employed, as illustrated in figure 6.1. For every CFRP plate, the 

inspection routine employed is automated ultrasonic inspection using 0° probes 

with  frequency 5MHz which is selected based on the thickness of the plate. The 

transducers and the specimen are immersed in water for coupling.  

 

Figure 6. 1. UT experimental setup. 
 
The principle of through transmission UT is to catch the signal sent by the emitter 

with the receiver and to measure its amplitude. The received ultrasonic signal 

amplitude is more attenuated over the defective zone than on the non-defective 

zone. In this work, the defect sizes have been limited with 6 dB technique which 

means that the amplitude measured in the defective zone is at least twice smaller 
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than in the defect free area. The transducers are scanned in a plane parallel to the 

sample in a rectilinear raster pattern and the measurements are taken with 1 mm 

index.  

6.2.2. PT Experimental Setup 
 
PT inspection setup includes one big halogen lamp (1000 watt), which generates 3 

seconds heating pulse and an uncooled microbolometer with waveband 8~12 μm, 

is used to detect and record the thermal signal. The data acquisition time is set as 

30 seconds to ensure sufficient time to detect the deepest impact damage. The 

lamp and the infrared camera are located on the opposite sides with respect to the 

specimen surface (transmission mode), as shown in figure 6.2. The distance from 

lamp to specimen surface is 11 cm. The distance from specimen surface to 

microbolometer is 15 cm. FFT is applied to the raw thermal sequence to obtain 

phase images which is more tolerant to non-uniform heating. 

 

Figure 6. 2. PT experimental setup. 
 

6.2.3. Image Analysis 

The resulting images are analyzed and recorded by one experienced inspector. 

Figure 6.3 shows the comparable inspection results of four representative samples 

by PPT and UT. (a) - (d) are the phase images obtained from PPT, (e) - (h) are the 
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ultrasonic C-scan results. Figure 6.4 shows a worse case scenario for PPT. The 45° 

oriented defect  is well detected by UT , which means that amplitude measured in 

this area is more than 6dB attenuation. The 45°oriented defect is not detected by 

PPT, which means that the SNR is less than 2 and thermal abnormity area is less 

than 4 pixels width. Figure 6.5 shows a worse case scenario for UT. The 0° 

oriented defect is well detected by PPT, but not detected by UT.  

The large defects are not what we are dealing with since they are detectable for 

both UT and PPT. The focus is on the small defects, for example the 45°oriented 

defect in figure 6.4 and 0°oriented defect in figure 6.5. Figure 6.6 shows an 

example of SNR analysis of a phase image and the defect size determination 

method. When measuring the size of a defect, the specimen width whose real 

values are known is commonly selected as a reference length. 

 

Figure 6. 3. Comparable inspection results by PPT and UT: (a) - (d) resulting 
images by UT, (e) - (h) resulting images by PPT. 

javascript:void(0);
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Figure 6. 4. Worse case scenario for PPT:  45°oriented defect is not detected by 

PT, (a) resulting image by UT, (b) resulting image by PPT. 

 
Figure 6. 5. Worse case scenario for UT: 0°oriented defect is not detected by UT, 

(a) resulting image by UT, (b) resulting image by PPT. 
 

 
Figure 6. 6. (a) SNR analysis for a PPT image: SNR = 8 for first peak, SNR = 2 for 
second peak, (b) example of defect size determination for a UT resulting image. 
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6.3. PoD Analysis Results 
Resulting images obtained by UT and PPT are analyzed and organized into two 

hit/miss data sets. One denotes detected, zero denotes not detected for the 

corresponding defect size. Every data set contains 115 pairs of source data (see 

Appendix A.4). In Chapter 2 four link functions were introduced. It should be noted 

that the  logit (log-odds) model is commonly used in the analysis of binary (hit/miss) 

data because of its analytical tractability and its close agreement with the 

cumulative log-normal distribution [1]. 

In this study, the logit (log-odds) model is used to link the binary data to the size a 

through the probability of either outcome (1 or 0). The logit link function can be 

written as: 

)ln()()1/ln( 10 aXfpp ⋅+==− ββ                                                                           (6.1)    

Because the variance of the transformed function is not constant like it is for an 

ordinary regression, iteratively reweighted least-squares, a special maximum 

likelihood method is necessary to estimate the GLM model parameters. With the 

mh1823 software, Fisher's Scoring algorithm 5  is implemented to obtain the 

estimate parameter and the variance-covariance matrix. The number of Fisher 

Scoring iterations is 7 for both UT and PT phase data. 

The estimated parameters 0β̂  and 1̂β , as well as corresponding variance-

covariance matrix for UT data are: 

1.396ˆ
-1.193ˆ

1

0

=

=

β

β
 

 

( ) 







=

0.10030.1239-
0.1239-0.1993

ˆ,ˆ σµV  

 

                                                           
5 In statistics, Fisher's scoring algorithm is a form of Newton's method used to solve maximum likelihood 
equations numerically. 

http://en.wikipedia.org/wiki/Ronald_Fisher
http://en.wikipedia.org/wiki/Statistics
http://en.wikipedia.org/wiki/Ronald_Fisher
http://en.wikipedia.org/wiki/Newton%27s_method
http://en.wikipedia.org/wiki/Maximum_likelihood
http://en.wikipedia.org/wiki/Numerical_analysis
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The estimated parameters 0β̂  and 1̂β , as well as corresponding variance-

covariance matrix for our PT phase data are: 

2.340ˆ
-2.486ˆ

1

0

=

=

β

β
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0.27700.3438-
0.3438-0.4879

ˆ,ˆ σµV  

For log-odds model, substitute estimated parameters 0β̂  and 1̂β  into Eq. (6.1), we 

obtained the PoD function: 

( ) ( )( )
( )( )Xf
XfaPoD

exp1
exp
+

=                                                                                            

(6.2) 

where:  

( ) ( )aXf lnˆˆ
10 ⋅+= ββ                                                                                               (6.3) 

As we presented in Chapter 4, the corresponding cumulative log-normal PoD 

function is expressed as: 
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where: 

 

                                                                                                                              (6.5) 

 
Figure 6.7 compares the log-odds and the log-normal PoD (a) curve fits for UT and 

PT phase data sets. Obviously, the log-odds and log-normal curve fits are very 

similar for the data obtained in UT and PPT. At lower values of PoD, less than 

about 50%, the log-normal curve fit corresponds to a small defect size. But at 

higher values of PoD, such as the 90% value often used, the log- normal is slightly 
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more conservative, meaning that for a given PoD the corresponding defect size is 

larger for the log-normal curve fit than the log-odds.  Table 6-1 shows the 

difference between the log-odds and log-normal fits at the 30%, 50% PoD and 90% 

PoD for UT and PT phase data. 

 

Figure 6. 7. Comparison of log-odds and log-normal PoD curves from UT and PT 
phase data. 

Table 6- 1. A comparison of log-odds and log-normal curve fits. 

 

Technique 
Defect size at 30% 

PoD (mm) 
Defect size at 50% 

PoD (mm) 
Defect size at 90% 

PoD (mm) 

 log-odds log-normal log-odds log-normal log-odds log-normal 

UT 
(transmission)  1.27 1.2 2.36 2.36 11.75 12.75 

PT  
(phase data) 2.0 1.92 2.87 2.87 7.40 7.81 

 
Interestingly, from figure 6.7, it is seen that for these specimens, experimental 

setups and test conditions, PPT leads to detection of smaller size defects than UT 

at about 65% PoD and higher. 
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The log-normal PoD curve fits for the data obtained in UT and PPT experiments 

and their corresponding 95% lower confidence bounds are shown in figure 6.8 and 

figure 6.9. Obviously, PPT yields smaller a90 and a90/95 (defect size at 90% PoD 

with 95% confidence level) values than UT, which indicates PPT has higher 

inspection capability than UT for the parameters used. 

 
Figure 6. 8. Log-normal PoD curve and the corresponding 95% lower confidence 
bound for UT data indicate a90 value of about 12.75 mm and a90/95 value of about 

16.2mm for the defect size. 
 



 

90 
 

 
 

Figure 6. 9. Log-normal PoD curve and the corresponding 95% lower confidence 
bound for PT phase data indicate a90 value of about 7.81 mm and a90/95 value of 

about 11.43mm for the defect size. 
 

6.4. Summary 
In this research, the inspection reliabilities for optical PT and ultrasonic C-scan 

which is widely used in industrial NDT&E, are quantitatively evaluated and 

compared. PoD curves from optical PT and UT indicate that PT has higher 

inspection reliability than UT for the parameters used in these inspections. The 

intent of this research is to advance the wide acceptation of IRT NDT&E 

techniques out of laboratory, especially in the aerospace industry. Actually, PT can 

be used as a complement or alternative to UT inspection technology in some 

practical applications. 
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Chapter 7. PoD Analysis of Optical PT Images after 
Automated Segmentation 
In the previous chapters, the method used to assess the resulting images to get the 

hit/miss data is to mark defects on the images by inspector(s). In this chapter6, a 

method to extract defects automatically by image segmentation is presented. The 

images used for segmentation are the raw thermal images and the resulting 

images obtained by different data processing methods, including FT, 1st D of TSR, 

WT, DAC and PCT. PoD analysis results after automated segmentation of 

raw/processed images are compared with the results obtained from manual 

evaluation. False alarm which is an important aspect of reliability evaluation is also 

studied. 

7.1. Introduction 
Recalling from Chapter 4, a CFRP specimen with simulated delaminations (Teflon 

inserts) was inspected by optical PT. Different post-processing routines were 

performed, including FT, 1st D of TSR, WT, DAC and PCT. An inspector visually 

examined the resulting images including the raw PT images to give a qualitative 

evaluation of the appearance of every defect. The inspector recorded the 

inspection result in terms of whether or not a flaw was found, and then 6 sets of 

hit/miss data were obtained. It should be noted that the inspector knows the real 

location of every defect, which may influence the inspector’s interpretation. This 

finally influences the PoD analysis result. Actually, in the design of a NDT&E 

reliability experiments, human factor including capability and mental acuity of the 

inspector is an important aspect that needs to be considered. Sometime, several 

inspectors instead of one inspector are employed to interpret the response or the 

resulting image. Compared with thermal image, the segmented image provides 

visualized information about true defects and false alarms. Analyzing the binary 

images after automated segmentation would be obviously easier for the inspector. 

                                                           
6 The major content of this chapter has been presented at the 16th International Symposium on Applied 
Electromagnetics and Mechanics (ISEM), Quebec, Canada, July 31 to August 2, 2013.  
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7.2. Procedure of Automated Segmentation 
In this section, we present an evaluation method dedicated to automatically 

segment input thermal images. Assume that N raw images have been recorded by 

the thermal camera as times: t1, t2, … , tN. The evaluation method is applied on 

input raw images and it is composed of: 

• A data processing step aiming into improving the image contrast and 

reducing the noise, thus improving the defect detection capability [73].  

• A segmentation procedure based on the use of the Contrast Noise Ratio 

(CNR) image instead of the thermal image, this allows removing the 

fluctuation in values of pixels corresponding to defect [79-81]. In fact, due to 

the variation in phase, defects appear bright in some frames and dark in 

other frames. By using the CNR image, all suspicious regions where a 

gradient in the grey values occur will appear as bright regions. CNR for 

every pixel in a thermal image is calculated by: 

 
It should be noted that the whole thermal image is selected as the reference 

area to avoid the subjective selection of defect-free-zone. 

• After computing the CNR image, a threshold is computed (Otsu’s method 

[83]) and applied on the pixels of the image.  The algorithm assumes that 

the image to be segmented contains two classes of pixels 

(e.g. foreground and background) then calculates the optimum threshold 

separating those two classes so that their combined spread (intra-

class variance) is minimal [82-84]. This results in a binary image where 

pixels are set as 0 (background) and 1 (foreground).  

• The last step of the segmentation procedure is the fusion of all the binary 

images corresponding to the input raw images recorded at t1, t2, … , tN. The 

number of true defects and false alarms can be simply computed on the 

resulting final image. The flow-process diagram of the procedure of 

automated segmentation is shown in figure 7.1. 

http://en.wikipedia.org/wiki/Foreground
http://en.wikipedia.org/wiki/Variance
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Figure 7. 1. The flow-process diagram of the procedure of automated segmentation. 
 

7.3. Binary Images after Automated Segmentation 
The evaluation method is tested on a CFRP specimen including 25 Teflon inserts 

simulating delamination. Recalling from Chapter 4, the specimen was tested from 

both sides giving a total 50 inspection targeted sites (flaws with different aspect ratio 

(Dimension / depth) values, from 3/1.8 to 15/0.2). The experiment configuration and 

parameters used in the data processing manipulations are as described in Chapter 4. 

First, the thermal images obtained from 1st D of TSR manipulation which is slightly 

more effective than other routines (FFT, WT and DAC) for our specimen, are 

evaluated to automatically segment the defects. The 1st derivative images (front side 

inspection) at different times obtained by TSR and corresponding automatically 

segmented images are presented in figure 7.2. The binary fusion image is the result 

of the segmentation of 1st derivative images at time t1 = 0.075s, t2 = 0.1s and t3 = 

0.35s. The fusion image contains 22 true defects and 8 false alarms.  



 

94 
 

 

Figure 7. 2.  (a) - (c) 1st derivative images (front side inspection) at different times 
obtained by TSR, (d) - (f) corresponding automated segmentation, (g) fusion image 

of 3 segmented images. 
 
The fusion images for the raw and resulting images processed by 1st D of TSR, 

PPT, PCT, WT and DAC are shown in figure 7.3. 

7.4. PoD Analysis Results after Automated Segmentation 
Table 7-1 shows the rough comparison of manual evaluation and automated 

segmentation for the inspection results by non-processed and different data 

processing techniques. The hit/miss source data obtained from automated 

segmentation which will be used for PoD analysis is in Appendix A. 5. 

From table 7-1, it is obvious that the detection rate of manual evaluation is greater 

than automated segmentation for the same thermal images (raw or after different 

data processing manipulation). Inspectors familiar with thermal images can identify 

more defects relying on their experiences. 
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Figure 7. 3. Fusion images for the raw and resulting images processed by 1st D of 
TSR, PPT, PCT, WT and DAC. 

Table 7- 1. Rough comparison of manual evaluation and automated segmentation. 

Data 
processing 

Manual evaluation  Automated segmentation 

Number 
of inserts 
detected  

Detection 
rate 

 
 
 

Number of  
inserts  

detected  

Detection 
rate 

False 
calls 

1
st
 D TSR 40 80%  34 68% 19 

PCT 38 76%  33 66% 22 

PPT 36 72%  30 58% 14 

WT 35 70%  30 58% 10 

DAC 30 60%  24 48% 15 

RAW 19 38%  5 10% 5 
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Figure 7. 4. PoD curves of automated segmentation result. 

 
Table 7- 2. r90 and r90/95 values obtained from manual evaluation and automated 

segmentation. 

Data 
processing 

Manual evaluation  Automated segmentation 

r90 r90/95  r90 r90/95 False calls 

TSR 1
st

 D 6.60 11.50  9.07 15.39 19 

PCT 6.64 10.91  9.51 16.11 22 

PPT 7.37 11.44  12.13 22.77 14 

WT 9.20 17.63  10.68 17.82 10 

DAC 10.39 16.93  26.06 98.84 15 

RAW 17.06 30.04  ∞ ∞ 5 

 

Log-odds model was employed to plot the PoD curves of manual evaluation result (as 

depicted in figure 4.14) and PoD curves of automated segmentation result, as shown 

in figure 7.4.  

The 95% lower confidence bound for each data processing methods were also 
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calculated. Table 7-2 shows the defect aspect ratio with 90% PoD (r90) and the defect 

aspect ratio for which a 90% PoD is reached at 95% confidence level (r90/95).  It 

should be noted that for the raw thermal image the defect aspect ratio with 90% PoD 

cannot be determined from the PoD curve because only 5 out of 50 defects were 

identified. 

From the table 7-2, we can see the high inspection capability is accompanied by high 

false call rate. Besides considering inspection capability, the false positive is also an 

important aspect in NDT reliability demonstration. The balance of the false positive 

rate and detection sensitivity is one of the most concerns in industry, which should be 

determined according to the actual application requirement. 

7.5 Summary 
Both manual evaluation and automated segmentation results prove that using 1st 

derivative of TSR and PCT are more effective than other routines in this experiment. 

The detection rate of manual evaluation is greater than automated segmentation for 

the same thermal images (raw or after different data processing manipulation). 

Inspectors familiar with thermal images can identify more defects relying on their 

experiences. 
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Conclusions and Future Prospects 
In this thesis, PoD analysis of both continuous response data and hit/miss data 

were carried out based on the optical PT inspection results of a CFRP specimen 

with embedded material simulating delaminations. For continuous response data, it 

has become a common practice to use log(â) vs. log(a), in the traditional NDT 

reliability demonstration, especially for flaw length as determined by ultrasonic 

NDT. However, we have noted that sometimes Cartesian â vs. log(a) is a better 

model for the IRT data set. In this regard, the model should be chosen according to 

the data set rather than experiences for IRT data, because most of the experiences 

mentioned in the literature are from PoD analysis of classical NDT methods. In 

Chapter 4, we presented the quantitative comparison of five commonly used data 

enhancement techniques, including FT, 1st D of TSR, WT, DAC, and PCT, as well 

as raw thermal images, by observing PoD curves which provide 

detailed and intuitive information. 

As we know, there are different heating forms and patterns in optical IRT. Pulsed 

and modulated heating are among the most popular heating forms. In Chapter 5, a 

new attempt was made to inspect aluminum foam material by optical IRT 

techniques. PoD curves were plotted to quantitatively evaluate the two optical 

thermographic techniques: LT and PT, on aluminum foam material. Compared with 

LT, the experimental results showed that PT with long heating pulse and effective 

data processing manipulations could achieve comparable and even better results 

for the material of relatively low thermal conductivity. 

The inspection reliability and capability of IRT technique compared with traditional 

NDT&E methods is an issue of great concern. In Chapter 6, we presented PoD 

analysis results by UT and PT for a set of CFRP specimen with impact damages. 

The quantitative comparison showed that PT has higher inspection reliability than 

UT in some inspections. 

In Chapter 7, a method to extract defects automatically by image segmentation 

was presented. The images used for segmentation were the raw thermal images 
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and the resulting images obtained by different data processing methods, including 

FT, 1st D of TSR, WT, DAC and PCT. PoD analysis results after automated 

segmentation of raw/processed images were compared with the results obtained 

from manual evaluation which were presented in Chapter 4. False alarm which is 

an important aspect of reliability evaluation was also studied. 

Generally, we have done exhaustive study of inspection reliability and capability for 

IRT NDT&E technique through PoD analysis. Part of the results were compared with 

traditional NDT&E method ultrasonic C-scanning. 

Our work, together with other related experimental works will advance the wide 

acceptation of IRT NDT&E out of laboratory, especially in the aerospace industry, 

since the reliability and capability of IRT NDT&E system is quantitatively evaluated, 

as traditional NDT&E approaches. Moreover, our work is useful for optimizing a 

NDT&E system and an inspection procedure, such as choosing excitation forms (or 

modes), parameter settings and the post data processes for a specific inspection 

object. 

There remain some work to do to systematically evaluate the reliability and capability 

of an IRT system. In the future, we will do more work about the false alarm analysis. 

In addition, because the probability of detection is sensitive to flaw characteristics, 

and most available specimens could not simulate the real flaws with accuracy, 

collecting inspection results of manufactured or service induced defects and 

implementing the PoD analysis for them is also an important part of my project. 

However, due to the lack of opportunity to get real defects generated during the 

manufacturing process or service, we had to leave this for further study.  
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Appendix A. Source Data for PoD Analysis 

A.1. Response Data from PPT for the Inspection of a CFRP 
Specimen (Chapter 4)  

n dimension 
(D/mm) 

depth 
(d/mm) 

aspect-ratio 
(r) 

maximum phase contrast 
(Δϕ/rad) 

1 3 1.8 1.67 0.0001 
2 3 1.6 1.88 0.0001 
3 3 1.4 2.14 0.0001 
4 3 1.2 2.50 0.0108 
5 5 1.8 2.78 0.0001 
6 3 1 3.00 0.0001 
7 3 1 3.00 0.0137 
8 5 1.6 3.13 0.0001 
9 5 1.4 3.57 0.018 
10 3 0.8 3.75 0.0078 
11 7 1.8 3.89 0.0001 
12 5 1.2 4.17 0.0195 
13 7 1.6 4.38 0.0001 
14 3 0.6 5.00 0.0193 
15 5 1 5.00 0.0161 
16 5 1 5.00 0.0298 
17 7 1.4 5.00 0.025 
18 10 1.8 5.56 0.001 
19 7 1.2 5.83 0.0313 
20 5 0.8 6.25 0.0339 
21 10 1.6 6.25 0.007 
22 7 1 7.00 0.0391 
23 7 1 7.00 0.0476 
24 10 1.4 7.14 0.0202 
25 3 0.4 7.50 0.0282 
26 5 0.6 8.33 0.0519 
27 10 1.2 8.33 0.0438 
28 15 1.8 8.33 0.001 
29 7 0.8 8.75 0.0535 
30 15 1.6 9.38 0.013 
31 10 1 10.00 0.0487 
32 10 1 10.00 0.0588 
33 15 1.4 10.71 0.0249 
34 7 0.6 11.67 0.0698 
35 5 0.4 12.50 0.0683 
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36 10 0.8 12.50 0.0697 
37 15 1.2 12.50 0.0363 
38 3 0.2 15.00 0.0478 
39 15 1 15.00 0.0453 
40 15 1 15.00 0.0493 
41 10 0.6 16.67 0.0813 
42 7 0.4 17.50 0.0845 
43 15 0.8 18.75 0.0674 
44 15 0.6 25.00 0.0691 
45 5 0.2 25.00 0.1126 
46 10 0.4 25.00 0.0736 
47 7 0.2 35.00 0.1324 
48 15 0.4 37.50 0.0752 
49 10 0.2 50.00 0.1156 
50 15 0.2 75.00 0.1135 

 

A.2. Hit/Miss Data from Different Data Processings for the 
Inspection of a CFRP Specimen (Chapter 4) 

n ascpt-ratio raw image DAC PPT 1st D   
TSR WT PCT 

1 1.67 0 0 0 0 0 0 
2 1.88 0 0 0 0 0 0 
3 2.14 0 0 0 0 0 0 
4 2.5 0 0 0 0 1 0 
5 2.78 0 0 0 0 0 0 
6 3 0 0 0 1 0 0 
7 3 0 0 0 1 0 1 
8 3.13 0 0 0 0 0 0 
9 3.57 0 0 0 1 1 1 

10 3.75 0 0 1 1 0 1 
11 3.89 0 0 0 0 0 0 
12 4.17 0 0 1 1 1 1 
13 4.38 0 0 0 0 0 0 
14 5 0 0 1 1 1 1 
15 5 0 1 1 1 1 1 
16 5 0 0 1 1 1 1 
17 5 0 1 1 1 1 1 
18 5.56 0 0 0 0 0 0 
19 5.83 0 1 1 1 1 1 
20 6.25 1 1 1 1 1 1 
21 6.25 0 0 0 1 0 1 
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22 7 0 1 1 1 1 1 
23 7 0 1 1 1 1 1 
24 7.14 0 1 1 1 1 1 
25 7.5 0 1 1 1 1 1 
26 8.33 0 1 1 1 1 1 
27 8.33 1 1 1 1 1 1 
28 8.33 0 0 0 0 0 0 
29 8.75 1 1 1 1 1 1 
30 9.38 0 0 1 1 0 1 
31 10 0 1 1 1 1 1 
32 10 1 1 1 1 1 1 
33 10.71 0 0 1 1 1 1 
34 11.67 1 1 1 1 1 1 
35 12.5 1 1 1 1 1 1 
36 12.5 1 1 1 1 1 1 
37 12.5 0 1 1 1 1 1 
38 15 1 1 1 1 1 1 
39 15 0 1 1 1 1 1 
40 15 1 1 1 1 1 1 
41 16.67 1 1 1 1 1 1 
42 17.5 1 1 1 1 1 1 
43 18.75 1 1 1 1 1 1 
44 25 1 1 1 1 1 1 
45 25 1 1 1 1 1 1 
46 25 1 1 1 1 1 1 
47 35 1 1 1 1 1 1 
48 37.5 1 1 1 1 1 1 
49 50 1 1 1 1 1 1 
50 75 1 1 1 1 1 1 

 

A.3. Hit/Miss Data from LT and PT Inspection of a Set of Aluminum 
Foam Material (Chapter 5) 

n diameter 
(mm) 

depth 
(mm) aspect-ratio lock_in PT:RAW PT:PPT PT:1st D 

TSR PT:PCT 

1 6 6 1.00 0 0 0 0 0 
2 6 5 1.20 0 0 0 0 0 
3 8 6 1.33 0 0 0 0 0 
4 6 4 1.50 0 0 0 0 0 
5 8 5 1.60 0 0 0 0 0 
6 10 6 1.67 0 0 0 0 0 
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7 10 5 2.00 0 0 0 0 0 
8 12 6 2.00 0 0 0 0 0 
9 8 4 2.00 0 0 0 0 0 

10 6 3 2.00 0 0 0 0 0 
11 12 5 2.40 0 0 0 0 0 
12 10 4 2.50 0 0 0 0 0 
13 15 6 2.50 0 0 0 0 0 
14 8 3 2.67 0 0 0 0 0 
15 12 4 3.00 0 0 0 0 0 
16 15 5 3.00 0 0 0 1 0 
17 18 6 3.00 0 0 0 0 0 
18 6 2 3.00 0 0 0 0 0 
19 10 3 3.33 1 0 0 0 0 
20 20 6 3.33 0 0 0 1 1 
21 18 5 3.60 1 0 0 1 0 
22 22 6 3.67 0 0 0 0 0 
23 15 4 3.75 0 0 0 0 0 
24 12 3 4.00 1 1 1 1 1 
25 20 5 4.00 1 1 1 1 1 
26 8 2 4.00 0 0 0 0 0 
27 25 6 4.17 0 1 1 1 1 
28 22 5 4.40 1 1 1 1 1 
29 18 4 4.50 0 1 1 1 1 
30 27 6 4.50 0 1 1 1 1 
31 10 2 5.00 1 0 1 1 0 
32 15 3 5.00 1 0 0 1 0 
33 20 4 5.00 1 1 1 1 1 
34 25 5 5.00 1 1 1 1 1 
35 30 6 5.00 1 1 1 1 1 
36 32 6 5.33 1 1 1 1 1 
37 27 5 5.40 1 1 1 1 1 
38 22 4 5.50 1 1 1 1 1 
39 12 2 6.00 1 0 0 1 1 
40 18 3 6.00 1 1 1 1 1 
41 30 5 6.00 1 1 1 1 1 
42 6 1 6.00 0 0 0 0 0 
43 25 4 6.25 1 1 1 1 1 
44 32 5 6.40 1 1 1 1 1 
45 20 3 6.67 1 0 0 1 0 
46 27 4 6.75 1 1 1 1 1 
47 22 3 7.33 1 1 1 1 1 
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48 15 2 7.50 1 0 1 1 0 
49 30 4 7.50 1 1 1 1 1 
50 32 4 8.00 1 1 1 1 1 
51 8 1 8.00 1 1 1 1 1 
52 25 3 8.33 1 1 1 1 1 
53 18 2 9.00 1 1 1 1 1 
54 27 3 9.00 1 1 1 1 1 
55 10 1 10.00 1 0 1 1 1 
56 20 2 10.00 1 0 1 1 1 
57 30 3 10.00 1 1 1 1 1 
58 32 3 10.67 1 1 1 1 1 
59 22 2 11.00 1 1 1 1 1 
60 12 1 12.00 1 1 1 1 1 
61 25 2 12.50 1 1 1 1 1 
62 27 2 13.50 1 1 1 1 1 
63 15 1 15.00 1 1 1 1 1 
64 30 2 15.00 1 1 1 1 1 
65 32 2 16.00 1 1 1 1 1 
66 18 1 18.00 1 1 1 1 1 
67 20 1 20.00 1 1 1 1 1 
68 22 1 22.00 1 1 1 1 1 
69 25 1 25.00 1 1 1 1 1 
70 27 1 27.00 1 1 1 1 1 
71 30 1 30.00 1 1 1 1 1 
72 32 1 32.00 1 1 1 1 1 

 

A.4. Hit/Miss Data from UT and PPT Inspection for Impact Damage 
of CFRP (Chapter 6) 

n size 
(mm) PPT UT 

 

n size PPT UT 

1 0.10 0 0 59 4.20 0 1 
2 0.20 0 0 60 4.24 1 1 
3 0.30 0 0 61 4.28 1 1 
4 0.40 0 0 62 4.29 1 0 
5 0.50 0 0 63 4.38 1 1 
6 0.60 0 0 64 4.44 1 1 
7 0.80 0 0 65 4.44 1 1 
8 1.20 0 0 66 4.62 0 1 
9 1.30 0 1 67 4.80 1 1 

10 1.40 0 0 68 4.98 1 0 
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11 1.70 1 1 69 5.13 1 0 
12 2.09 1 0 70 5.22 1 1 
13 2.11 0 1 71 5.42 1 0 
14 2.22 0 1 72 5.57 0 1 
15 2.22 0 1 73 6.16 1 0 
16 2.27 0 1 74 6.20 1 0 
17 2.31 1 0 75 6.63 1 1 
18 2.33 0 1 76 6.74 0 1 
19 2.36 1 0 77 7.50 1 1 
20 2.39 1 1 78 7.59 1 0 
21 2.40 0 1 79 7.92 1 1 
22 2.40 1 0 80 7.95 1 1 
23 2.42 0 1 81 8.30 1 1 
24 2.51 0 1 82 9.88 1 0 
25 2.54 1 0 83 9.94 1 1 
26 2.66 0 1 84 10.00 1 1 
27 2.69 0 1 85 10.18 1 1 
28 2.71 1 0 86 10.20 1 1 
29 2.73 0 1 87 10.44 1 1 
30 2.79 0 1 88 10.51 1 1 
31 2.80 1 0 89 10.54 1 1 
32 2.87 1 0 90 10.70 1 1 
33 2.96 1 0 91 10.79 1 1 
34 3.02 0 1 92 10.96 1 1 
35 3.03 0 1 93 11.04 1 1 
36 3.10 0 1 94 11.10 1 1 
37 3.10 1 0 95 11.26 1 1 
38 3.11 1 0 96 11.43 1 0 
39 3.18 0 1 97 11.75 1 1 
40 3.20 0 1 98 12.09 0 1 
41 3.20 1 1 99 12.15 1 1 
42 3.22 1 1 100 12.25 1 1 
43 3.24 0 1 101 13.20 1 1 
44 3.31 0 1 102 14.12 1 1 
45 3.33 1 0 103 16.15 1 1 
46 3.33 0 1 104 17.00 1 1 
47 3.36 1 1 105 19.00 1 1 
48 3.36 1 0 106 21.00 1 1 
49 3.37 1 0 107 22.00 1 1 
50 3.37 0 1 108 22.00 1 1 
51 3.48 1 0 109 22.00 1 1 
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52 3.50 1 0 110 22.00 1 1 
53 3.52 0 1 111 23.00 1 1 
54 3.55 0 1 112 23.00 1 1 
55 3.64 1 0 113 23.00 1 1 
56 3.77 1 0 114 23.00 1 1 
57 3.94 0 1 115 25.00 1 1 
58 3.97 1 0     

 
 

A.5. Hit/Miss Data Obtained from Automated Segmentation 
(Chapter 7) 

n aspect-ratio Raw image 1st D 
TSR DAC PPT WT PCT 

1 1.67 0 0 0 0 0 0 
2 1.88 0 0 0 0 0 0 
3 2.14 0 0 0 0 0 0 
4 2.50 0 0 0 0 0 0 
5 2.78 0 0 1 0 0 0 
6 3.00 0 0 0 0 0 0 
7 3.00 0 0 0 0 0 0 
8 3.13 0 0 0 0 0 0 
9 3.57 0 1 0 0 0 0 

10 3.75 0 0 0 0 0 0 
11 3.89 0 0 0 0 0 0 
12 4.17 0 1 1 1 1 1 
13 4.38 0 0 0 0 0 0 
14 5.00 0 0 0 0 0 1 
15 5.00 0 1 0 0 0 1 
16 5.00 0 1 1 1 1 1 
17 5.00 0 1 0 1 1 1 
18 5.56 0 0 0 0 0 0 
19 5.83 0 1 1 1 1 1 
20 6.25 0 1 0 1 1 1 
21 6.25 0 0 0 0 0 0 
22 7.00 0 1 1 1 0 1 
23 7.00 0 1 1 1 1 1 
24 7.14 0 1 0 1 1 1 
25 7.50 0 1 0 0 0 0 
26 8.33 0 1 1 1 1 1 
27 8.33 0 1 1 1 1 1 
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28 8.33 0 0 0 0 0 0 
29 8.75 0 1 0 1 1 1 
30 9.38 0 0 0 0 0 0 
31 10.00 0 1 1 1 1 1 
32 10.00 0 1 1 1 1 1 
33 10.71 0 1 0 1 1 1 
34 11.67 1 1 1 1 1 1 
35 12.50 0 1 0 1 1 1 
36 12.50 0 1 0 1 1 1 
37 12.50 0 1 1 1 1 1 
38 15.00 0 1 1 1 1 1 
39 15.00 0 1 1 0 1 1 
40 15.00 0 1 1 1 1 1 
41 16.67 1 1 1 1 1 1 
42 17.50 1 1 1 1 1 1 
43 18.75 0 1 0 1 1 1 
44 25.00 0 1 1 1 1 1 
45 25.00 0 1 1 1 1 1 
46 25.00 0 1 1 1 1 1 
47 35.00 1 1 1 1 1 1 
48 37.50 0 1 1 1 1 1 
49 50.00 1 1 1 1 1 1 
50 75.00 0 1 1 1 1 1 
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Appendix B. First page of the published papers 
issued in the thesis 

B.1. ThermoPoD: A reliability study on active infrared 
thermography for the inspection of composite materials 
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B.2. Quantitative evaluation of optical lock-in and pulsed 
thermography for aluminum foam material 
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