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Abstract

Understanding thermal interface conductance is important for nanoscale systems
where interfaces can play a critical role in heat transport. In this thesis, pump and

probe transient thermoreflectance methods are used to measure the thermal interface

conductance between solid materials. Two experimental studies of thermal interface
conductance are presented, each revealing the complexity of phonon interactions at

interfaces which are inadequately captured by current models of phonon transmissiv-
ity. The first study considers interfaces of different metals with graphite, and finds
that atomic-scale roughness at the interface could be appreciably influencing the heat

transport due to the extreme anisotropy of graphite. The thermal interface conduc-
tance of graphite is found to be similar to that of diamond, suggesting that when
estimating the thermal interface conductance between metal and multi-walled carbon

nanotubes (MWCNTs), a reasonable assumption may be that the conductance with

the side walls of the MWCNTs is similar to the conductance with the ends of the

MWCNTs. The second study considered aluminum on diamond interfaces where the
diamond samples were functionalized to have different chemical surface terminations.

The surface termination of the diamond is found to significantly influence the heat
flow, with oxygenated diamond, which is hydrophilic, exhibiting four times higher
thermal interface conductance than hydrogen-treated diamond, which is hydrophobic.
Microstructure analysis determined that the Al film formed similarly, independent of

diamond surface termination, suggesting that differences in interface bonding likely

caused the observed difference in thermal interface conductance, a phenomenon which
is not captured in current models of solid-solid phonon transmissivity.
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Chapter 1

Introduction

The study of solid-solid thermal interface conductance has wide-ranging applications

in nanoscale systems, where interfaces can play a critical role in heat transfer. As the

length scale for conduction is reduced, the small values of thermal interface resistance

(typically on the order of 1x 10-m 2K/W) can be on the same order or greater than

other conduction resistances in the system. Thermal interface conductance has been

studied for over half a century, but the field still lacks a comprehensive understanding

of all the mechanisms which contribute to interfacial heat transport [1, 21.

1.1 Background on Thermal Interface Conductance

Thermal interface resistance is a measure of the resistance to heat flow at the interface

between two materials in intimate contact. The term,"intimate contact" indicates

that no microscale voids exist at the interface, which provides an important distinction

with other work studying the effects of imperfect contact on heat flow [3]. Even in the

limit of perfect contact, a temperature discontinuity exists at the interface between

materials undergoing a heat flux as diagramed in Fig. 1-1.

The terms "thermal interface conductance" and "thermal interface resistance" are

used interchangeably to describe the same temperature discontinuity, with conduc-

tance simply representing the inverse of resistance. The physical origin of thermal

interface resistance stems from the response of energy carriers, primarily phonons,



q-

medium 1 medium 2
Z

Figure 1-1: Schematic diagram showing temperature discontinuity, AT, at the in-
terface between two materials in intimate contact undergoing a heat flux, q. The
cross-plane direction is designated as the z direction.

incident on an interface. Phonons are quantized lattice vibrations that transmit heat

and sound in a material. When a phonon is incident on an interface, it has a certain

probability of transmitting across that interface. This finite phonon transmissivity

gives rise to a temperature discontinuity.

Some of the earliest interest in thermal interface resistance stemmed from work

in cryogenic science, and efforts to achieve temperatures below a few millikelvin [4].

The first experimental observation was reported by Kapitza in 1941, who found that a

finite temperature discontinuity existed at the interface between liquid He and a solid

[5]. Later work found similar temperature discontinuities at solid-solid boundaries [2].

The focus of this thesis is on solid-solid boundaries in the temperature range from 80

K to 300 K.

For simplicity, the thermal interface conductance, G, can be described as the ra-

tio between the net heat flux per unit area, q, across an interface to the temperature

discontinuity, ATe, at the interface as shown in Eq. (1.1), and has units of W/m 2 K.

An important subtlety exists, however, in the definition of temperature. The temper-

ature on one side of an interface is taken to be the temperature corresponding to the

distribution of phonons incident on the interface from that side [1], and this subtlety

is indicated by the subscript e. Subscripts 1 and 2 describe the mediums on each side

of the interface. The net heat flux, q, is the difference between the gross heat flux



going from side 1 to side 2 and the gross heat flux returning from side 2 back to side

1.

G = = -2 - q2-1

ATe Te1 -Te 2

The gross heat flux from medium 1 to medium 2, qi-2, can be expressed as the

product of the phonon velocity normal to the interface, v cos 0, phonon energy, hw,

density of states, D, the Bose-Einstein distribution, f, and phonon transmissivity

from medium 1 to medium 2, ai-2, integrated over all phonon frequencies, w, and

solid angles, and summed over all phonon modes, j.

27r 7r/2 Wmax

qi-2 4rd i sinOldO1 J 01 coO hwDi(o)f(w, Tei)ai-*2(w,41, 61)dw
3 0 0 0

(1.2)

Here # is azimuthal angle and 6 is the angle between the wave vector of the incident

phonon and the normal to the interface as illustrated in Fig. 1-2. Often, Wm" is

taken to be the lower of the Debye frequency in either material.

incident phonon

medium 1

y6
interface

medium 2 Z

Figure 1-2: Angle definitions for incident phonon.

A similar expression may be written for q2-1. The net heat flux, q is the difference

between qi-2 and q2--1. Using the principle of detailed balance, q can be written in



terms of the properties in only one of the two mediums as shown in Eq. (1.3). The

principle of detailed balance implies that in thermal equilibrium (when Tei= Te2),

phonons of a given state leaving one side must be balanced by phonons returning

from the other side into that same state such that the net heat flux is zero (q = 0).

q =

27r 7r/2 W max

4,r J dq51 J sin 01d01 J v1 cos 0ihwD1(w)(f (w, Tei) - f (w, Te2))al- 2(P, #1, 1)dw
3 0 0 0

(1.3)

By combining Eqs. (1.1) and (1.3), and taking the limit of small Tei - Te2 , a

general expression for G can be written.

27r 7r/2 maf(W Te)
G=d#1 J sin 01d61  vi cos 01hwD 1 (w) dTe ai- 2 (W,01 , O1 )dw (1.4)
3 0 0 0

If the phonon transmissivity, ai-2, can be taken to be independent of azimuthal

angle, #1, which is true for isotropic mediums, the integration over #1 can be easily

evaluated, simplifying the expression for G.

o ir/2 mfaxT

G sin 01d 1 J vi cos OhwD 1 (w) dZ e1- 2 (W, 61)dw (1.5)
3 0 0

Further simplifications to the expression for G can be made by recognizing that the

product hwD 1 (w)df /dTe is the mode specific heat, C1 (w), and by using the directional

cosine, p = cos(O).

G = v1C 1 (w)ai- 2 (w, pti)dwid1 (1.6)
3 0 0

Equations (1.5) and (1.6) are identical, but Eq. (1.6) treats G in the useful

framework of mode specific heat. In the limit of low temperatures, when ai- 2 is

independent of w, these expressions give a T- 3 temperature dependence for the inter-



face resistance due to the T 3 temperature dependence of the specific heat, consistent

with the observations of Kapitza. In principle, G can be calculated directly from

the above expressions for any temperature range if the phonon transmissivity, 0.2,

is known. Equation (1.4) is most general, but the more simple expressions in Eqs.

(1.5) and (1.6) frequently apply. Section 1.1.2 discusses the difficulties involved in

modeling phonon transmissivity as well as the prevailing models in the literature.

1.1.1 Temperature Definition

Before concluding the discussion of thermal interface conductance, as modeled by Eq.

(1.4), further discussion of the definition of temperature is required. One discrepancy

in Eq. (1.4) is that it approaches a non-physical limit. In the case of imaginary

interfaces, the thermal interface resistance should go to zero, and the phonon trans-

missivity should be unity. Taking al,2 = 1 in Eq. (1.4), however, produces a non-zero

interface resistance [2}.

The origin of this non-physical result stems from the definition of temperature

used. The temperature on one side of an interface has been taken to be the temper-

ature of the phonons incident on that interface, denoted here by Te. However, the

definition of temperature on small length scales is not straight forward because the

mean free paths of energy carriers is on the same order as the length scale over which

a definition of temperature is attempted [6]. On either side of an interface, there are

phonons incident on the interface at the temperature of their originating medium,

as well as phonons reflected at the interface with a temperature determined by the

original medium temperature and the reflectivity, in addition to phonons transmit-

ted into the medium from the other side which have temperatures determined by

the temperature of the other medium and the transmissivity. This range of energy

carriers with different temperatures is depicted in Fig. 1-3a adapted from Ref. [6].

The local energy spectrum of phonons near an interface is different from the energy

of the incoming phonons [7].

At high temperatures, heat is primarily carried by shorter wavelength phonons,

making the physical measurement of Te impractical, and a measurement of an equiv-
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a 2-if(Te 2
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medium I
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Ti equilibrium

medium I
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Figure 1-3: (a)Schematic diagram of phonons at an interface and their correspond-
ing range of temperatures. (b)Comparison of incident phonon temperature, Te, and
equivalent equilibrium temperature, T. Figure adapted from Ref. [6]

alent equilibrium temperature more likely. Here, T will be used to denote the equiv-

alent equilibrium temperature. To relate T to Te, we imagine that phonons at the

interface adiabatically'approach an equilibrium temperature, calling this temperature

T, which is a representation of the local energy density. T is related to Te as shown

in Eqs. (1.7) and (1.8) [6]. This relationship assumes that ai-2 is independent of #.

Ti = Tei - (Tei - Te 2) j ai-,2(I1)dpil

T2 = Te2 - (Te2 - Tei) Ja 2 - 1 (P2 )d pA2

(1.7)

(1.8)

Consequently, AT 1- 2 becomes

-T2 = 1 - K a-2(p1)dpi + a2 -1(/1 2)dP12 ) (Tei - Te2) (1.9)

And based on Eq. (1.6), where the transmissivity is assumed independent of #, the

thermal interface conductance defined in terms of local energy density becomes

(b)

ATi-2 = Ti



G = 2 f" L 1 VC1(W)ai-2(W, pi)dwpidpi (1.10)T1 - T2 i [1- (Kfj ai 2(W,pi)dpi+ f a2-1(O, P2)dp2) (

This expression has the correct limit that when ai-2 = 1 and a2-1 = 1, the

thermal boundary resistance goes to zero. This correction to the model for thermal

interface conductance was proposed by Chen and Zeng in 2001 [6]. Katerberg also

considered the effect of temperature definition on the calculations of thermal boundary

resistance, and pointed out that the correct model to use depends on the specifics

of the experiment [7]. At low temperatures, it is possible to carefully design an

experiment to measure incident phonon temperature, Te, making Eq. (1.4) a valid

definition [1]. At higher temperatures, however, most experiments are only able to

measure a local temperature that is better approximated by T, and Eq. (1.10) should

be used.

1.1.2 Basic Theories of Phonon Transmissivity

The challenge in modeling thermal interface conductance is primarily one of modeling

phonon transmissivity. The behavior of energy carriers incident on an interface is

rather complex. For example, a phonon incident on an interface might transmit or

reflect, it could mode convert, or scatter into a different energy state, or even couple

to electrons. The transmission probability for a phonon can depend on its frequency,

mode, angle of incidence, the density of phonon states in the materials, temperature

in the event of anharmonic interactions, and the physical condition of the interface.

Two primary models for thermal interface conductance exist in the literature, and

each assumes a different limit for phonon scattering. The acoustic mismatch model

(AMM) assumes that all phonons reflect specularly with no scattering at an interface,

while the diffuse mismatch model (DMM) assumes that all phonons scatter diffusely,

as illustrated in Fig. 1-4. Each of these models will be discussed in further detail.

The AMM was the earliest model used to explain the resistance at the interface

between solids and liquid He. It was first proposed by Khalatnikov in 1952 [8]. In
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Figure 1-4: Schematic diagram illustrating the response of phonons at an interface
according to (a) the AMM which assumes specular scattering and (b) the DMM which
assumes diffuse scattering.

1959, Little extended the AMM to apply for solid-solid boundaries [2]. The AMM

models the interface as a flat plane and phonons as obeying continuum acoustics,

whereby phonons reflect and refract with and without mode conversion. Acoustic

impedances in the materials determine the degree of phonon reflection and refraction,

where acoustic impedance, Z, is defined as the product of mass density, p, and phonon

veolcity, v.

Z=pv (1.11)

The angles of phonon reflection and refraction are determined by the acoustic

equivalent of Snell's Law. For shear waves, a simple expression can be written, where

01 is the angle of the incident phonon wave vector to the interface normal, 02 is the

refracted angle, and the phonon is taken to be going from medium 1 to medium 2.

sin0 1  V1  (1.12)
sin 92 v2

In the simple case of a transverse acoustic wave polarized perpendicular to the

plane of incidence, the AMM gives the transmissivity expression shown in Eq. (1.13),

where p is the directional cosine (p1 = cos(O1) and 12 = cos(0 2 )).



4Z 1 Z2 1i 2
C1-2(I1) = (ZlZai Z2, 2 )2  (1.13)

( Z1111 + Z2P2)

Using the AMM for transmissivity, a T,-3 temperature dependence is predicted for

the thermal interface resistance, consistent with the observations of Kapitza [5], but

its accuracy in matching experimental results is limited by the assumption of specu-

lar phonon reflection. Small-scale imperfections at an interface cause high frequency

phonons to scatter. Low temperatures help to mitigate the likelihood of phonon

scattering because at low temperatures, longer wavelength phonons are the domi-

nant energy carriers. Consequently, the AMM works best for very clean, defect-free

interfaces at low temperatures, and surface preparation is critical [1].

The DMM, introduced by Swartz in 1987, assumes that all phonons "forget" where

they came from and what modes they had when encountering an interface, and scatter

both diffusely and elastically [1, 9]. Thus, the transmission probability depends only

on the phonon density of states on both sides of the interface, while satisfying the

principle of detailed balance. The assumption of the DMM implies that the phonon

reflectivity from medium 1 to medium 2 equals the transmissivity from medium 2 to

medium 1, as shown in Eq. (1.14). On the left hand side, conservation of energy

has been employed to write the reflectivity in terms of the transmissivity, using the

relation that reflectivity plus transmissivity must equal unity.

1 - a1l2 = &2,1 (1.14)

Combining Eq. (1.14) with the principle of detailed balance, an expression for

al, 2 can be obtained. In the limit of low temperatures, a linear Debye approxi-

mation for the phonon dispersion relation may be used, which leads to the following

transmissivity expression [1]. Here all phonon polarizations are being lumped together

into a single average phonon velocity in the medium.

1/v2
as2 = 2 2 (1.15)1/V + 1/v2

23



At higher temperatures, the linear approximation breaks down, and a more re-

alistic phonon dispersion is needed [10, 11]. Dames and Chen found a more general

expression for al, 2 , shown in Eq. (1.16), that applies to both low and high temper-

atures [12].

V2U2 (Te) (1.16)
V U(Te) + V2U 2 (Te)

where U(Te) is the volumetric internal energy,

Te

U = C(T)dT (1.17)
0

Written in terms of frequency instead of temperature, an equivalent expression to

Eq. (1.16) for al, 2 is

fammx v2hwD 2f dw (1-18)a fowrn" vihwDif dw + fwmax v 2hwD 2f dw

Both Eqns. (1.15) and (1.16), however, have the flaw that they predict that the

phonon transmissivity approaches 1/2 in the limit of an imaginary interface. As

discussed in Sec. 1.1.1, in the limit of an imaginary interface, the transmissivity

should approach unity. The DMM has mixed success matching experimental results.

The next section discusses efforts to go beyond the assumptions of the DMM and

account for other factors that could influence interfacial heat transport.

Before going further, it is worth mentioning the limiting model for phonon trans-

missivity. The so called "perfect match model" or phonon radiation limit sets the up-

per limit for thermal boundary conductance assuming purely elastic scattering events

[13]. The model asserts that the maximum thermal interface conductance is achieved

when all phonons from the side with the lower population density of phonons trans-

mit across the interface. Under the assumption of purely elastic scattering, this is an

upper limit because it represents the maximum number of phonons which can trans-

mit across the interface while satisfying the principle of detailed balance. Stoner and

Maris derived the following expression for the phonon radiation limit of the thermal



interface conductance, Grad, assuming isotropic mediums and purely elastic scattering

events, where Wmax is taken as the lower of the two Debye frequencies and CD is the

Debye velocity of the other medium [14]. The Debye velocity CD is a function of the

average longitudinal, cl, and transverse, ct, sound velocities in the material.

1 3 fwmax df (w, Te)h 3 (1Gra = 16wado0 (1.19)
r"1672c-2 0 dT

3 1 2
-2 2- + (1.20)
cD C1  Ct

In the limit of high temperatures, this becomes [15]

Grad - kBwmix (1.21)
87r2cD

For instance, consider an interface with aluminum on one side and diamond on

the other. Since aluminum has the lower Debye frequency of the two materials, all

phonons in the diamond with a frequency less than the Debye frequency of aluminum

will transmit across the interface, and no phonons in diamond with higher frequen-

cies will transmit, unless inelastic scattering occurs. Thus, the phonon radiation limit

would be calculated by taking CD of diamond and Wmax of aluminum. If the mea-

sured thermal interface conductance exceeds the phonon radiation limit, then inelastic

phonon scattering at the interface must be significant [14].

1.1.3 Other Factors Influencing Thermal Interface

Conductance

The models of thermal interface conductance discussed thus far have limited success

in matching experimental results [1, 16]. Other heat transport mechanisms that

go beyond the assumptions of the AMM and the DMM have been explored in the

literature [14, 17, 18, 19, 20]. Here we mention a select few of these efforts.

The contribution of inelastic scattering at interfaces between metals and dielectrics

that have highly mismatched Debye temperatures was found to be significant, since



the measured thermal interface conductance was higher than the calculated phonon

radiation limit [14, 18]. Specifically, Pb-diamond, Pb-sapphire and Au-diamond [14],

and Bi-diamond [15], interfaces were found to have higher conductances than pre-

dicted by the phonon radiation limit, suggesting inharmonic scattering processes.

The contribution of inelastic scattering has been found to increase with increasing

interfacial acoustic mismatch [18]. In the Pb-diamond system, it was also found that

anharmonic processes could explain the high measured values of conductance [14].

Majumdar and Reddy have considered the effect of electrons in the metal film

influencing the thermal interface conductance at metal-nonmetal interfaces [20], fol-

lowing the approach of Yoo and Anderson who developed a similar analysis for thermal

interface conductance between superconductors and dielectrics [21]. Using a simple

two temperature model in the metal [22], and neglecting coupling of electrons in the

metal to phonons in the nonmetal, they derived an expression for thermal interface

conductance that accounted for both the resistance of electron-phonon energy transfer

in the metal, Rep, and the resistance of phonon-phonon energy transfer at the metal-

nonmetal interface, R,,, as illustrated in Fig. 1-5. Their approximate expression

for thermal interface conductance, h, is shown in Eq. (1.22), where hep and h,, are

respectively the electron-phonon conductance in the metal and the phonon-phonon

conductance at the interface. The phonon-phonon conductance at the interface is

calculated using the DMM. The electron-phonon conductance in the metal is de-

fined in terms of the electron-phonon coupling constant in the metal, Gcoupuing, and

the phonon contribution to the thermal conductivity in the metal, kp. Their model

had success in lowering the over-prediction of the DMM in the case of the highly

acoustically matched interface between epitaxial TiN and MgO [20, 23].

h~ hephpp (1.22)
hep+hpp

hep = Gcoupuingk, (1.23)

The effect of atomic mixing at interfaces has been investigated for interfaces of
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Figure 1-5: Schematic diagram illustrating the path for heat flow across a metal-
nonmetal interface. Figure reproduced from Ref. [20]

Cr on Si [17, 24]. It was found the the virtual crystal DMM could explain the

experimental findings based on the thickness of the mixed, two-phase region.

Prasher extended the AMM to account for the strength of interfacial bonding

[19]. He found that for weak bonding such as van der Waals interactions, adhesion

energy is proportional to the conductance per unit area and should be accounted for

in the calculation of thermal interface conductance. For strong bonding, the model

predictions matched the traditional AMM.

Here we have mentioned a select few examples of analytical efforts to improve

upon the traditional AMM and DMM. Further experimental and theoretical work,

however, is needed to develop a complete understanding of the complex phenomenon

of thermal interface conductance.

1.2 Organization of Thesis

Experimental investigations of thermal interface conductance can contribute to un-

derstanding this complex phenomenon. Several careful experiments that each revel

complex processes affecting thermal interface conductance will be presented in this

thesis. The scope of these experimental studies is limited to interfaces between solid

materials in the temperature range from 80 K to 300 K. Chapter 1 discussed back-

ground information on thermal interface conductance theory. Chapter 2 presents the



details of our experimental system. Chapter 3 presents a study of thermal interface

conductance in metal-on-graphite systems, where the anisotropy of the graphite in

conjunction with atomic scale roughness is thought to have influenced the interfa-

cial heat transport. Chapter 4 covers a study of thermal interface conductance at

aluminum-diamond interfaces, where it is found that the surface chemistry of the

diamond has a strong influence on the interfacial heat conduction. Finally, Chapter

5 summarizes our findings and discusses planned future work.



Chapter 2

Transient Thermoreflectance

Experiment

2.1 Background on Transient Thermoreflectance

Measurements

Pump and probe transient thermorefelctance (TTR) experiments are able to measure

the thermal properties of samples by heating the surface with a pulsed laser, and

subsequently measuring the change in surface temperature optically [16, 25, 26, 27,

28]. The system utilizes small changes in the surface reflectivity due to thermal

excitation to measure the temperature change at the surface as a function of time, and

from that, infer thermal property data. The arrival of the pulsed heating (pump) and

measuring (probe) beams are separated by an adjustable delay that allows for time

resolved measurements of surface cooling. The time resolution of the measurement

is typically limited by the width of the pump pulse (200 fs for our system). Thus,

the measurement has subpicosecond time resolution, which allows for the study of

transient heat transfer processes. TTR is a non-contact, non-distructive method for

measuring thermal properties. It is especially useful for measuring interfaces and

thin films, for which traditional thermal property measurements are impractical due

to contact resistance issues.



The first TTR system was built by Paddock and Eesley in 1986 [25]. They used

a mode-locked argon-ion laser to synchronously pump two ring dye lasers. One dye

laser served as the pump with a wavelength of 633 nm and a pulse width of 8 ps, and

the other served as the probe with a wavelength of 595 nm and a pulse width of 6 ps.

Both pump and probe had repetition rates of 246 MHz, or 4 ns between pulses. The

major elements used by Paddock and Eesley are still those used in TTR systems: a

mechanical delay stage to time delay the probe relative to the pump, a modulator to

chop the pump beam at a reference frequency, and a lock-in amplifier to detect the

signal from the small changes in reflectance at the surface ( 10-4).

In 1996, Capinski and Maris made several notable improvements to the TTR

system design [26]. The mechanical delay stage used to time delay the probe relative

to the pump introduced significant alignment challenges. For accurate interpretation

of measured TTR data, maintaining complete overlap of the pump and probe beams

on the sample surface at every time step is critical. The introduction of huge (several

meters) spatial path length variations in the probe beam made the alignment of pump

and probe on the sample a significant source of error, and limited the reliable time-

resolved data in TTR measurements to a few hundreds of picoseconds. To mediate

this difficulty, Capinski and Maris used an optical fiber to deliver the probe pulse

from the delay stage to the sample. This change produced a probe spot on the

sample of a fixed size and location regardless of the delay stage position, allowing

reliable measurements of time-resolved data out to the full length of the delay stage.

Their TTR system consisted of a single dye laser with a wavelength of 632 nm, that

output pulses 200 fs wide at a repetition rate of 76 MHz. The shorter pulse width

gave their measurement subpicosecond resolution.

Cahill and coworkers made further improvements to TTR experimental ease-of-use

and accuracy [16, 27, 28]. By adding an inductive resonator between the photodiode

detector and the lock-in amplifier, they improved signal-to-noise by a factor of 10 or

more. The pump modulation frequency is chosen to match the resonator frequency,

allowing the resonator to amplify the signal of interest. Cahill also incorporated RF

chokes on long electrical wires to reduce noise from coherent radio frequencies. To



simplify the process of placing the sample surface at a consistent focal plane, a charged

coupled device (CCD) camera was introduced, effectively creating a microscope inte-

grated into the TTR system. Accessed through a removable mirror, the CCD camera

provided great benefits, not only for focusing, but also for selecting measurement

locations on the sample. Cahill's TTR system uses a Ti:sapphire oscillator, which

outputs 150 f s long pulses at a repetition rate of 80 MHz and a wavelength of 790 nm.

The TTR system we use, described in Sec. 2.2 borrows many of Cahill's innovations,

and adds a few new improvements [281.

2.1.1 Absorption of Laser Light in a Metal Film

Typically in transient thermorefelctance experiments, samples are coated in a thin

metal film. The film acts to absorb the pump laser light, and its reflectance changes as

a function of temperature. Short pulses of pump light heat the metal film by exciting

electrons near the surface to higher energy states [29, 30, 31, 32]. These hot electrons

can reach temperatures of several thousand degrees Kelvin due to the small values

of electronic heat capacity [33], and rapidly diffuse throughout the metal film. Hot

electrons can uniformly distribute throughout a 100 to 300 nm thick metal film in 100

to 300 fs [34]. The electrons then thermalize, exciting phonons in the metal. These

phonons then traverse the interface, exciting phonons in the underlying substrate.

It is worth noting that for electrically conducting substrates, it is also possible for

electrons in the metal to couple to phonons or to electrons in the underlying substrate.

The reflectivity of the metal film is a function of the film temperature because

temperature affects the occupation probability of electrons [29, 30]. As electrons

are excited to higher energy states, the probability of further excitation decreases,

thus decreasing the photon absorption and increasing the reflectivity. The change in

reflectivity due to pulsed laser heating in TTR experiments if very small, on the order

of 10-4, and thus lock-in detection is required.

In 1974, Anisimov introduced a two temperature model to describe the interaction

of electrons and phonons in a metal film [35]. Electrons and phonons are thought of as

having different and distinct temperatures, Te and T,, and their energy transfer rate



is taken to be proportional to an electron-phonon coupling constant, Gcoupling. This

model makes it possible to estimate the time it takes for electrons and phonons in

the metal to reach local thermal equilibrium. The equilibrium time constant is given

by Eq. (2.1), where Ce and C, are respectively the electron and phonon volumet-

ric heat capacities. Accurately calculating the time constant from this formulation,

however, is challenging because the heat capacity of the hot electrons is not well

known. Nevertheless, approximate values of heat capacity give an equilibration time

of approximately 1 to 100 ps [28].

1
r = 1(2.1)

Gcoupling(Ce-j + C-1)

The time constant for temperature inside Al film to become uniform, whereby

electrons have homogenized the film temperature, can be approximated as the time

constant for diffusion in an insulated film as shown in Eq. (2.2), where d is the

thickness of the metal film and a is the thermal diffusivity of the metal film [36].

For a 100 nm thick film of Al with a thermal diffusivity of 0.97 cm 2 /s, at room

temperature, r is about 10.5 ps. At 80 K, when the thermal diffusivity of the Al film

is 3.44 cm 2 /s, r is about 3 ps. Even if the thermal diffusivity in the Al film were

much less than the bulk value, say by a factor of two, the time constant would still

be on the order of tens of picoseconds: 21 ps at room temperature and 6 ps at 80 K.

Tr d (2.2)
7r2a

Both methods imply that the thin metal film will have a uniform, well defined

temperature within a few tens of picoseconds. After a uniform temperature has been

established, the heat transport through the sample may be modeled using Fourier's

law of heat conduction, as discussed in Section 2.2.1.

The increase in film temperature resulting from a singe laser pulse may be esti-

mated from Eq.(2.3), where R is the reflectivity of the metal film, Q is the energy

of the laser pulse, C is the volumetric specific heat of the metal film, and A is the

area of the laser spot [36]. The reflectivity of Al at 400 nm is approximately 0.92 and



at 800 nm is approximately 0.87 [37]. Figure 2-1 shows the calculated temperature

rise of a 100 nm thick Al film. Calculations are shown for two different laser beams,

a pump beam and a probe beam. The wavelength and power values used for the

pump and probe beams is representative of our experimental system, which will be

discussed in Section 2.2. Generally, our probe beam diameter is 10 pm and our pump

beam diameter is 40 to 100 pm, resulting in a temperature rise of less than 1.5 K at

room temperature and less than 4 K at a sample temperature of 80 K. These small

temperature rises allow us to approximate that the thermoreflectance coefficient is

linearly proportional to temperature [38].

AT=(1 - R)Q(23
CAd
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Figure 2-1: Approximate temperature rise in a 100 nm thick Al film resulting from a
single laser pulse as a function of laser spot diameter for a sample at (a) 296 K and
(b) 80 K. Values shown for two different laser pulses: a 400 nm pump pulse with 1.5
nJ of energy per pulse and a 800 nm probe pulse with 0.15 nJ of energy per pulse.

While the single pulse film temperature rise is an important parameter for val-

idating the assumption of a linear relationship between film temperature and ther-

moreflectance coefficient, the heating due to multiple pulses must also be considered.

An expression for the steady state temperature rise of the surface may be derived by

assuming the low frequency limit of periodic heating at the surface [39]. Physically

in TTR experiments, the surface is heated by a series of delta function heat inputs.

The envelope of the heat inputs, however, is that of a sinusoid, so a reasonable upper



limit for the steady state heating may be derived by considering a periodic heat in-

put, which greatly simplifies the solution. Cahill derived this solution by assuming a

periodic point source heating of the surface, and accounting for the gaussian intensity

distributions of the pump and probe beams [39]. Equation (2.4) shows the resulting

surface temperature rise, where the frequency response, H(w), is given by Eq. (2.5).

Here, A is the amplitude of the absorbed laser power, wo and wi are the 1/e 2 radii of

the pump and probe beams respectively, k is the thermal conductivity of the surface

layer, a is the thermal diffusivity of the surface layer, and w is the frequency of the

periodic heat input.

AT = 27A j H(n)exp(-7 2n 2 (w2 + w2)/2)ndn (2.4)

1
H~w (2.5)

k(4ir 2n2 + iW/a) 1/ 2

In the limit of low frequencies, Eq. (2.4) may be simplified to Eq. (2.6), which

gives the steady state surface temperature rise due to heating by the pump and probe

beams, and which is plotted in Fig. 2-2. The surface layer is assumed to be aluminum,

with a thermal conductivity of 237 W/mK at room temperature, and a thermal

conductivity of 333 W/mK at 80 K. The amplitude of the heat absorbed is estimated

to be 10 mW because the reflectivity of Al at 400 nm is approximately 90 percent

and the power of the pump light incident on the surface during our experiments is

approximately 100 mW. The probe 1/e 2 radius is held constant at 5 pm, which is

typical in our experiments, and the pump 1/e2 radius is allowed to vary from 5 pm to

50 pm. The calculation shows that the steady state temperature rise of the surface

due to laser heating is generally less than 2 K.

A 1
AT =_ - 2+w2 (2.6)

S 2(wo + 1w)
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Figure 2-2: Approximate steady state temperature rise of an Al film as a function of

pump beam diameter. The diameter of the probe beam is assumed constant at 10
pm. Curves are shown for sample temperatures of 80 K and 296 K.

2.2 Experimental System

The pump and probe transient thermoreflectance system in the Warren M. Rohsenow

Heat and Mass Transfer Laboratory at MIT was constructed by Aaron J. Schmidt

as part of his Ph.D. work in the Department of Mechanical Engineering. Here, we

highlight merely a few of the key aspects pertaining to the TTR system, and refer the

reader to Schmidt's Ph.D. thesis for a comprehensive description of both the system

and the thermal modeling [28].

Figure 2-3, adapted from [28], diagrams all the major optical components of our

experiment. We use the output of a mode-locked Ti:sapphire laser at a wavelength of

800 nm, with a pulse width of 200 fs and a repetition rate of 80 MHz, which corre-

sponds to 12.5 ns between pulses. The power per pulse emitted from the Ti:sapphire

oscillator cavity is around 15 nJ, and the total beam power is approximately 1 to

1.5 W. A polarizing beam splitter separates pump from probe, and a half wave plate

dictates how much power goes into each. Typically, about 95 to 97 percent of the

energy is sent into the pump beam with the rest going into the probe.

The probe is sent though a mechanical delay stage. The length of our stage

provides a maximum of 7 ns delay between pump and probe beams. In order to

mitigate alignment issues of the pump and probe on the sample due to the motion



of the delay stage, we expand the probe beam diameter by a factor of four before

sending it through the delay stage, and then re-compressed it before focusing it onto

the sample. Emitted light from the oscillator cavity is not perfectly collimated, and

expanding the beam reduces its divergence over the long delay. The probe is focused

onto the sample at normal incidence using a 1Ox microscope objective. Due to losses

in optics, the probe power incident on the sample is generally around 10 mW. The

reflected probe light is focused into a PIN diode detector, whose signal is fed into the

lock-in detector. An inductance resonator is placed between the photodiode and the

lock-in to boost the signal-to-noise ratio as discussed above.

After the initial polarizing beam splitter, the pump is sent into an electro-optic

modulator (EOM), which modulates the beam at a specified reference frequency (typ-

ically 1 to 15 MHz). The reference frequency is also fed into a lock-in detector, and

is used to detect the small values of reflectance change due to surface heating of the

sample by the pump. The reference frequency is supplied to the EOM and to the

lock-in by a function generator, and is chosen to match the resonance frequency of

the inductive resonator.

In order to separate pump from probe, we use second harmonic generation (SHG)

to frequency double the pump using a bismuth triborate (BIBO) crystal, which con-

verts the pump wavelength from 800 nm to 400 nm. The pump is then focused onto

the sample co-axially with the probe. Due to losses, primarily in the EOM and the

BIBO crystal, the pump beam power incident on the sample is typically less than

120 mW. The reflected pump light is filtered out using color-specific filters such that

none of it enters the detector. Even a small amount of pump light at the reference

frequency would totally overwhelm the signal from much smaller probe.

The diameter of the focused probe beam is typically 10 pm, while the diameter of

the focused pump beam is chosen to be between 20 and 100 pm. For measurements

of cross-plane thermal properties, It is advantageous for the probe to be kept much

smaller than the pump to minimize effects from radial conductance. To study in-

plane thermal properties, the pump and probe can be chosen to have more similar

diameters, which will increase the sensitivity to radial conduction effects [40]. In



all measurements, the probe must be sufficiently small compared to the pump to

eliminate errors in overlap of the pump and probe beams on the sample at different

delay times.

We use a charged coupled device (CCD) camera, ring light and removable mirror

to create a microscope for visualizing the sample surface. This allows us to reliably

place the sample surface at the focal plane of the 10x microscope objective where we

measure the focused pump and probe beam diameters, and to visually select which

regions on the sample to measure.
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Figure 2-3: Diagram of optical components and major electronic components of TTR
experimental setup developed by A. Schmidt. Figure adapted from [28].

Many of the features of our TTR system were inspired by the work of Cahill and

coworkers as discussed above, but notable improvements have been made. While

other TTR systems separate pump and probe by sending them onto the sample at

different angles [25, 26], and some use polarization differences [27], our method of

SHG has several advantages. The different angle approach presents alignment and

overlap challenges, and risks scattering of pump light in the probe direction due to

surface roughness. The polarization method is also sensitive to surface conditions



on the sample which cause the polarization of the reflected light to differ from the

incident light. SHG allows for co-axial alignment of the pump and probe beams at

normal incidence to the sample surface, which greatly simplifies alignment challenges

and makes the measurement less sensitive to roughness on the sample surface.

2.2.1 Model for Data Analysis

The measured change in reflectance is related to a thermal model for radial anisotropic

heat flow through layered structures in order to extract thermodynamic properties of

the sample. First, a transfer function relates the output of the lock-in amplifier to the

input of the probe beam to the PIN detector. Then, a model relates the change in

the surface temperature of the sample due to the pump beam heating to the thermal

properties of the sample. Here we present the important formulas and refer the reader

to Ref. [28] for a full derivation.

The lock-in mixes the signal from the PIN detector with the reference frequency

from the function generator to produce in-phase, X, and out-of-phase, Y, signal

components. The magnitude, R, and phase, #, of the signal are related to these

signal components through Eqns. (2.7) and (2.8).

R = v/X 2 +Y 2  (2.7)

# = tan-1 (Y/X) (2.8)

The signal amplitude and phase reported by the lock-in relate to the probe input to

the PIN diode through the real part of Eqn. (2.9), where wo is the pump modulation

frequency set by the EOM and Z(wo) is a transfer function describing the thermal

response of the sample. Since an analytical solution of the sample response is more

simple in the frequency domain, only the frequency domain solution will be discussed

here, although both frequency and time domain solutions are presented in Ref. [28].

The transfer function in the frequency domain is given by Eqn. (2.10), where #

is a constant related to the thermoreflectance of the surface and electronic gains in



the system, Q and Qprobe are the energies of the pump and probe pulses respectively,

T is the period between pulses (which is 80 MHz for our system), r is the delay time

between pump and probe pulses (which is between 0 and 7 ns for our system), and

H(w) is the sample frequency response. Equation (2.10) together with Eq. (2.9)

provide a general expression describing the signal returned by the lock-in. In the

limit of no accumulative heating, when pulses are spaced far enough apart that the

surface cools completely before the next pulse arrives (T -- oo), Z(wo) reduces to the

impulse response solution.

Reg(wot+) = Z(wo)ewot (2.9)

O3QQprobe 0ik/
Z(wo) = " 7 " H(wo + 2rk/T(2.10)

k=-o

To find an expression for the frequency response of the sample, H(wO), we use

an analytical solution for one dimensional heat diffusion in layered structures and

generalize it to account for radial conduction. Figure 2-4 depicts a general layered

structure, with 8to, and fto, describing the temperature and heat flux on the top

surface respectively, and 0 bottom and fbottom describing the temperature and heat

flux respectively on the bottom surface. Each layer is assigned a number, with 1

representing the top layer and n representing the bottom layer. The cross-plane

direction is defined as the z direction.

Each layer is described by a matrix of material properties, Ma, as shown in Eq.

(2.11). Here d is the layer thickness and q is given by Eq.(2.12), where o-, and o-,

are the cross-plane and radial thermal conductivities respectively, p is the density, c

is the specific heat, and k is the transform variable. The effects of radial conduction

have been accounted for in Eqns. (2.11) and (2.12). Interfaces between materials are

also represented as "layers". The material property matrix for interfaces, M,int, is

shown in Eq. (2.13), where G is the thermal interface conductance.
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Figure 2-4: Diagram of layered sample. Pump and probe beams are incident on the

top surface. Figure adapted from Ref. [281.
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The top and bottom surface temperatures and heat fluxes are related through

the product of the individual layer matrixes as shown in Eq. (2.14). If an adiabatic

boundary condition is assumed on the bottom surface (fbottom = 0), the top surface

temperature and heat flux are related through Eq.(2.15). Assuming an adiabatic

boundary condition on the bottom surface implies that the n" layer can be considered

infinitely thick, as far as the conduction heat transfer is concerned. All of the samples

we investigate satisfy this boundary condition.

Obottom 1=MM M =[ B [top (2.14)

fbottom C D f IO
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8top = c "o (2.15)

The thermal frequency response of the system is given by Eq. (2.16), where A is

the amplitude of the absorbed laser power, wo and wi are the pump and probe 1/e2

radii respectively, and C and D are matrix elements of material properties from Eq.

(2.14). This integral is solved numerically varying unknown material properties to

match measured data.

H(w)A= + k( k exp (W 2+W))dk (2.16)
21r o C 8

Quite commonly, samples are comprised of two material layers and an interface

(three layers total for the thermal model). The unknown thermodynamic parameters

are often the thermal conductivity of the bottom layer and the thermal interface

conductance.

2.2.2 Sample Preparation

The top layer of samples measured using TTR generally consists of a metal film.

This film both absorbs the laser light and acts as a temperature transducer due to

its change in reflectance, as discussed in Sec. 2.1.1. Often, for our TTR measure-

ments, we choose to use aluminum for the transducer film because the peak in the

thermoreflectance coefficient of Al is well matched to the 800 nm wavelength of our

probe beam [41], leading to a high signal-to-noise ratio. Metal films are typically

either sputter deposited or electron beam (e-beam) deposited onto a sample surface.

Table 2.1 shows the room temperature optical absorption depths for different

metals at 400 nm and 800 nm [42]. The thickness of the metal film should be several

times greater than the optical absorption depth.

' Several methods exist for characterizing the thickness of the deposited film. If

sufficient acoustic mismatch exists between the film and the underlying substrate,

the subpicosecond time resolution of our TTR measurement enables the observation

of acoustic echos off the metal-substrate interface. Figure 2-5 shows a TTR signal



Table 2.1: Room temperature optical absorption depths in nm for various metals at

wavelengths of 400 nm and 800 nm. All data from Ref. [42]

Material 400 nm 800 nm
Ag 16.324 12.037
Al 6.5827 7.6202
Au 16.274 12.441
Co 10.603 13.510
Cr 11.166 18.399
Cu 13.539 12.647
Ir 9.5018 12.171
Li 19.480 16.816
Mo 9.8854 18.966
Ni 13.488 14.535
Os 7.5583 38.235
Pd 10.803 12.498
Pt 11.206 12.856
Rh 7.5788 9.3618
Ta 13.972 18.055
Ti 14.804 19.193
V 9.4174 20.138
W 13.208 23.317

for aluminum on silicon. The inset zooms in on the first 200 ps of data in which the

acoustic echos are clearly visable. These echos result from the rapid temperature rise

in the metal film, which generates a thermal expansion stress wave that reverberates

through the film [14]. Using the speed of sound in the metal film, the film thickness

can be determined from the period of these oscillations. In practice, however, we find

that echos are often too weak or too few to be a reliable method of determining film

thickness.

Another method for determining film thickness is to mask a portion of the sam-

ple during deposition, and later use profilometry methods to measure the deposited

thickness. However, many contact profilometers are not sensitive enough to provide

the required nanometer resolution. The thickness of the metal film is a critical pa-

rameter in the thermal model, and thickness inaccuracies of a few nm could produce

noticeably different data fitting results. Atomic force microscopy (AFM) would pro-

vide a more sensitive measurement, but in addition to being time consuming, the
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Figure 2-5: Typical TTR signal for a sample of Al on Si. Inset enlarges the first 200
ps of data in which acoustic echos off the Al-Si interface are detected.

AFM used would need to have a sufficiently long lateral scanning ability. Masking

the sample during film deposition inevitably results in a thinner film near the edge

of the masked region, so any profilometer or AFM would need to travel the distance

from substrate region to the region of maximum film thickness.

We find that an accurate and simple way to characterize the film thickness in most

instances is to include a calibration material near the sample during the deposition.

Often, we chose to use a piece of a polished single crystal sapphire wafer as a calibra-

tion material. To determine the deposited film thickness, we use TTR to measure the

sapphire, and since the thermal properties of the sapphire are well known, we allow

the unknown metal film thickness to vary when fitting the measured TTR data. In

practice we find that the film thicknesses determined in this manor agree well with

thicknesses determined using other more time consuming methods like profilometry.

If a sample surface is rough, polishing may be required before a reliable TTR

measurement is possible. Although our SHG scheme for distinguishing pump and

probe allows us to be far less sensitive to surface roughness than other TTR systems,

large roughness can cause the thickness uniformity of the deposited metal film to



vary significantly. Without an accurate way of knowing the film thickness at the

measurement location, it is not possible to reliably fit TTR data, resulting in large

variations in fitted properties from one measurement location to the next. In order

to obtain a uniform metal film, the roughness of the sample must be much less than

the film thickness, which is generally on the order of 50 to 150 nm.

In the mechanical polishing of rough samples, minimizing subsurface damage is

important for the consistency of TTR results [1], because the thermal depth probed

in the sample is limited. If the damaged region is a significant portion of the probed

region, the measured thermal properties will reflect the damaged region, rather than

the bulk. Mechanical polishing techniques can result in a subsurface damage region

with a thickness a factor of two larger than the abrasive size used [431, or a factor of

two larger than the peak-to-valley surface roughness [441. Thus, initial polishing using

large abrasive sizes can result in a substantial subsurface damage region, which must

be removed with subsequent polishing using smaller particles. Removal of large depths

of subsurface damage using small particle abrasives is a time consuming process, but

one which is critical for accurate material characterization using TTR techniques.

2.2.3 Temperature Dependent TTR

We have advanced our TTR system beyond that discussed in Ref. [28], to be able to

measure samples at temperatures other than room temperature. In this section, we

discuss some of the major elements of our cryogenic system. Samples are mounted

in a Microstat HE Cryostat from Oxford Instruments that is capable of achieving

temperatures ranging from liquid helium temperatures (4 K) to 350 K. For this

thesis, only temperatures down to liquid nitrogen temperatures (77 K) have been

explored.

A BOC Edwards turbo pump station is used to evacuate the cryostat, and achieves

pressures of 2x10- 5 Torr or better at room temperature after a relatively short pump-

ing time of roughly 20 minutes. Isolating the cryostat from the vibrations of the

pumping station is critical. The sample surface must remain in focus, and the pump

and probe beams must remain in the same location on the sample, throughout the du-



ration of the measurement. We achieve very effective vibration isolation by sandwich-

ing the vacuum hose between bags of dry rice and anchoring the bags to a stationary

structure.

Figure 2-6 shows a schematic of the lower portion of the cryostat where the sample

is mounted. Proper thermal mounting of the sample holder onto the cold finger, and

the sample onto the sample holder, is essential for achieving the lowest possible sample

temperatures. We use a single sheet of indium foil at each of these junctions to fill

micro voids and provide good thermal contact.

We found that thermocouples did not provide reliable temperature measurements

at cryogenic temperatures because of a substantial temperature gradient across the

electrical pins from the inside to the outside of the cryostat, which resulted in an

offset in the measured temperature. Instead, to measure the sample temperature,

we use a silicon diode mounted to the sample surface using a very thin layer of

Apieason thermal grease. The leads of the silicon diode are thermally anchored by

being wrapped several times around the base of the cold finger.

In spite of low pressures and long pump times, we still observed vapor condensation

and freezing on the sample surface. Any ice crystals on the sample greatly disrupt

the reflectivity measurement. To prevent condensation on the sample, we affix a thin

glass microscope slide onto the outside of the radiation shield as shown in Fig. 2-

6. The glass slide is thin enough that it does not contact the walls of the cryostat.

The radiation shield is thermally anchored to the base of the cold finger, thus the

temperature of the glass slide will be similar to that of the sample, or even a little

colder. By making the gap between the glass slide and the sample surface small,

vapor in the chamber tends to condense on the cold glass, rather than on the sample

surface.

2.3 Summary

We have provided an overview of transient thermoreflectance (TTR) experiments

including our own, designed by Aaron J. Schmidt as part of his Ph.D. work at the



Figure 2-6: Close up schematic of cryostat showing sample mounted to cold finger
with a thin glass slide to collect condensation. Figure adapted from promotional
images at oxford-instruments.com.

Massachusetts Institute of Technology. For further details regarding our experimental

system or thermal modeling, the reader should refer to Schmidt's Ph.D. thesis [28].

In the next two chapters, we present experimental studies of thermal interface carried

out on our TTR system.



Chapter 3

Thermal Conductance at

Metal-Graphite Interfaces

3.1 Motivation and Background

Nanoscale systems that incorporate carbon materials have become increasingly inter-

esting for both fundamental and practical applications. Carbon nanotubes (CNTs)

and graphenes represent two large areas of research due to their unique dimension-

ality and resulting physical properties [45, 46, 47, 48]. Thermal interface materials

made of metal-graphite composites have also gained attention [49, 50], making the

understanding of heat transport at metal-graphite interfaces crucial. In order to char-

acterize the thermal properties of CNTs, it is necessary to involve metal contacts, and

hence the finite thermal conduction resistance at the contacts must be quantified in

order to obtain accurate property measurements [51, 52, 53].

It has been shown theoretically by Prasher that the thermal interface conductance

between metal and the cross-plane (c-axis) direction of graphite is an excellent ap-

proximation to the interface between metal and the sidewall of a multiwalled carbon

nanotube (MWCNT) [53]. Very little data has been reported for the thermal in-

terface conductance between metal and graphite [40]. Some studies have considered

the thermal interface conductance at metal-diamond interfaces [15, 54]. The thermal

conductance per unit length between a single walled CNT and SiO 2 was estimated



by Pop et al. to be approximately 0.17 W/mK, or depending on contact area around

1 x 108 W/m 2 K [55], and Maune et al. found a similar result [56].

Here we use TTR techniques to measure the thermal interface conductance be-

tween highly ordered pyrolytic graphtie (HOPG) and metal films of Al, Au, Cr, Ti,

and Al with a 5 nm Ti stiction layer (referred to as Al/Ti), over a temperature

range from 89 K to 300 K. Measurements of the room temperature thermal interface

conductance for Ag, Ni and Sn on graphite are also discussed.

3.2 Samples

Samples of HOPG were obtained from SPI corporation and from the Dresselhaus

group at MIT. HOPG is a form of high purity graphite with large single crystal

regions displaying in-plane atomic smoothness. In the basal plane, carbon atoms

form a hexagonal structure with strong sp2 covalent bonding. Much weaker bonds

hold the planes together, allowing the planes of graphite to be easily separated. We

cleaved our samples of HOPG using the standard double-sided tape method. Double-

sided carbon tape was pressed onto the HOPG surface and then pealed off. The result

was a freshly exposed graphite basal plane several mm in size, which we then coated

in metal.

We investigate the temperature-dependent thermal interface conductance between

HOPG and a range of metals: Al, Au, Cr, Ti, and Al with a 5 nm Ti adhesion

layer (referred to as Al/Ti). All films were created through electron-beam (e-beam)

deposition at a rate of 1.5 A/s. Each film was approximately 90 nm thick. Film

thicknesses were determined by calibration to a sample of single crystal sapphire with

a known thermal conductivity that was coated simultaneously with the graphite. A

scanning electron microscope (SEM) was used to image the surface of the deposited

films. Figure 3-1 shows the SEM images.

From the SEM images, a clear difference exists in the film quality and coverage

for different metals on HOPG. Both the Al and Ti films formed continuous coatings.

The Au film, however showed characteristic pocketing, indicative of poor adhesion



Figure 3-1: SEM images of HOPG samples coated in (a) Al, (b) Au, (c) Cr and (d)
Ti.

[57]. We observed this same pocketing behavior using both e-beam and sputtering

deposition techniques. The Cr was also not as continuous as the Al and Ti films,

forming grains on the order of tens of microns. Large-scale cracks in the images are

simply cracks in the HOPG that resulted from the cleaving process. Regions without

cracks were larger than the diameter of our pump and probe beams, allowing us to

avoid these large-scale cracks during our measurement.

Graphite is an extremely anisotropic material with a room temperature cross-plane

thermal conductivity of around 5 to 10 W/mK and an in-plane thermal conductivity

comparable to that of diamond, around 2000 W/mK. In this study, we primarily

investigate the cross-plane transport properties by using a much larger pump spot

diameter (80 pm) as compared to the probe spot diameter (10 Am). We also used a

pump modulation frequency on the order of 10 MHz. Our thermal analysis accounted

for the anisotropic properties of graphite by using literature values of in-plane thermal

conductivity as a function of temperature. Measuring in-plane properties of a highly

anisotropic material is possible using TTR [40], but was outside the scope of this



work. We refer to the cross-plane direction in graphite as the c-axis, while referring

to in-plane loosely as the a-axis.

3.3 Results

Figure 3-2 shows typical scaled room temperature thermal reflectance signals for each

metal-graphite pair. The inset shows the first 200 ps of data in which acoustic echos

off the metal-graphtie interface are apparent. A clear difference exists in the shape of

the decay curves for each case. Not only the long-term decay, but also the decay of

the initial hot electron peak is distinct for each case.
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Figure 3-2: Scaled room temperature thermoreflectance signals for various metals on
HOPG. Inset shows the first 200 ps of data in which acoustic echos off the metal-
diamond interface are apparent.

The measured results for the thermal interface conductance, G, at metal-graphite

interfaces as a function of temperature are shown in Fig. 3-3. Thermal interface

conductance increases with increasing temperature as expected [1]. Au displayed the

lowest conductance with graphite over the entire temperature range, followed by Cr,

Al, and finally Ti and Al/Ti, which displayed the highest conductance. The plotted

points represent average results. For all data, except the Ti data, the deviation was

approximately ±20%. This larger range of deviation stems from the low value of



HOPG cross-plan thermal conductivity. The conduction resistance in HOPG con-

tributes to the heat transport, making the measurement less sensitive to the interface

resistance as compared to high thermal conductivity substrates. Temperature at the

sample surface was determined using a Si diode affixed to the sample. We estimate

the uncertainty in the temperature, including steady state laser heating effects, to be

less than ±1K.
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Figure 3-3: Measured thermal interface conductance values, G, for various metals
on HOPG as a function of temperature. Measurement was in the c-axis direction.
The metals considered were Al, Au, Cr, Ti and Al with a 5 nm Ti adhesion layer,
designated Al/Ti.

The reflectance data for Ti became increasingly noisy at higher temperatures. The

bars on the Ti data indicate the standard deviation of the measured data. At room

temperature, a reasonable result could not be achieved. We suspect the difficulty

in measuring Ti stemmed from a weak thermoreflectance coefficient at our probe

wavelength. In order to gain further confidence in our results, we measured a sample

of HOPG coated in an 80 nm Al film with a 5 nm Ti stiction layer. The results

for Al/Ti were repeatable to within ±20%. In our model we neglected any thermal

resistance at the interface between Al and Ti, an approximation that we expect is

reasonable given that Al and Ti have comparable phonon velocities and that metal-



metal interfaces have much higher thermal conductance values than metal-nonmetal

interfaces [58].

We also measured room temperature thermal interface conductance values for

silver, tin and nickel on HOPG. The room temperature G values for all metals con-

sidered are plotted in Fig. 3-4 as a function of the metal's Debye temperature. Again,

we plot average measured values for G, and the results deviated by approximately

+20%.
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Figure 3-4: Measured room temperature thermal interface conductance values, G,
for various metals on HOPG plotted as a function of the Debye temperature of the
metal.

A material's Debye temperature, TD, can be related to its Debye cutoff frequency,

WD, by the simple relation in Eq. (3.1), where h is Plank's constant divided by 27r

and kB is Boltzmann's constant.

TD hWD(31)
kB

The Debye frequency for graphite is higher than for any of the metals considered.

Thus, in model calculations of G, the frequency cutoff used is that of the metal. There

may be a slight upward trend in measured values of thermal interface conductance

with increasing Debye temperature, but the trend is not definitive. Some of the



discrepancy may be due to the differences in adhesion of the metal films onto the

HOPG surface, as evidenced by the SEM images in Fig. 3-1. It has been shown

that the acoustic mismatch model may be adapted to account for adhesion energy at

the interface, and that the strength of the adhesion energy influences the predicted

thermal interface conductance in the case of weak bonding [191.

3.4 Modeling

We calculate the diffuse mismatch model, DMM, predictions to compare with our

results. Since our experiment was conducted at higher temperatures than a few K,

we expect phonons to have shorter wavelengths approaching the scale of the atomic

scale roughness at the interface, and thus phonon scattering should be more diffuse.

We use Eq. (1.6), considering medium 1 to be the metal and medium 2 to be the

graphite. The central assumption of the DMM is that transmissivity is independent

of angle, giving Eq. (1.14). Under this assumption, Eq. (1.6) simplifies to

G = J v11C1(W)a 2(w)dw (3.2)
J 0

But, since we are using a Fourier heat conduction model, we would like to account

for an equivalent equilibrium temperature, which is a better representation of the

local energy density near the interface. Thus, we use the corrected form of G given

in Eq. (1.10). Again, by assuming ai-o 2 independent of angle, Eq. (1.10) simplifies

to Eq. (3.6) as follows.

f v1C1(w)ai- 2(w)dw
G>3 [1 - j(fai2K~1 + f a 2-1(w)dp 2)

4 f v1C 1(W)ai- 2(w)dw
G =0 (3.4)

o [ - Ka1i-2(w) + 2-1(1))



1 f vIC1(w)o1 2(w)dw
G= 4 [ (3.5)

G= J v1C1(w)ao, 2(w)dw (3.6)
0

Effectively, accounting for the equivalent equilibrium temperature has added a

factor of 2 to the model. We also make the usual DMM assumption that the scattering

is elastic, and take "ax to be the Debye frequency in the metal, which represents

the lower of the Debye frequencies in either medium. Metal Debye frequencies are

calculated from literature values of Debye temperature [59). By lumping together

the three phonon polarizations (one longitudinal and two transverse), the phonon

transmissivity under the DMM is given by Eq. (1.18).

For the phonon dispersion relation in the metal, we assume a sine-type dispersion

relation which gives a more accurate representation of the real dispersion relation at

higher temperatures than a linear Debye model. For the graphite dispersion relation,

we follow the approach of Duda et. al, and use an effective two dimensional density of

states, which is a superior approximation to the physical density of states in graphite

than a three dimensional model [113.

Figure 3-5 compares the measured thermal interface conductance results to the

calculated prediction of the DMM. Since we measure cross-plane transport, for the

calculation we used the velocities of c-axis phonons on the graphite side, and refer to

this calculation as the "c-axis model."

From Fig. 3-5 it is clear that the DMM assuming c-axis graphite phonon velocities

under predicts the measured data in almost every case. Differences in the initial decay

profiles of the hot electrons shown in Fig. 3-2 suggest differences in the relaxation

dynamics of the electrons in the various metals. To rule out the possible influence

of electron-phonon coupling in the metal, we follow the approach of Majumdar and

Reddy [20] discussed in Sec. 1.1.3. Since values for the phonon contribution to the

thermal conductivity of metals are scarce in the literature, we only calculate the
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Figure 3-5: Measured thermal interface conductance data compared to DMM results
assuming only contributions from c-axis phonon velocity on the graphite side. Model
predictions for Al on graphite are almost identical to model predictions for Ti on
graphite.

thermal interface conductance predicted by Majumdar and Reddy's model at room

temperature for Al and Au. Table 3.1 lists the values of electron-phonon coupling

constants and phonon thermal conductivities we used, and Table 3.2 compares the

calculated results from Majumdar and Reddy's model to the calculated DMM results

plotted in Fig. 3-5. The similarity between Majumdar and Reddy's model and

the DMM predictions suggests that electron-phonon coupling in the metal is not

significant.

Table 3.1: Room temperature values of bulk electron-phonon coupling constants,
Gcouping, for Al and Au from Ref. [60]. Room temperature values for phonon thermal
conductivity, kp, were calculated using molecular dynamics simulations [61].

Material Gcuping [10 16W/m 3 K] kp [W/mK]
Al 24.5 16.1
Au 2.9 3.4

One possible explanation for the under prediction of the DMM is the assumption

that phonons from the metal side only couple to c-axis phonons on the graphite

side. One implicit assumption of the DMM is that there be some level of interfacial

roughness that causes diffuse scattering. Even though HOPG is very smooth, the

way the metal film forms on the surface could have resulted in atomic scale roughness



Table 3.2: Comparison of the calculated thermal interface conductance based on the
model of Majumdar and Reddy [20], G*, which accounts for electron-phonon coupling
in the metal to the DMM, GDMM, which only accounts for phonon-phonon coupling
at the interface.

Sample G* [MW/m 2 K] GDMM [MW/m 2 K]
Al/HOPG 17.07 17.22
Au/HOPG 2.61 2.63

features at the interface. Phonons with wavelengths on the same order as these

roughness features would be able to transmit some of their momentum in the a-axis

direction. In the basal plane of graphite, phonon velocities are much higher than

across the basal plane. Thus, even a small amount of coupling to in-plane velocities

would result in a large difference in the predicted interface conductance. In Fig. 3-6

we show a DMM calculation assuming a weighted average of in-plane and cross-plane

phonon velocities in graphite, referred to as "average model." Since knowing the

exact morphology of the interfaces at an atomic scale is not experimentally viable,

for the average model we assume an equal weighting between in-plane and cross-plane

velocities for each case given by 1/2 vC + v2.

1000 1000 1000 1000
SAu dat

-- c-axis model
avg model

100' 100 100 100 }

L 10 10 10 10
* Tidata

* Al data A Cr data v Al/rI data
- c-axis model c-axis model - c-axis model
- - - avg model --- avg model -- ag model

100 200 300 100 200 300 100 200 300 100 200 300

Temperature (K)

Figure 3-6: Measured thermal interface conductance data compared to DMM results.
Calculated results shown assuming only c-axis phonon velocities (c-axis model), and
assuming an average of a-axis and c-axis phonon velocities (avg model) in the graphite.

Due to the extreme anisotropy of graphite, the average model predicts a signifi-

cantly higher thermal interface conductance than the c-axis model. The scale of the

interfacial roughness, and thus the degree of coupling to in-plane phonons, should de-



pend on the type of metal deposited. Thus, if it were possible to base the weighting

on the interfacial morphology, a greater insight into the merits of this theory would

be possible.

3.5 Comparison to Diamond

To gain further insight, we compare our results for metal on graphite to published

results for metal on isotropically enriched diamond interfaces [54], as shown in Fig.

3-7.
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Figure 3-7: Measured thermal interface conductance data compared to literature
metal-on-diamond results from [54].

Diamond is a cubic crystal with strong sp3 covalent bonds. The phonon velocities

in diamond are comparable to those in the basal plane of graphite. Surprisingly, the

thermal interface conductance values are similar for both metal-graphite and metal-

diamond interfaces. This similarity supports the notion that in-plane phonons in

the graphite are contributing to transport. Additionally, the metal-HOPG interface



conductance values may have a slightly weaker temperature dependance than the

metal-diamond conductance values, a phenomenon predicted by the DMM which re-

sults from the graphite density of states being modeled as effectively two dimensional.

Figure 3-8 shows DMM calculations for the aforementioned c-axis and average models

as well as calculations assuming the velocity of only in-plane phonons referred to as

the "a-axis" model and calculations for diamond.
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Figure 3-8: DMM calculations for the thermal interface conductance between various
metals and (a) c-axis HOPG, (b) a-axis HOPG, (c) diamond, and (d) HOPG with
an average of a-axis and c-axis sound speeds. For all cases, the curves for Al and Ti
are almost coincident.

In all cases, the calculated curves for Al and Ti are almost identical due to their

similar speeds of sound. The average model is closer to matching the diamond model

than either the c-axis or a-axis models. Since the experimental data for metal-graphite

and metal-diamond systems is quite similar, it is possible that accounting for varying

degrees of atomic scale roughness at the metal-graphite interface could explain the

discrepancy shown in Fig. 3-5 between the standard DMM and the data.

Regardless of the treatment of in-plane and cross-plane phonon velocities in the

graphite, the DMM still predicts a trend not supported by the data. The data

shows Ti having much higher thermal interface conductance with HOPG than any

of the other metals, and Al and Cr having comparable values of thermal interface

conductance.

One possible explanation for this difference in trend is that the DMM does not

account for adhesive forces or details in the bonding between the mediums. Young and

Maris did lattice dynamics simulations that considered varying the spring constant



at the interface between two dissimilar solids, and found that such variation had no

appreciable effect on the transmissivity [621. Stoner and Maris did lattice dynamics

simulations to show that in the Pb-diamond system, the interfacial heat transport is

limited by the speed at which energy can be transfered from the bulk Pb atoms to

the interface atoms and between the interface atoms to the diamond [14]. Recently,

Prasher adapted the acoustic mismatch model to account for adhesive energy at the

interface, and found that the strength of adhesion in the case of van der Waals bonding

at the interface is significant [191.

The observed film qualities as seen from the SEM images in Fig. 3-1 seem to corre-

late to the chemical interactions of the various metals with graphite. The wettability

of carbon-based materials by metals had been studied extensively [57]. Gold, a nobel

metal, does not wet carbon materials, while aluminum does, forming covalent bonds

and carbide compounds. Transition metals like titanium and chromium bond strongly

to carbon because carbon donates valance electrons to help fill the partially empty

d-band. Titanium has stronger bonding than chromium because the bond strength

is related to the number of available empty valance locations in the d-band. Also, Ti,

like graphite has a hexagonal lattice structure, while the other metals studied have

cubic structures. The similarity of the Al/Ti data to the pure Ti data also supports

the idea that interfacial bonding could play an important role in the heat transport.

3.6 Graphite Transmissivity

We can use our measured results for G to extract phonon transmissivity values at

metal-graphite interfaces using the DMM. If we make a best fit to our data for G

with Eq. (3.6), using a sine dispersion relation, and allowing al,2 to vary, we get

the transmissivity value predicted by the DMM. These best fit curves are shown in

Fig. 3-9. The fitted values for transmissivity are listed in Table 3.3. Also listed are

transmissivity values obtained if a Debye dispersion relation is assumed, rather than

a sine dispersion relation. The fits assuming a Debye relation are much worse and

yield transmissivities roughly 2-3 times lower than assuming a sine dispersion. This



emphasizes the importance of using a physically accurate dispersion relation, rather

than a simple linear relation, at higher temperatures.
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Figure 3-9: Best fit curves of measured G using Eq. (3.6) with a sine dispersion
relation while allowing transmissivity to vary for (a) Au, (b) Al, (c) Cr, and (d) Ti
and Al/Ti on HOPG. The predicted transmissivities are listed in Table 3.3.

Table 3.3: Phonon transmissivities at metal-graphtie interfaces obtained by fitting
Eq. (3.6) to measured values of G. Results shown assuming both sine and Debye
dispersion relations.

Dispersion: Sine Debye
Gold 0.061 0.023
Aluminum 0.032 0.013
Chromium 0.017 0.008
Titanium 0.067 0.027

3.7 Summary

Measurements of the thermal interface conductance between various metals and HOPG

were made over a temperature range from 89 K to 300 K. Previous work has shown

that this should provide a good approximation to the thermal interface conductance

between metals and the sidewall of a MWCNT [531. The results indicate that Ti-

graphite interfaces have the highest conductance followed by Al/Ti, Al, Cr and Au.
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We find that measurements of Al films with a 5 nm Ti stiction layer yield similar

interface conductance results to Ti films, and have an improved signal-to-noise ratio

for TTR measurements with a probe wavelength of 800 nm.

We also present room temperature results for the thermal interface conductance

between HOPG and Ag, Ni and Sn. Plotting room temperature thermal interface

conductance results between metals and HOPG as a function of the metal's Debye

temperature shows a possible, albeit non-definitive, upward trend.

A comparison to published results for metal-on-diamond interfaces shows that

metal-graphite and metal-diamond interface have similar thermal interface conduc-

tance values. This similarity may imply that a-axis graphite, c-axis graphite, and

diamond all have similar values of G with metals. If so, the thermal interface con-

ductance into the sidewall of a MWCNT may be similar to the thermal interface

conductance with the end of the MWCNT.

We used the DMM, corrected for equivalent equilibrium phonon temperature,

assuming a sine dispersion relation for the metal, and an effective two dimensional

density of states in the graphite to serve as a comparison to our measured results.

We find that assuming only c-axis phonon velocities in the graphite causes the DMM

to drastically under predict the data. We suggest that atomic level roughness at the

metal-graphite interfaces may have allowed some amount of phonon momentum to

excite in-plane phonons in the graphite. By including equally weighted amounts of

in-plane phonon velocities in addition to cross-plane phonon velocities, we achieve

over-predictions of our data. We suggest that the degree of coupling depends on the

metal deposited and that this coupling could provide an explanation for the under

prediction using only c-axis velocities. Differences in adhesive forces or electronic

interactions may also have contributed to the discrepancy.

We also use our measured results to extract phonon transmissivities at metal-

graphite interfaces based on the DMM. The results and analyses presented here are

useful for the characterization of MWCNTs as well as for the design of devices that

utilize carbon-based nanostructures.
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Chapter 4

Effects of Surface Chemistry on

Thermal Conductance at

Al-Diamond Interfaces

4.1 Motivation and Background

The motivation for this study grew from interest in both fundamental physics and

practical application. From a fundamental perspective, our aim was to understand

the contribution of surface chemistry to thermal interface conductance. Our sample

system was single crystal diamond coated in a thin layer of aluminum. The diamond

was functionalized with different surface terminations: either oxygen or hydrogen.

Aluminum bonds differently to oxygen and hydrogen, and we were curious to uncover

the effects, if any, on the thermal interface conductance. Interfacial bonding is not

a parameter generally considered in models of interface conductance at solid-solid

interfaces, except in the case of very weak interfacial bonds [19]. An experimental

study of the effects of surface chemistry on the thermal interface conductance will

complement further theoretical studies.

We were also motivated by practical application. Synthetic diamond has promise

as a heat spreading material due to its exceptionally high thermal conductivity



(around 2000 W/mK at room temperature). For use in the integrated circuit in-

dustry, diamond would have to be formed into a composite material with metal in

order to mitigate thermal expansion issues [63, 64, 65]. Synthetic diamond also has

potential as a possible transistor material due to its favorable electrical properties

[66].

Many studies of the electrical properties, and in particular the surface conductiv-

ity, of diamond interfaces have been reported[67, 68, 69, 70, 71, 72, 73]. The surface

termination of the diamond was found to have a significant impact on the surface

electrical properties and on the interfacial electronic properties with various metals

[70, 71, 72, 73].

Studies of metal-diamond adhesion have also indicated that surface termination

influences adhesion strength [74, 75, 76, 77]. A correlation between adhesion strength

and thermal interface conductance has been developed in the case of van der Waals

interactions at the interface, and showed that adhesion energy is an important pa-

rameter [19].

Very few studies of the thermal interface properties between metal and diamond

have been reported. Kappus and Weis (1973) studied Au, Cu, Ni and Pb films on

(100) and (110) diamond. They held the diamond at liquid helium temperatures

and used the metals as phonon radiators to study the relationship between radiation

temperature and emitted phonon temperature per metal contact area [78]. Directly

relating their results to thermal interface conductance, however is not straightforward.

Stoner and Maris (1992) reported measurements of the thermal interface conductance

between isotopically enriched diamond and Al, Au, Pb and Ti [54]. In addition, Lyeo

and Cahill (2006) measured the thermal interface conductance between H-terminated

diamond and Bi and Pb. Both Maris and Cahill used transient thermorefelctance

measurement techniques. To our knowledge, no prior study of solid-solid thermal

interface conductance that takes surface termination into account has ever been re-

ported.

In this work, we study the thermal interface conductance between Al and four sam-

ples of single crystal diamond with varying surface terminations and impurity levels:



medium and low purity H-treated samples, and medium and low purity oxygenated

samples.

4.2 Samples and Surface Characterization

The single crystal diamond samples used in this study were prepared by Apollo Di-

amond Inc. The samples were grown homo-epitaxially on diamond wafers and later

removed from the wafers. All samples are of IIA purity, with nitrogen representing

the primary impurity. For convenience, the designations "low purity" and "medium

purity" are adopted to describe the nitrogen content of samples, where low purity

samples contain approximately 1 ppm nitrogen, and medium purity samples contain

approximately 0.1 ppm nitrogen.

The as-grown samples are natively hydrogen-terminated, but the as-grown dia-

mond is very rough, and requires polishing. The samples were scaife polished on

their (100) surfaces to have a root mean square surface roughness of approximately

20 nm. The polishing process disrupts the native surface termination, and thus each

sample is treated after polishing to have a desired surface functionalization. One

low purity and one medium purity sample were hydrogen treated by exposure to a

hydrogen plasma at 700 C [79}. Another low purity and medium purity sample were

oxygen treated by being heated in air at 500 C [80].

A qualitative view of the achieved functionalization may be gained by observing

the contact angle of water with the surface. An oxygen terminated surface is more

hydrophilic, while a hydrogen terminated surface is more hydrophobic [81]. Figure

4-1 shows the results of a goniometer measurement of the contact angle of deionized

water (DI) to the (100) polished sample surfaces. The contact angles clearly show

that the oxygenated samples are more hydrophilic, while the H-treated samples are

more hydrophobic. In addition, the contact angles suggest that the surface treatments

had similar effects on both the high purity and medium purity samples.

A more quantitative analysis of the surface functionalization was done through

x-ray photoelectron spectroscopy (XPS). The measurement was done on a Kratos



Figure 4-1: Contact angle of DI water on (100) polished surfaces of (a) H-treated low
purity, (b) H-treated medium purity, (c) oxygenated low purity, and (d) oxygenated
medium purity single crystal diamond samples.

AXIS Ultra Imaging X-Ray Photoelectron Spectrometer with the beam at normal

incidence to the surface. The results, shown in Table 4.1, give the concentration

percentage of atoms within the first few atomic layers near the surface. XPS is

not capable of detecting light atoms like hydrogen, making the amount of hydrogen

on the surface less quantifiable. It is possible, however, to make a comparison of

the amount of oxygen near the surface. The oxygenated samples have roughly 5

to 7 times more oxygen near their surfaces than the H-treated samples. The trace

amounts of molybdenum and silicon may have resulted from the polishing process,

and the trace amount of sulfur may have resulted from some acid cleaning steps used

after polishing.

Table 4.1: XPS measured atomic concentrations within the first few atomic layers
of the sample surfaces. Note that XPS cannot detect the concentrations of light
elements like hydrogen.

diamond sample atomic concentration (%)
H-treated low purity 99.21 C, 0.54 0, 0.11 Mo, 0.14 Si
H-treated medium purity 98.90 C, 0.84 0, 0.08 Mo, 0.18 Si
oxygenated low purity 95.93 C, 4.00 0, 0.06 S
oxygenated medium purity 95.88 C, 4.05 0, 0.07 S

Together with the water contact angle results, the XPS measurement suggests



that the oxygenated samples have a higher degree of oxygen terminated bonds, and

that the surface chemistries are similar for the medium and low purity samples with

the same surface treatments.

4.3 Thermal Interface Conductance Results

4.3.1 Experimental Details

After surface characterization, the samples were sputter coated with an 80 nm alu-

minum film at a pressure of 3 mTorr and a deposition rate of 1 A/s. The thickness

of the Al film was evaluated using acoustic echos off the Al-diamond interface. Be-

cause Al and diamond have a large acoustic mismatch, many echos were observed as

shown in the inset of Fig. 4-2. The film thickness was also confirmed by comparison

to a sample of single crystal sapphire, for which the thermal conductivity is known,

that was sputter coated simultaneously with the diamond. Both methods yielded

comparable results.

For the transient thermorefelctance measurement, a pump spot size of 60 pm,

much larger than the probe spot size of 10 pm, was used to minimize the effects of

radial conduction. The modulation frequency of the pump was 5.8 MHz. Measure-

ments were conducted over a temperature range from 88 K to 300 K. Figure 4-2

compares typical room temperature thermoreflectance signals for H-terminated and

oxygenated samples. The shape of the decay curve shows a marked difference for

H-treated and oxygenated diamond samples. This difference in decay results from a

difference in the thermal conductance at the Al-diamond interface.

Due to the extremely high thermal conductivity of diamond, we found our TTR

measurement was more sensitive to the thermal interface resistance than to the dia-

mond thermal conductivity. The interface represented a large resistance to heat flow

compared to the conduction resistance in the diamond.
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Figure 4-2: Typical scaled TTR signals at room temperature for H-treated and oxy-
genated samples. The inset shows the first 200 ps of data in which acoustic echos off

the Al-diamond interface are apparent.



4.3.2 Results and Discussion

The average measured thermal interface conductance values as a function of tempera-

ture for each of the four samples is plotted in Fig. 4-3. The measured data's deviation

from average was generally less than t10%. The previously reported results of Stoner

and Maris for Al-diamond thermal interface conductance are shown [54]. In addition,

the prediction of the diffuse mismatch model using Eqs. (1.10) and (1.16) is shown

for comparison.
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Figure 4-3: Measured thermal interface conductance between Al and H-treated low
purity (closed circles), H-treated medium purity (closed squares), oxygenated low
purity (open circles), and oxygenated medium purity (open squares) single crystal
diamond samples. Previously reported results for Al-diamond thermal interface con-
ductance values are shown as closed diamonds [541. The solid line shows the prediction
of the diffuse mismatch model.

The measured thermal interface conductance values are in the same range as those

reported by Stoner and Maris [54], although the surface chemistry of the diamond

studied by Stoner and Maris is unknown. Diamond surface chemistry clearly influ-

ences conductance. The oxygenated samples show roughly four times higher thermal

interface conductance than the H-treated samples over the entire temperature range.



Also, the medium purity and low purity samples of each surface treatment gave com-

parable results. This similarity confirms the results of the XPS and water contact

angle measurements that the achieved surface treatments were similar for each purity

level.

While it is clear that surface chemistry effects heat transport at Al-diamond inter-

faces, the underlying mechanism is still unclear. Diamond is a dielectric, so electrons

should be less influential to heat transport. The shape of the initial 200 ps peak

in the thermoreflectance curve shown in Fig. 4-2 is similar for both H-treated and

oxygenated samples, suggesting that the initial hot electron relaxation had little dif-

ference based on surface chemistry of the diamond.

We propose two possible mechanisms for the observed difference in interfacial heat

transport: differences interfacial bonding and differences in Al grain structure. Alu-

minum bonds more strongly to oxygen than to hydrogen. This difference in bonding

strength would result in a different elastic stiffness at the interface which could influ-

ence phonon transport, although further theory work is required to confirm such an

influence for the case of strong bonding interactions.

Another possible mechanism for the observed difference in transport is a potential

difference in the Al grain structure at the interface. The surface energy of oxygenated

diamond is different from that of H-treated diamond, as indicated by the differences

in water contact angle shown in Fig. 4-1. When metal is sputter deposited onto

a surface, the formation of the metal film could be influenced by the surface energy

mismatch of the metal and the deposition surface. If the Al film formed with dramati-

cally different grain structures at the Al-diamond interface depending on the diamond

surface termination, a difference in the available phonon states in the Al could have

resulted in the observed difference in interfacial heat transport.

4.4 Investigations of Al Grain Structure

In order to investigate the possible influence of Al grain structure on the heat trans-

port, several characterizations of the Al film were carried out. Figure 4-4 shows



scanning electron microscope (SEM) images of the surface of the Al film on H-treated

and oxygenated medium purity diamond.

Figure 4-4: SEM images of Al film on (a) H-treated medium purity diamond and (b)
oxygenated medium purity diamond.

The images do not indicate any clear difference between the Al films on the H-

treated and oxygenated samples. For both, the Al film has grains on the order of

100 nm, which is comparable to the film thickness. A further study of film roughness

was carried out using an atomic force microscope (AFM), as shown in Fig. 4-5. The

scanning area for the AFM measurement was 1 pam x 1 pm. The AFM results indicate

a roughness of approximately 20 nm on the surface of the Al film.

50nm

25nm
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Figure 4-5: AFM images of Al film on (a) H-treated medium purity diamond and (b)
oxygenated medium purity diamond. The scanning area was 1 pm x 1 Mm.

While surface analyses cannot definitively indicate the Al grain structure at the

100 nm



Al-diamond interface, they provide some useful insight. Since the thickness of the Al

film is a mere 80 nm, and the grain size is on the order of 100 nm, it is possible that

the surface of the film could be a reasonable indicator of the underlying film structure.

To image the grain structure at the Al-dimaond interface, focused-ion-beam (FIB)

microscopy was used as shown in Fig. 4-6

Figure 4-6: FIB microscopy images of Al film grain structure at the interface with
(a) H-treated medium purity diamond and (b) oxygenated medium purity diamond.
Darker region is diamond and lighter region is Al.

The FIB images reveal that the underlying grain structure of the Al on both

H-treated and oxygenated diamond samples is similar. Both have a thin region of

distinctly different structure near the interface that is approximately 15 percent of the

total film thickness. Beyond this initial thin layer, a distribution of large and small

grains is apparent, but no clear difference exists to distinguish the Al grain structure

based on the diamond surface termination.

In order to produce a factor of four difference in thermal interface conductance,

the microstructure of the Al film would need to be significantly different for oxy-

genated and H-treated samples. SEM, AFM and FIB microscopy all suggest that

the microstructure of the Al film is not a strong function of the diamond surface

termination. Consequently, differences in interfacial bond strength, rather than film

microstructure, likely resulted in the observed difference in thermal interface conduc-

tance between H-treated and oxygenated diamond samples.



4.5 Summary

We find that diamond surface chemistry has a significant impact on interfacial heat

transport at Al-diamond interfaces. Interfaces of Al with oxygenated diamond show

roughly four times higher conductance that interfaces of Al with H-treated diamond.

No prior experimental study of solid-solid thermal interface conductance has consid-

ered the influence of surface chemistry.

The mechanism for the difference in heat transport is not completely clear and

merits further experimental and theoretical investigations. SEM and AFM surface

imaging as well as FIB microscopy of the Al-diamond interface all showed no obvious

difference in the Al grain structure based on diamond surface treatment. Thus, it

seems probable that differences in interfacial bond strength produced the observed

difference. The possible effects of interfacial bonding are not captured in current

models of solid-solid thermal interface conductance in the case of strong bonding,

and could lead to further insight into the physics of interfacial heat transport. Fur-

thermore, we expect that the effects observed here are not limited to the Al-diamond

system. From a practical perspective, the results of this study suggest that surface

functionalization could provide a simple way to taylor thermal interface conductance.
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Chapter 5

Conclusion

5.1 Summary

We have presented two experimental studies of thermal interface conductance at solid-

solid interfaces conducted using pump and probe transient thermoreflectance (TTR)

techniques. Each study hints at complex interfacial scattering phenomena that are

not well captured by current theories of phonon transmissivity. We have also provided

an overview of the classical theory of thermal interface conductance, as well as the

TTR experimental method.

The first study considered interfaces of metal with highly ordered pyrolytic graphite

(HOPG). The diffuse mismatch model (DMM), only accounting for phonon velocities

in the cross-plane direction of graphite, tended to under predict the measured data,

which lead us to hypothesize that atomic-scale roughness at the interface may have al-

lowed for some degree of coupling to in-plane phonons in graphite. Due to graphite's

extreme anisotropy, evan a small amount of coupling to the high velocity in-plane

phonons of graphite causes a notable upward shift in the predicted conductance. We

also propose that the degree of atomic-scale roughness would depend on the type of

metal deposited and specifics of how the film formed. Using our measured results

for thermal interface conductance, we also calculated the transmissivity of phonons

at the interface as predicted by the DMM. The measured values of thermal interface

conductance were similar to previously reported values for metal-on-diamond, which



further supports the possibility of coupling to in-plane phonons. From a practical

perspective, the similarity between metal-graphite and metal-diamond thermal inter-

faces may suggest that the conductance between metal and the c-axis of multi-walled

carbon nanotubes (MWCNTs) could be similar to the conductance between metal

and the a-axis of MWCNTs. Consequently, the results of this study could provide

valuable input that would help to resolve problems with the unknown contact resis-

tance inherent in measurements of the thermal properties of MWCNTs and other

nanoscale carbon systems like graphene.

The second study considered interfaces of aluminum and single crystal diamond,

where the diamond samples had variations in surface termination. The measured

thermal interface conductance was found to be a strong function of the diamond

surface termination, with oxygenated hydrophilic samples showing a factor of four

higher conductance than hydrogen-treated hydrophobic samples. The mechanism for

this observed difference could originate from differences in chemical bonding at the in-

terface or from differences in the microstructure of the Al film. Aluminum bonds more

strongly to oxygen than to hydrogen, but similarly it is possible that the sputtered Al

film would form differently based on the mismatch in the surface energies created by

the different chemical terminations. The microstructure of the film was investigated

by scanning electron microscope (SEM) and atomic force microscope (AFM) surface

imaging as well as by focused-ion-beam (FIB) imaging of the Al-diamond interface,

and in all cases no obvious difference in the Al grain structure was observed based

on diamond surface termination. Thus, differences in interfacial bond strength likely

resulted in the observed difference in thermal interface conductance, but further the-

ory work is needed to confirm this phenomenon. A model to incorporate adhesion

energy into the acoustic mismatch model in the case of van dar Waals bonding at the

interface has been developed [19], but no such analytical model considers stronger

bonding interactions or extends the DMM. On the practical side, functionalizing di-

amond could provide a simple way to engineer thermal interface resistance.

Current models of thermal interface conductance largely fail to adequately explain

experimental measurements, making experimental investigations of thermal interface



conductance especially valuable for advancing the field. The studies presented here

suggest possible directions for future theory and experimental work.

5.2 Future Work

To further explore the influence of metal film microstructure on thermal interface

conductance, we plan to conduct an investigation in which the grain structure of the

film is specifically engineered. One simple way to engineer film grain structure is

through annealing. A single crystal wafer of an insulating material could be coated in

a metal that will not diffuse into the wafer at elevated temperatures. The wafer should

be insulating to eliminate uncertainties pertaining to electrons possibly contributing

to transport, and the wafer should be single crystal to avoid any restructuring of its

crystal structure upon annealing. The wafer could then be broken into sections and

each section could be subjected to a different degree of annealing treatment. The

thermal interface conductance of these samples measured through TTR techniques

should provide a clear picture of the influence of the metal grain structure on the

interfacial heat flow.

Further modeling work to advance current models of thermal interface conduc-

tance will also be considered in conjunction with carefully designed experiments that

isolate individual factors that might influence conductance. The influence of electrons,

both through electron-phonon coupling in the metal and through electron-phonon and

electron-electron coupling at the interface should be explored further, but isolating

their influence in a controlled experimental way could prove challenging.
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