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Abstract

The main objective of this thesis is to understand the daily cycle of the energy cou-
pling between the land and the atmosphere in response to a forcing of incoming
radiation at their common boundary, the land surface. This is of fundamental im-
portance as that the initial/boundary conditions of the land-surface state variables
(e.g. soil moisture, soil temperature) exert strong control at various temporal scales
on hydrologic, climatic and weather related processes. Hence diagnosing these state
variables is crucial for extreme hydrological forecasting (flood/drought), agronomic
crop management as well as weather and climatic forecasts.

Consequently in this thesis, the daily behavior of a simple land-atmosphere model
is examined. A conceptual and linearized land-atmosphere model is first introduced
and its response to a daily input of incoming radiation at the land surface is inves-
tigated. The solution of the different state and fluxes in the Atmospheric Boundary
Layer (ABL) and in the soil are expressed as temporal Fourier series with vertically
dependent coefficients. These coefficients highlight the impact of both the surface pa-
rameters and the frequency of the radiation on the heat propagation in the ABL and
in the soil. The simplified model is shown to compare well with field measurements
thus accounting for the main emergent behaviors of the system.

The first chapter of the thesis describes the theoretical background of the equations
governing the evolution of temperature and humidity in the ABL and in the soil.

In the second chapter, the pioneering work of Lettau (1951), which inspired our
approach is summarized. In his work Lettau studied the response of a simplified
linearized land-atmosphere model to a sinusoidal net radiation forcing at the land
surface.

The third chapter of the thesis describes the SUDMED project, which took place
in Morocco in 2003. During this project a wheat field was fully instrumented with
continuous measurements of soil moisture, radiative fluxes, turbulent heat fluxes and
soil heat flux. This site will be taken as a reference for model comparison.

The fourth chapter of the thesis presents the three studies with distinctive goals.
In these studies our linearized land-atmosphere model is first introduced. Then the
propagation of the land-surface diurnal heating is presented and the model is com-



pared to observations from the SUDMED project. Finally the repercussion of a
land-surface energy budget error noise is investigated.

Finally in the last chapter of the thesis we discuss possible evolution and im-
provements of the analytical coupled model presented in this thesis. In particular,
it is emphasized that the non-linearity of the the boundary-layer height is of great
importance for the predictability of the ABL state.

Thesis Supervisor: Dara Entekhabi
Title: Bacardi and Stockholm Water Foundation
Professor of Civil and Environmental Engineering
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Introduction

The atmosphere and the land are two complex systems that interact through the
exchange of water, energy and carbon dioxide at their common interface. Histori-
cally, meteorologists have considered the atmosphere as their control volume, where
the primary forcing comes from the land surface. Conversely, hydrologists have stud-
ied the responses of soil, vegetation, and surface water to atmospheric forcing. The
"outputs" of one community were considered as the "inputs" of the other. Yet the
land and atmosphere are coupled and together form a higher-order system, in which
interactions and feedbacks modulate the variability of the weather and climate. Like
many other non-linear coupled systems, the land-atmosphere system exhibits emer-
gent behaviors that are different from the behavior of its constitutive systems taken
alone. These emergent behaviors can be either simple or more complex (e.g. chaotic),
thus introducing new spatial and time scales to the dynamics. A relatively simple
periodic forcing (solar radiation) is translated to variability covering a wide range of
scales from planetary and interdecadal to turbulence dissipation scales (centimeters
and seconds).

Meteorological predictions require accurate representation of these feedback mech-
anisms. However, much remains to be understood about the role of solar radiation
as the driving source for the dynamics and physics of the soil-atmosphere continuum.
Few theoretical studies have been dedicated to the understanding of the effect of solar
radiation forcing on the coupled land-atmosphere system. Specifically, a strong em-
phasis should be placed on the understanding of the diurnal cycle of heat fluxes and
temperatures at the land surface. Virtually all major near-surface processes, such

as phase changes of water, photosynthetic activity, and thermal mixing, receive their
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primary forcing from the diurnal solar radiation cycle. Better comprehension of this
diurnal cycle will guide the improvement of land-surface models for meteorological
forecasting and the design of observing systems, which in turn will improve weather

and climatic forecasts.

In this context, the goal of this PhD thesis is to introduce a tractable analytic
model to investigate the harmonic response of the coupled land-atmosphere system to
daily forcing of solar radiation at the land-surface. This analytical modeling captures
the important aspects of the coupled system dynamics to directly reveal the main
sources and consequences of the interactions without the use of complex numerical
models. Moreover the problem is solved in the temporal frequency domain thus
emphasizing the attenuation or increase (in amplitude) of high- versus low-frequency
forcing in the system as well as the lag-lead of the system response through the
study of the phase. This gives a new point of view on land-surface modeling through
the strong frequency constrains imposed by the coupling between the soil and the

Atmospheric Boundary Layer (ABL) .

In this thesis work, both deterministic and stochastic approaches are adopted.
The objective of the deterministic approach is to analyze the propagation of heat flux
and temperature waves induced by solar forcing at the land surface into the soil-ABL
continuum. We especially focus on investigating the amplitude and phase of heat
fluxes and temperatures, and highlight their dependence on land-surface parameters.
In particular, this study can be used for the design of sampling schemes for satellites
observing the land-surface temperature.

Finally, a stochastic approach is introduced to assess the repercussion of variability
in the surface heat budget at the land surface. This study underscores the impor-
tance of accurate radiation modeling or measurement as the error strongly impacts
the soil-ABL media, therefore reducing the predictability of meteorological forecasts.
Moreover this study shows that the synergy of microwave brightness temperature and
air temperature at screen level is optimal to reduce the influence of incoming radiation
noise on the land-surface assimilation scheme, as well as to better estimate the land-

surface state (e.g. soil moisture). In addition we demonstrate that the assimilation
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of screen-level specific humidity is not reliable in order to determine the land-surface

state.
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Chapter 1

Governing equations of state

The land surface couples the exchange of energy and water through the energy par-
titioning. The land surface receives the energy from the sun and atmosphere in the
form of respectively a shortwave S| and longwave L radiation. This energy received
is dissipated by the surface through different processes: i) radiative dissipation L;
in the longwave, because the surface acts as a grey body, which temperature and
emissivity define the emitted radiation to the surrounding atmosphere. ii) Ground
heat flux Gy, which diffuses part of the received energy into the soil. iii) Sensible heat
flux H, which corresponds to the conductance of energy in the atmosphere through
mechanical turbulence. This flux is due to land surface-air temperature differences.
iv) Latent heat flux AE, which corresponds to the evaporation of soil moisture in
the atmosphere induced by turbulence and humidity gradients between the land sur-
face and the surrounding air. Another dissipation of incoming radiation can occur in
the form of thermal accumulation in the vegetation layer, yet this effect is assumed
negligible in this study because the vegetation heat capacity considered is low.

Such energy partitioning at the land surface indicates that soil moisture and tem-
perature are strongly coupled because the former controls the release of surface energy
in the form of latent or ground heat flux, through the modification of the soil heat
capacity which depends on the soil water content. This shows that soil moisture has
a control on soil temperature because this latter results from land-surface equilibrium

between the heat fluxes. Yet the change in soil temperature also controls the differ-
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ent land-surface heat fluxes and in particular latent heat flux, consequently impacting
soil moisture over the longer run. This behavior proves that soil moisture and tem-
perature are two strongly coupled variables and that this coupling is fundamental to
better predict the soil and atmospheric states.

In the rest of the study the horizontal variation of the state and fluxes are as-
sumed to be negligible when compared to their vertical variations. Hence all partial

differential equations will omit the addition of horizontal divergence.

1.1 Soil

1.1.1 Water movement

The movement of water in the unsaturated surface layer of the soil is usually described

by the Richards’ equation (1931) [27], which is a non-linear differential equation:

%_1: - % [K(w) (g—f + 1)] (1.1)

where: w is the soil moisture content [m* m=3]
z is the depth [m)]

K is the hydraulic conductivity [m s7!]

% is the matric head [m]

In this thesis the soil water movement is assumed to be negligible as we are
working at the daily timescale and in non rainy conditions. In these conditions
the movement of water in the soil can be assumed to be negligible in particular
when compared to other processes. This has important repercussions since the only
control of soil moisture on the energy partitioning will be through the modification
of evapotranspiration (evaporation plus transpiration), the daily changes in the soil
heat capacity are assumed negligible. However because of the energy coupling at the
land surface, the modification of the latent heat flux will induce changes in all other

components of the land-surface energy balance. Moreover this approximation will
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strongly simplify the problem since the Richard’s equation is strongly non-linear and

would have posed many issues during the linearization of the system.

1.1.2 Temperature evolution

In the soil, the temporal evolution of the temperature is described by a simple diffu-
sion equation, where the soil heat flux is given by Fourier’s law, which coefficient is

dependent on the local soil temperature and moisture.

oT,
0z

G(z,t) = kyp (1.2)

where G is the soil heat flux [W m~2]

kr is the soil thermal conductivity [W K™ m™?]

T, is the soil temperature [K]

Then the conservation of soil heat leads to the following diffusion equation introduced

by De Vries (1958) [7]:

aT, 0G
G = 5, (1.3)
where c; is the soil heat capacity [J m™ K™].

Throughout the rest of our study the soil heat capacity and thermal conductivity
will be assumed to be constant and uniform throughout the soil profile. This rep-
resents one of the major assumptions of our work, yet it can be partly justified by
several arguments. First of all since we are only interested in the daily variations
of the soil and atmospheric coupling, the influence of the evolution of soil moisture
in this diffusion equation can be neglected. Second, as will be emphasized in this
thesis the diurnal solar heating only influences a very shallow layer of the soil of a
few centimeters, in which soil moisture can reasonably be assumed to be uniform.
However the temperature dependency of the upper soil heat capacity and thermal

conductivity will be neglected for the sake of simplicity and to allow for analytical

solutions.
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1.2 The Atmospheric Boundary Layer (ABL)

The atmosphere can be decomposed in five main regions: i) the atmospheric bound-
ary layer, which will be described with further detail in this section. This layer is
located in the vicinity of the Earth’s surface and is mostly dominated by turbulent
motion. Moreover as will be shown in forthcoming sections, the ABL structure is
controlled by the daily course of the energy fluxes at the land surface. The ABL is
the usually defined as the region of the atmosphere influenced by hourly changes of
the land-surface heat fluxes. Its height is of the order of one km but depends on the
latitude, meteorological conditions and land-surface radiation. ii) The troposphere,
which includes the ABL, has a height of about 8 to 15 km depending on the latitude
and season. Above the ABL the air temperature gradient is negative and of the order
of 6.4 K km~'. The tropospheric layer concentrates most of the meteorological phe-
nomena, it is therefore in this layer that the water cycle is mostly located, leading to
an important water quantity. iii) Above the troposphere, the stratosphere possesses a
positive temperature gradient, which is due to the presence of ozone. This region has
a height of about 12 to 50 km depending on the latitude and is the place of negligible
turbulence. iv) On top of the stratosphere and below 80 km, the mesosphere possesses
negative air temperature gradients. It is a transition region between the Earth and
the space. v) Finally, farthest away from the surface the thermosphere has a height
of about 500 km, in which the air composition is not uniform since the air blending

is insufficient to maintain the distribution of the mixing as in the inferior layers.

The atmospheric boundary layer is consequently the region of the atmosphere re-
sponding to the daily turbulent heat exchange with the land surface. This turbulence
is generated by either wind drag (forced convection) or surface air instability induced
by solar heating of the surface (free convection). It is most often a combination of
both. The atmospheric boundary layer height is highly varying, with values from 10
m in the case of strongly stabilized nighttime turbulence to several kilometers, for
highly unstable turbulent motions during daylight hours. During daytime, the layer

is usually characterized by an important vertical structure with three main subre-
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gions, since in response to solar heating of the surface, the surface is warmer than the
overlying air. i) The surface layer has a height of about one tenth of the total height,
where the scalar (temperature, specific humidity) vertical gradients are strong and
the changes in turbulent fluxes are small. ii) Above the surface layer, the convective
layer, which is a place of intense turbulent motions, tends to mix scalar values, leading
to relatively uniform scalar gradients. iii) The entrainment zone, which separates the
boundary layer from the free troposphere, possesses a much smaller turbulent activity

(see Figure 1-4).

1.2.1 Thermodynamics
Ideal gas law

To better comprehend the diurnal evolution of the ABL it is interesting to return
to the basic definition of thermodynamics in a moist fluid. Indeed the region of
validity of the hypotheses used in the ABL are often overlooked but are fundamental
to comprehend the motion and evolution of a moist fluid parcel within the ABL.

First, the ideal gas law gives:

pa = RT (1.4)

Where: p is the fluid pressure [Pa]

« = 1/p is the specific volume [m? kg] defined as the ratio between the parcel volume
V and its mass M.

p is the fluid density in [kg m?]

R is the gas constant in [J kg™! K™!]

T is the temperature of the air parcel [K]

First law of thermodynamics

In a fluid the internal energy conservation (1st law of thermodynamics) can be rewrit-

ten (per unit mass):

du = dq + dw = dq — pda (1.5)
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where u is the internal energy per unit mass, ¢ is the enthalpy per unit mass and dq
represents the variation of this quantity.

dw is the infinitesimal work on the parcel. If one introduces the specific heat at

du

constant volume C, = (ﬁ)w so that equation (1.5) can be rewritten as:

8q = C,dT + pda (1.6)

Or another convenient form for meteorologists is obtained with the introduction of
the specific heat at constant pressure: C, = (%)p = C, + R, equation (1.5) can be
rewritten as:

dq = CpdT — adp (1.7)

Thus several types of processes can be defined:

a) Isobaric process: dp =0

dq = CpdT (1.8)
b) Isothermal process: dT =0
0q = —adp = dw (1.9)
c¢) Adiabatic process: dq = 0
CpdT = adp (1.10)

Many of the temperature changes in the atmosphere can be approximated as
adiabatic. In the case of a fluid (even moist) the equation of state can be reformulated
using the ideal gas law: C,dT" = RT %. Therefore we can introduce the (virtual)
potential temperature 6 (,) in a dry (moist) atmosphere. The potential temperature
is defined as the temperature that the parcel would obtain if brought adiabatically to

a standard reference pressure Py, usually taken as 1000 mb:

0 =T (Py/P)" (1.11)
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where: T is the temperature of the air parcel [K], R is the gas constant of dry air.

In the case of a moist fluid the virtual potential temperature is used instead of poten-
tial temperature and shares the same definition except that temperature is replaced
by virtual temperature T,. The virtual temperature T, takes into account the hu-
midity of the gas using the mixing ratio w (or specific humidity ¢) of the fluid parcel,
through Rye; = Rary (1 + €w), and with € = Rgpy/Ryater = 0.622 and w being the

mixing ratio (mass of water vapor per unit mass of dry air). T, is given by:

1 1-—
T, = 7L/ zT<1+ ew) (1.12)
14w €
¢p is the specific heat capacity at constant pressure [J kg™' K]
0 (resp. 6,) is a conserved quantity in an adiabatic process of a dry (resp. wet)

atmosphere.

Second law of thermodynamics

The entropy, which is a state variable of the fluid, can be introduced through the
second law of thermodynamics and related to the heat added to the fluid (per unit

mass):
_da

ds T

(1.13)

The entropy of the dry (resp. moist) gas can be related to the (resp. virtual) potential

temperature of the fluid, using equation (1.10) in conjonction with (1.11):
s = C,In(#) + cst (1.14)

Therefore adiabatic processes in the atmosphere are also isentropic.

In the rest of our study, the cases of ABL with condensation of water vapor will

be avoided so that pseudoadiabatic processes will not be studied further.
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Stability criteria

Virtual potential temperature has a second advantage: it can serve as an indicator of

the stability /instability of the air.

In an atmosphere in hydrostatic equilibrium, vertical pressure gradient forces is

in equilibrium with gravitational forces so that:

10p
_ 1
59: 9 (1.15)

For an air parcel undergoing an adiabatic process:

=R~ (1.16)

where (), is specific heat and R is perfect gas constant of the dry air, virtual temper-
ature is introduced in the equation to take into account water vapor content. Thus

for an ascending or descending motion of the air parcel:

dT, RT,dp
=2 1.1
dz  Cp, pdz (1.17)

But a fluid parcel pressure has to instantaneously adjust with the pressure of the

surrounding air so that:
dp _ Op /
g - 1.18
o5, = P (1.18)
Where p' is the ambiant air density: p' = p/RT! and T’ is ambient virtual tempera-
ture.

If we combine this equation we obtain (as T,/T) ~ 1):

dT,, g
= T~ 0.98K/100 1.19
& G, /100m (1.19)

I" is the adiabatic lapse rate for moist (but unsaturated) air, which is identical to the
dry adiabatic lapse rate except that the virtual temperature is considered instead of

the actual air temperature.
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If one considers a parcel of air, the buoyant force acting in this parcel is:

B=g =g (1.20)

because the parcel pressure equals the environment pressure. Therefore when the
parcel is warmer (in the meaning of virtual temperature i.e. taking into account the
effect of water vapor) than the surrounding air, it will tend to rise and inversely it

will sink when it is colder than the surrounding air.

Now assume that the ambient lapse rate is defined as:

3 oT),
0z

=7 (1.21)

When a parcel with initial temperature T, rises adiabatically by a distance Az, its
virtual temperature will decrease and become T, — 'Az. Consequently the air is
unstable if ¥ > T' (increased velocity) the air is stable if v < I' (restoring force)
and neutral for the special case v = I' (no buoyancy). This stability criteria can be
rewritten in terms of the virtual potential temperature, indeed d7T,/T, = db,/6, +
(R/C,)dp/p, so that:

106, 100, R109p 1

_ 1o alop 1 . 22
0. T,0: C,Co: 1,07 (1.22)

Thus the virtual potential temperature can be used to determine the stability of the
atmosphere. In the case of a dry atmosphere, one would use the potential temperature
in lieu the virtual potential temperature. The stability criteria can be summarized

as:

e Subadiabatic
a0,

0
0z >
e Adiabatic
0o,
0z 0
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e Superadiabtic
00,

6z<0

Very often meteorologists use the term stable for subadiabatic, neutral for adiabatic,
and unstable for superadiabatic. In most cases the terms can be confounded yet there
are a few situations where it does not hold. For instance the air can be adiabatic
(no virtual potential temperature gradients) but unstable as is observed in the case
of the mixed layer of the ABL. This paradox can be avoided if one also looks at the
lapse rate of the air immediately below or above the adiabatic layer. If the lower
air is superadiabatic, both the superadiabatic layer and the adiabatic upper layer are
statistically unstable. The terms stable/neutral/unstable reflects an integrated view

of the ABL even though locally the fluid can be sub/superadiabatic.

1.2.2 Daily evolution

The diurnal course of a typical ABL growth is depicted on Figure 1-1 taken from Stull
(1988) [31]. The understanding of the daily cycle of the ABL is of great importance
to better comprehend the coupling of the soil and the atmosphere throughout the
day. Here our study focuses on fair weather conditions with no snow cover and weak
advection.

The turbulent mixing in the ABL is performed by eddies of different sizes, ranging
from a few millimeters to large thermals with a size of the order of the ABL height.
After sunrise, the sun warms the land surface leading to an increase of the land-surface
temperature and of the one in its vicinity. Since the air at the surface is warmer and
thus lighter than the air above it, the air becomes unstable thus generating intense
turbulence, which tends to mix the near-surface layer with the air above. Indeed
the surface warming triggers a convective motion (vertical mechanical motion of air),
which is accompanied by a descending motion of an overlying, colder, air volume.
There is consequently a conversion of potential energy into kinetic energy. The con-
vective process is associated with positive sensible heat flux and evapotranspiration.

This convective process leads to the formation of a convective boundary layer, also
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called mixed layer, in which scalars, such as momentum, potential temperature and
specific humidity, are well mixed. This adiabatic layer is however in a constant unsta-
bly state with frequent updrafts of lighter, warmer, air from below and accompanied
by downdrafts of colder, heavier, air from above. Near the soil there remains a layer
with strong scalar gradients and relative small changes in momentum and heat fluxes:

the surface layer.

Then before sunset, solar heating remains insufficient to keep the land temperature
warmer than the overlying air leading to the stabilization of the air near the surface,
accompanied by negative sensible heat flux. This stabilization effect will destroy the
mixed layer that will collapse almost instantaneously since it is not anymore fed by
the instability at the land surface. The surface stabilization creates a stable ABL in
which turbulence is intermittent and acting at much smaller spatial scales than during
daylight hours. The ABL over land is distinguished from that over the ocean through
its large diurnal amplitude. Over oceans the ABL is nearly constant and uniform at
around 500m because there is only small variations in the sea-surface temperature.
The large diurnal amplitude of land-surface temperature leads to the large diurnal
range of the ABL over land (of the oreder of 10m to up to 2 km). The lower part of
this stable layer is still characterized by strong scalar gradients and remains named
surface layer. Above the stable ABL, there remains a residual layer, mark of the
preexisting convective boundary layer, with relative uniform scalar repartition. This

adiabatic layer is statistically neutral.

The corresponding profiles of virtual potential temperature, i.e. an indicator of
buoyancy, are shown on Figure 1-2. The different structure of the ABL throughout
the day is easily described and corresponding to the sounding times of Figure 1-1.
Moreover the typical diurnal shape of a well-mixed boundary layer is described on
Figure 1-3. It is clear on this figure that most variables are almost uniform throughout
the ABL. It is also interesting to note that there can be a gradient of scalars at the

land surface, which corresponds to the surface layer.
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1.2.3 ABL dynamics equations
Mass conservation

In the atmospheric boundary layer the fluid can be considered as incompressible:

o,

- 1.2
o, =" (1.23)

Where Uj is the velocity component in the j™ cartesian direction in [m s!].

Conservation of momentum

Since the air in the ABL acts as an incompressible Newtonian fluid, to a close ap-
proximation the velocity components in the referential perpendicular to gravity can
be written:

oU; 52U,

—(51'39 — 2€iijjUk + V5 (124)

oU;
+U o2

o Ve,
where: (2; is the Earth’s angular velocity vector in [rad s™! ] and the product term is

the Coriolis acceleration, v is the molecular diffusion in [m2s™]

Conservation of moisture

The conservation of water vapor ¢ reads:

0 0 S, F 0?
Dy 2 2y, 0

= — 1.25
ot ox;  p  p Ox3 (1.25)

The conservation of water in liquid form q;, reads:

0 0 S, E
U P A (1.26)
ot Ox; P P

Where: v, is the molecular diffusivity for water vapor in the air in [m? s~!].

S, is a net moisture source/sink term, per unit volume and unit time.

E is the mass of water vapor per unit volume and unit time induced by phase change.

Molecular diffusion is assumed to be negligible on the liquid phase.
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Conservation of enthalpy

The first law of thermodynamics reads:

00 09  10Q, LE 0%
T — -— 1.2
ot "Vite, = o0, m;, o0, T V02 (1.27)

where: vy is the thermal diffusivity in [m? s™!]

L, is the latent heat associated with phase change.

@, is the component of net radiation in the j** direction.

C, is the specific heat for moist air, which can be rewritten as: C;, = Cpary (1 + 0.859).
Typical ABL values of specific humidity can play an important role on specific heat

and therefore on potential temperature values.

1.2.4 Mean ABL dynamics equations

Any turbulent variable X can be decomposed as a Reynolds sum with its mean value
X and the turbulent fluctuation around this mean X’ as X = X 4+ X', with X’ = 0.
Moreover because the typical values of the Reynolds number in the ABL are very
large, of the order of 105 — 107, viscosity forces will be negligible compared to other
forces in this layer, except in the vicinity of the surface (of the order of a few cm) where
diffusion remains an essential process. The dynamics equation can consequently be

rewritten for the mean state.

Boussinesq approximation

When the fluid is turbulent and when we consider the fluid density p = p + p/, the
variations of the air density p’ can be neglected in the inertia term but should be
retained in the buoyancy term of the momentum equation. Finally, in practice in the
turbulent equations of the fluid, p can be replaced by p except in the buoyancy term
where it should be taken into account and all occurrences of g should be replaced by

g — 0 /0,g. (See Stull (1988) [31] p84 for a reference).
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Mass conservation
The mean flow can be considered as incompressible:

om;
—2 =0 1.28
s (1.28)
Conservation of momentum

The Navier-Stokes equation for the mean flow becomes:

; . — U, 0 (uu))
—— = =039 — 26U L 1.29
ox; 39 = L€igksdi Uk TV ox? z; (1.29)

ou; — aUu
5 T Ui

The last term appearing in this equation is the Reynolds stress, or the effect of

turbulence on the mean flow.

Conservation of moisture

The conservation of mean water vapor g reads:

0 — dg S, E o7 0(qdu)
it TR e Sl T — 1 1.30
ot en, T T e T o, (1.30)
The conservation of water in liquid form ¢; reads:
0, ;0 Su B 0(dpu)
2 R s 7 VA | A J 1.31
o "o, "5 5 o (1.31)
Conservation of enthalpy
The first law of thermodynamics reads:
00 — 00 1 0Q. L,E 0% 0 (0),
00 g, 20 199, LE, 0% 0(0) (132)
ot Ox; pC, 0z;  pC, Ox? ox;

Very similar equations hold for the first-order perturbations X’ as a function of the
second-order perturbations X”...., and X™ to XtV . In fact it is fundamental to

see that a closure is required at some order n in order to entirely solve these equa-
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tions. One such approach is to relate the (short-term) turbulent fluctuation fluxes to
the (long-term) mean values. Therefore the fluxes are parameterized as a function of
the mean flow variables. There could be several possible approaches such as an eddy
diffusivity approach (in which the scalar flux is parameterized as a diffusion with
non-constant non-uniform diffusion term: w'd = K.(z,t)5¢) or a counter-gradient
approach as will be described later.

In most simple ABL models these parameterizations are deterministic but could also
be stochastic. Some believe that deterministic parameterization cannot realistically
represent reality and that probabilistic formulations are necessary. Indeed when a
process is non-linear, such as turbulence in the atmosphere, there is no spectral sep-
aration in the energy spectrum that could thus justify the use of large (spatial or
temporal) versus small scale. Instead one observes a continuous cascade of energy
with a given spectral slope, so that the projection on some basis (be it a grid or a
spectral basis) cannot solve the entire energy spectrum, and part of this spectrum
has to be missing. To account for this energy cascade some authors have introduced
a stochastic parameterization, corresponding to the inherent uncertainty associated
with the truncation/bulk parameterization One such example is the fundamental work
of Selten (1995) [30]. Selten used the Lorenz 63 equations [23| projected on an EOF
(Empirical Orthogonal Functions) basis: the two first component of the variance ac-
count for 95% of the total variance. Yet if we remove one dimension (third one for
instance) and replace it by a deterministic parameterization as a function of the two
first components, the chaos disappears as well as the continuous energy spectrum.
Instead of the deterministic formula, Selten then introduced a stochastic parameteri-
zation. If the corresponding noise is strong enough (red enough) the Lorenz attractor
reappears and the flow is again (pseudo-) chaotic! In fact this stochastic parameteri-
zation can be thought as the large scale flow (two first dimensions) coupled with the
small scale flow (third dimension). This inherent stochastic behavior could explain
why similarity theories, such as Monin-Obukhov’s, are never extremely accurate and

are prone to strong scattering around the mean curve.
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1.2.5 André et al. 1978

The summary of the fundamental work of André et al. (1978) [3] gives very important
insights on the 24-hour evolution of the ABL. In this study the authors investigated
the evolution of the 24h ABL as well as the main factors influencing its evolution and
aspect. In particular the authors give critical insight on the ABL structure, which
has received little attention afterward, whereas this is of crucial importance to un-
derstand the development and collapse of the daily ABL.

The authors used a Large Eddy Simulation (LES), which is closed using a parame-
terization of the molecular dissipation. The equations are recalled here after.

- Zero-order equations (horizontally homogeneous and no advection):

o0 ow'e
5% ="5 "R (1.33)

Where R is the coling rate due to the divergence 9F/9z of the mean longwave radia-
tive flux F = F'; — F|. André et al. used the formulation of Sasamori (1972) [29] to
express the divergence of the vertical structure of the ABL:

- —dd + | g

oF [ 0A(z,2') 0B T 9A(z,2') OB DA(z, o)
/0 0z 0 . 9> 02 —p, Blar)  (1.39)

Where B(z) is the blackbody emission at the mean temperature T(z) at altitude z
and A(z,2) is the total absorptivity of water vapor between altitudes z and 2’. The
diurnal evolution of potential temperature is shown on Figure 1-5. The formation
of the convective, well-mixed, boundary layer is clear before noon, when sensible
heat flux is positive. It is accompanied by an increase in the ABL height, directly
influenced by the input of sensible heat at the bottom of the ABL. The corresponding
sensible heat is shown on Figure 1-8 and linearly decreases in most of the surface and
convective layer. Near the top of the ABL the sensible heat flux vanishes quickly while
the potential temperature profile tends to the free troposphere lapse rate. Sensible
heat flux is maximum at the surface since this latter is the main source of heat for

the system. The free troposphere also constitutes a source of heat for the system

32



because of the entering hotter air from the overlying free troposphere (as the lapse
rate of potential temperature is positive in the free troposphere).

The nocturnal evolution of potential temperature in Figure 1-6 highlights the rapid
collapse of the convective boundary layer, which is replaced by a stable layer capped

by a residual layer.

The evolution of specific humidity is driven by the following equation:

8_(7 _ _8W
ot 0z

(1.35)

The diurnal evolution of specific humidity is displayed on Figure 1-7. Again the
convective ABL is clearly visible after 11AM. Moreover the top of the well-mixed
humidity region tends to extend slightly lower than the region of well mixed potential
temperature. This comment has some importance for the formation of clouds within
the ABL: because of the negative slope of the specific humidity lapse rate in the
free-atmosphere, the propagation of the region of well-mixed humidity is rendered
more difficult than that of potential temperature and leads to an inflexion point
at the connection between this region and the free troposphere. ABL clouds thus
tends to form below the top of the ABL (when defined using potential temperature)
corresponding to observations. Therefore the expression cloud-topped ABL is usually
misleading since the top of the ABL will be located above the ABL cloud formation
level.

The diurnal evolution of the latent heat profile is described on Figure 1-9. It should
be noted that latent heat tends to vary linearly in the ABL like sensible heat flux.
Even though the surface is an important source of moisture for the ABL the entrance
of much drier air from the overlying free troposphere will create a strong latent heat
near the top of the ABL. Thus the behavior is much different from the sensible heat
case, where the free troposphere constituted a source of sensible heat entering the
ABL top, whereas for humidity the free troposphere constitutes a sink of latent heat

for the ABL. Moreover as the mean wind components are horizontally uniform the
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mean equation of continuity reads:

ow

5—0

The vertical sensible heat flux equation can be written:

oT  wG  — 0 — _om\ 1 O
- _ _ hd 7 it N Vit
9> 5 (v 5. Tl 5:) PRy

The variance of potential temperature can be rewritten:

00

- 27.1)/9/5; — €gp — €ER

5672 _ _3w’0’2
0z 0z

(1.36)

(1.37)

(1.38)

with €gp and € being the molecular and radiative destruction rates of potential tem-

perature variance 6'2.

Notice that equation (1.37) can be rewritten using the continuity of mean wind speed:

ow'e’ ow"g
0z 0z
N——
Turbulent flux of sensible heat flux
—00
_wIZ*
0z
N——
Eddydiffusivity of sensible heat flux
— 1 _op
+agp? - —gP
po 0z

Pressure covariance

Similarly for the flux/covariances of specific humidity:

ow'q _ ow?q
9z 0z

Turbulent flux of latent heat flux

_on1

0z
Eddydiffusivity of latent heat flux
— 1 op
+aglg ——¢ >
po- Oz
N———

Pressure covariance
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g ow'q? _—-0q
5 = o, 2w'q 5, Cw (1.41)

On the basis of dimensional arguments, the dissipative terms are parameterized
as: egg = cpee 072, €,y = coce™'q%, with ¢ = 2.5 and € = ¢;({)e 3/?/L.
Moreover the pressure covariance terms is modeled by a return-to-isotropy as

suggested by Rotta’s (1951) [28]:

1 _op -

—%9’8—2 = cge€ W' — c7 Py (1.42)
1 op -

—p—(J’a—i = cge€ W'q’ — c7P.q (1.43)
0

With ¢g = 4.85, (1 — ¢7)/cg = 0.125, P,p = agh? — W‘Z—f = agh? and P,y = agfy.

The radiative destruction rate eg has to be included to account for the nocturnal
behavior of the ABL. Following Townsend (1958) [33]: ez = 3072, with 3 = 0.17 in
[s7!]. With these equations the production/destruction terms as well as the evolution

of the ABL can be studied throughout the day.

Figure 1-10 displays the daytime budget of the production of variance of virtual
potential temperature. Clearly, radiation is negligible in the adiabatic layer (and thus
negligible when there is little potential temperature gradients) but is important near
the top of the ABL and at the surface.

Finally the main results of the authors can be summarized as:

- "The convective development of the ABL is characterized by large buoyant produc-
tion of turbulence near the ground and as this turbulence is transferred upward it
leads to a strong mixing of potential temperature, momentum and humidity (mixed
layer) [...] an accurate simulation of such a phenomenon requires a sophisticated
treatment of turbulence (e.g. Hanna 1977 [17])".

During daytime:

- The divergence of radiative flux in the adiabatic layer (or mixed layer, during day-

time) is negligible as compared to that of turbulent heat flux, that is why the turbulent
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heat flux w'¢’ is a linear function of elevation in this region.

- Humidity tends to be well mixed in the adiabatic layer but one can notice that there
is a small but persistent decrease with altitude.

- During daytime, the effect of radiative transfer is small compared to that of turbu-
lence.

At night:

- "The development of the nocturn;al inversion is driven by both radiative transfer
and turbulence. [...] both must be taken into account |...]"

- The radiative destruction rate eg must be included for a good description of the
nocturnal evolution of the ABL.

- The temperature budget shows that radiative effects are much more important
than turbulent transport except close to the ground. The divergence of the longwave
radiative flux is determined by the interplay between thermal stratification and hu-
midity distribution. The radiative cooling decreases rapidly with height in the lower
layers. Above this region and below the top of the ABL the near constancy of ra-
diative cooling is due to a competitive effect of decreasing temperature and humidity
with height. At the inversion level, the strong temperature jump explains the radia-
tive cooling minimum. "This preponderance of radiative tranfer over turbulence also
characterizes the study of Yamada and Mellor (1975) [35] and casts serious doubts
on studies where this effect is neglected."

- Radiative transfer and mesoscale pressure gradient are much more important than
turbulence in driving the nocturnal ABL evolution, which is particularly true in most
of the stable layer where turbulent transfer is negligible.

- The radiative term can be neglected in the equation for sensible heat flux conserva-
tion w/@’. This is of importance since we can have an equation with radiative transfer
in the potential temperature equations but it can be neglected in the sensible heat

flux equation.
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1.3 Coupling

Throughout the day there is strong coupling between the land and the atmosphere.
Indeed the land surface serves as a boundary condition for the atmospheric boundary
layer because the atmospheric state is conditioned by the temporal evolution of the
land fluxes of momentum, heat and scalars. In land-atmopshere studies, this bound-
ary condition is usually considered as a flux condition, or a Neumann condition for
the ABL. The air scalar gradients near the land surface are high and the sources
of heat and moisture are usually variably distributed at the surface because of the
natural heterogeneity of natural vegetated surfaces. These strong gradients, whose
boundaries are not well-defined lead to difficulties in the representation as a Dirichlet
problem. In contrast, turbulent heat fluxes are only slightly varying in the surface
layer overlying the vegetation, leading to a simplified representation as a Neumann

problem.

Conversely the land state is conditioned by the atmospheric state as the thermody-
namic equilibrium of the land surface temperature is closely related to the dissipation
of heat at the surface through the release of sensible and latent heat as well as through
radiation. This boundary condition can be thought as a mixed boundary condition

where both the fluxes and state have to be combined.

Physically it is easy to appreciate how the two media are related: if the incom-
ing radiation at the land surface increases there is a consequential increase of the
land-surface temperature in order to dissipate the added energy through the release
of heat by radiation, sensible and latent heat. There is consequently an increase of
the surface temperature gradients between the land and the air, thus introducing a
change in the aerodynamic resistance of the overlying air for dissipation. The sensible
and latent heat fluxes at the surface thus increase leading to the rise of the potential
temperature and scalar concentration in the ABL. Moreover through the release of
heat at the surface the land-surface temperature decreases, thus leading to reduced
gradients between the land-surface and air temperatures. This again changes the air

resistance to temperature increase and scalar dissipation and both sensible and latent
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heat fluxes are decreased. This process will go on until the system reaches a quasi-
steady state (in terms of the mean values). In fact this corresponds to the turbulence
convergence (or Monin-Obukhov length convergence).

This simple example shows how complex the coupling between the land and the at-
mosphere can be, as well as the many feedbacks, be they positive or negative, that
can occur at very different time scales in response to a simple forcing.

Better understanding of the coupling between the land and the overlying atmosphere
is required to improve weather and climatic forecasts as well as hydrological predic-
tion. Indeed the atmosphere is a complex non-linear system, thus poor specification of
its boundary and initial conditions leads to incorrect state estimate and thus incorrect
prediction. As the land and the atmosphere are strongly coupled, full understanding
of the diurnal surface energy partitioning cannot be thought after without the land
coupling. Therefore the land and atmosphere systems have to be considered as one
single system.

Finally there have been few studies focusing on the understanding of the daily cou-
pling of the two media and of the frequency response of the coupled system to a daily
forcing of incoming radiation. Yet the understanding of the coupling at the daily
timescale is fundamental to improve the predictability of the atmospheric and soil
state. One of the main theoretical work describing the coupling at the daily timescale

is the pioneering work of Lettau (1951) [22].
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Figure 1-1: Daily course of the ABL structure taken from Stull (1988)
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Figure 1-2: Daily course of mean virtual potential temperature 6, taken from Stull
(1988)
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mixed boundary layer, taken from Stull (1988)
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Figure 1-5: Diurnal profiles of mean potential temperature ¢ from André et al. (1978)

In all figures, T denotes the turbulent transport term, M mechanical (shear)
production (due to the mean-gradient), B the buoyant production, P the pressure

covariance, D is the dissipation and R the radiative destruction.
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Chapter 2

Lettau’s 1951 publication

This PhD thesis is mainly based on the work of Lettau (1951) [22]. In this fundamental
publication, Heinz Lettau investigated the analytical response of the coupled soil-
atmosphere system in response to a forcing of sinusoidal net radiation at the land-
surface. The forcing at the land surface was prescribed as a sinusoid with periodicity
T (of either a day or a year). The land-atmosphere partial differential equations were
first linearized, in order to obtain a solution in the Fourier domain. The boundary
conditions were assumed to be the following:

i) For large heights and depths, sensible and soil heat fluxes vanish:

lim H(z,t) = lim G(z,t)=0 (2.1)

Z—00 Z——00

ii) At the land surface, i.e. at z = 0, both air and soil temperatures are continuous

at any time:

To = lim T(z,t) = lim 6(z,t) =6y (2.2)

z—0_ z—04

iii) At the land surface, net radiation is given as a complex harmonic of time:

o~ —

Rn = Rno + %eAjyt (23)
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iu) Latent heat at the land surface is considered to be independent of time:
AE(t) = AE, (2.4)
u) At the surface the energy budget is closed in the sense that:
R,(t) —G(t) = H(t) + \E(t) (2.5)

ui) The friction velocity at the land surface is assumed to remain constant throughout
the period of interest T.

The solution was then assumed to be periodic, transitory regimes were not studied
and assumed to be unimportant, the time derivative % were transformed into a mul-
tiplicative factor depending on the frequency of the net radiation forcing: —j2r /T =
—jv.

Lettau managed to obtain an analytical expression of the temperature and flux
profiles in both the soil and in the ABL, as a continuous function of time and altitude.

This allowed him to obtain interesting conclusions on the nature and properties
of this daily coupling. First of all, regardless of the frequency and amplitude, as well
as land or meteorological properties, the land temperature was found to lag the soil
heat flux wave by a phase of 7/4 = 45°, that is 3 hours for daily oscillations. This
is in strong contrast with the phase of the sensible heat flux at the surface, which
is dependent on the frequency of the forcing v, the surface roughness length 2, and
friction velocity u,. The phase lag between the surface temperature and sensible heat
flux will generally be much smaller, of the order of 30 minutes for typical values of
the surface parameters and for a daily frequency.

Lettau also observed that the vertical atmospheric potential temperature gradient
near the surface increases when roughness length increase. Moreover he emphasized
that for a given soil type the tendency is toward a microclimate of greater extremes
when the wind force and/or the roughness length decrease.

Finally Lettau discussed the response to a given amplitude of temperature forcing

at the land surface. Soils with increasing heat capacity will tend to exhibit a stronger
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diurnal cycle but the phase is unchanged and soil heat flux remains in phase delay of
45°, i.e. 3h for a daily forcing. Sensible heat flux will behave somewhat differently:
its amplitude will increase when either friction velocity or roughness length increase
(i.e. when drag increase). Yet there is a slight phase change with changing land
or meteorological values but this difference remains of the order of 30 mn for most
physical values.

Finally, we can add much physical insight to the conclusions of Lettau. Soil heat

flux is always in large phase advance (of the order of 2 to 3 hours) over radiation
forcing at the land surface, whereas sensible heat is slightly delayed. This result
is due to the heat capacity and transfer capabilities of each medium. When solar
radiation heats the land surface, surface temperature rises leading to strong surface
soil gradient and thus to strong soil heat flux. Then the underneath part of the soil is
heated by the thermal diffusion of heat through the soil (there is no global motion in
the soil, only at the microscopic scale). The peak of soil heat flux takes consequently
place much before that of solar radiation.
Sensible heat flux behaves differently: its strength is due to the warming of the
surface, which increases as surface temperature rises and propagates heat to the air.
Turbulent transfer is almost instantaneous, compared to soil diffusion, because of the
global motion of the air parcels induced by turbulence. Yet little energy is absorbed
by a unit of air compared to a soil unit because of the much lower heat capacity of
this former. Thus the peak of sensible heat flux will take place near solar noon, with
only a short lag induced by heat transfer and very small air heating inertia.

We build on the Lettau (1951) approach and extend it in several important direc-
tions:

1) Solution is obtained for all frequencies up to diurnal.
2) A vegetation layer is added to allow for discontinuity at the surface.

)
3) The ABL height is finite which allows steady-state solution as well.
4) Latent heat flux is variable and dependent on the new specific humidity state.
)

5) Stochasticity is introduced at the surface boundary energy balance.
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Chapter 3

SUDMED project and main site of

study

3.1 Site description

The SUDMED experiment is located in the region of Marrakech, Morocco (see Figure
3-1) , which is a typical Mediterranean semi-arid region. In those regions the environ-
mental conditions are extremely diverse. The air temperature, for instance, ranges
from —2°C at night in the winter, to 50°C' during the hottest days of the summer.
Moreover, those regions experience a wet period in the winter with intense rains lead-
ing to flash floods and a dry period in the summer. The study of semi-arid regions
is suitable for understanding the main processes of the transfer of energy and wa-
ter into the atmosphere because over a year diverse environmental and soil moisture
conditions are observable. This permits a better understanding of the main param-
eters regulating the evapotranspiration over the land surface. Moreover, vegetation
is generally sparse in these regions, therefore the soil evaporation and the transpira-
tion of the plants are typically of the same order. Consequently, while studying the
evapotranspiration in semi-arid regions, we can have an understanding of the factors
influencing both evaporation and transpiration.

The field study is part of the SUDMED and IRRIMED projects. The SUDMED

project is an applied study that deals with the characterization, modeling and fore-
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casting of hydro-ecological resources of semi-arid Mediterranean regions, applied to
the Tensift watershed around Marrakech. Its objective was to develop sustainable
management tools integrating field information, models and satellite measurements.
The associate partners participating in this project are CESBIO (Centre d’Etudes
Spatial de la BIOsphére: French Center for Biosphere Studies), IRD (Institut de
Recherche pour le Développement: French Research Institute for Development),
Caddy Ayyad University in Marrakech, ORMVAH (Office de Mise en Valeur Agricole
du Haous: Moroccan Agricultural Improvement Agency), DREF (Direction Regionale
des Eaux et Forets: Moroccan Water and Forest Regional Agency) and the Agence
de Bassin du Tensift (Tensift Basin Agency). The follow-up of this project was called
IRRIMED. The general scientific objective of this latter project is the assessment of
the temporal and spatial variability of water consumption of an irrigated agriculture
under limited water resources condition. Ground and satellite measurements are com-
bined into models to determine evapotranspiration (ET) over large areas. This will
ultimately allow an efficient and sustainable water management for irrigation. New
participants were added to the previous project as this project had an international
objective: Wageningen University (Netherland), UoJ, NCARTT and MWI (Jordan),
ACSAD (Syria) and INRGREF (Tunisia).

During the SUDMED project, two wheat parcels and one olive tree orchard
were instrumented. Biomass, vegetation height, meteorological conditions and en-
ergy fluxes were measured in 2002 and 2003. Our zone of interest is a wheat parcel.
The site is composed of sparse, seasonal crop in which latent and sensible heat fluxes
may be of the same size and may result from comparable contributions of bare soil
and canopy. The R3 site is located in an irrigated area in the Haouz plain surrounding
Marrakech, where wheat is mainly cultivated. Each parcel was assigned a number
based on the counting of all parcels in this zone. Our parcel of interest is named

R3-B123.

The entire site called R3 is a 2800-ha wheat irrigated area of 593 agricultural
parcels, located at around 45 km East of Marrakech. In this perimeter, two fields

were fully equipped, namely the 123rd (R3-B123) and 130th (R3-B130) parcels. Those
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parcels are wheat cultivated; the sowing date is January 13 for parcel 123. The climate
is characterized by a dry and warm period with little precipitation in the Summer
and Fall, and almost 200 mm in the Winter and Spring. The observation period in
which energy fluxes were continuously measured started on DOY 35 for B123 parcel
and lasted for the entire wheat season until DOY 141 for both parcels. This covered
all cycles of a wheat season: sowing, vegetation installation, vegetative growth, fully
grown vegetation and the senescence. Vegetation appears on February 7: DOY 38 for
B123, with a growth peak on April 20: DOY 110 (B123), followed by the senescence
period until the end of May. Both sites are periodically irrigated by flooding the entire
parcel with a network of water channels. B123 is irrigated on February 4 (DOY 35),
March 20 (DOY 79), April 13 (DOY 103) and April 21 (DOY 111) with a mean 25
mm supply.

3.2 Experimental data set

All the fluxes and meteorological data was continuously measured and recorded every
30 minutes. Flux values derived from measurements which were spikes were replaced
by time interpolated values, and when data was missing or erroneous for more than
one consecutive day, the fluxes for this period were rejected. The missing meteoro-
logical data could easily be interpolated using surrounding meteorological stations
measurements. Finally, a continuous meteorological data set was obtained.
Near-continuous heat flux measurements were recorded during the entire sea-
son. On parcel B123, sensible heat flux was measured with a 3D sonic anemometer
(CSAT3, Campbell Scientific, Logan, UT') at 3 m high. A KH20 krypton hygrometer
also measured the latent heat flux at this height. The soil heat flux is monitored by
three heat flux plates at 1 cm below the surface, 2 plates at 10 cm and 1 plate located
at 30 cm. The net radiation was monitored by a CNRI1 located at 2 m above the
surface. Moisture is monitored by TDR located at 5, 10, 20, 30, 40, 50 cm below
the surface and soil temperatures are measured by thermistances located at the same

depth. The air temperature was monitored at 6 m high by Vaisala HMP45C probes,
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and the shortwave incoming radiation was recorded by a 3 m high CM5 pyranometer.

The solar incoming radiation measured from DOY 35 to DOY 145 is shown on Fig-
ure 3-2. Only few cloudy days are present during the whole period of measurements.
Cloudy conditions lead to a drop in solar incoming radiation and are therefore easy
to determine compared to sunny days. The daily maximum value of solar incoming
radiation is generally high, even in the mid-Winter maximum values of 700 [W m™?]
are common. In the late April, the solar incoming radiation can generally reach 900
to 1000 [W m™?] at solar noon. Air temperature was recorded for the same period. As
seen on Figure 3-3, the range of air temperature is large, with minimum temperature
of about 2 [°C] at night in January, and maximum temperatures of about 40 [°C]
in late April. Air specific humidity is generally low, as seen on Figure 3-4. Indeed
the humidity in the air is small in this semi-arid region. Even when air temperature
rises to 40 [°C] in late April, the specific humidity rarely exceeds 10 [gH20 /KGair]-
Wind speed was measured at 2m height. The wind speed cycle is shown on Figure
3-3. Wind speed fluctuates faster than the other environmental variables and was
generally below 5 [m s™!]. Net radiation was recorded at 2m above the ground, and
usually reached a maximum of 400 W m =2 in February to almost 750 [W m~2] in late
April just before harvest. Some sensible and latent heat flux data was missing due to
the sensor sensitivity to bad weather conditions, in particular after a strong rainfall
event. Sensible heat flux was small at the beginning of the measurement period with a
maximum value of about 100 [W m~?], and became high during the senescence period
leading to daily maxima of the order of 250 [W m~2]. Latent heat flux was also low at
first, when the vegetation was growing and installing, but it became large just before
the senescence period, reaching high values of the order of 400 [W m~2]. The ground
heat flux was calculated as the mean value of the 3 measuring plates. This mean
value is seen on Figure 3-9. The maximum possible values reached 150 [W m™2] just
after sowing, when there was almost no vegetation shade. The smallest amplitude of
the flux was obtained before senescence, when the vegetation cover and the greenness

were high.
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3.3 Calibration and validation of the SVAT model

The Soil-Vegetation-Atmospher-Transfer (SVAT) model used in this thesis is named
ICARE SVAT and is described in Gentine et al. (2007) [16]. This model describes
the evolution of the soil water content and temperature profiles using the energy
budget over the soil and canopy. Because the SVAT model requires a significant
number of parameters, we first performed a sensitivity analysis in order to identify
the importance of each parameter for calibration. We first used a priori values taken
from both literature review and field measurements. The parameters calculated using
field measurements or empirical models related to the soil composition are: the soil
hydraulic conductivity at saturation ks, the shape parameter of Brooks and Corey
retention curve B, the soil water content at field capacity 8., the soil water content at
wilting point 6, and the water content at saturation 8,,;. The parameters derived
from literature review are the soil resistance parameters A,ss, Brss, and the stress
parameters of the stomatal resistance D,, Dy and the minimum stomatal resistance
Tsemin- Lhe calibration of the model was based on a manual iterative procedure, which
compared the time series of estimated variables (Y.y) and observed variables (Yops)
and minimized their difference by adjusting the chosen parameters. The optimization
was obtained by minimizing the Root Mean Square Error (RMSE) between the two

time series.
1/2

N
_ 1 . .
min {RMSE = N_1 ; |Yors(i) — Yeur (D)}

with N: number of observations. The initial values of the parameters are the a priori
values. The minimization treated the parameters following their importance, found
after the sensitivity test. The optimization iteratively used the simplex search method
on Matlab (The Mathworks Inc.). A list of the parameters is provided at the end of
the chapter.

Samples of the soil were analyzed to determine the fractions of clay and sand. On
R3-B123, 47.5 [%] of the soil was clay and 15.8 [%)] was sand. Then using gravimetry
tests, Brooks and Corey (1964) [4] retention curves were fitted to the data. On R3-
B123, we obtained for the potential at saturation ¢z = —0.3 [m] and the shape

57



parameter of the curve B = 5.25. Then the following values were found: soil water
content at saturation ws, = 0.47 [m® m™3], soil water content at field capacity wg. =
0.37 [m® m~?] and soil water content at wilting point wy;; = 0.14 [m® m=23]. The soil
hydraulic and thermal properties were also measured in situ. The following values
were found on R3-B123: the soil dry density was 1.55 [kg m~?], the soil specific heat
was 900 [J (kg K)7!] and the dry thermal conductivity: Ay = 0.03 [W m kg™! m™?]
and the hydraulic conductivity at saturation ke, = 1.25-107% [m s71].

Then the SVAT parameters that could not be directly measured were calibrated to
best fit the measured fluxes and observed radiative temperatures at 0° and at 55°. In
particular, the parameters of the soil resistance to evaporation, were calibrated at the
beginning of the measurements when the wheat was short. The following coefficients
were found A,s; = 11 and B,,, = 11. The roughness length of the substrate was
found to be zy, = 0.03 [m].

After installation of the canopy, the calibration of the vegetation parameters was
done. The minimum stomatal resistance was found to be: 74 min = 90 [m s71,
the water vapor deficit stress factor parameter of the Jarvis formulation: Dp =
1.5-107* [Pa~!] and the parameter of the temperature stress factor Dy = 0.004 [K~2].
All those parameters were calibrated on R3-B123 in 2003 and validated on R3-B130
during the same period. The best set of parameters matching both the calibration

and validation was selected.
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Variable

Definition

Value/Units

AT‘SS

BTSS

20,s

rsc,min

Dp
Dr

First parameter of the stomatal resistance dependency
on soil moisture

First parameter of the stomatal resistance dependency
on soil moisture

Roughness length of the substrate

Minimum stomatal resistance

Water vapor deficit parameter of the Jarvis formulation

Temperature deficit parameter of the Jarvis formulation
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Figure 3-1: Map of Morocco
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Figure 3-3: Air temperature measured over parcel R3-B123 in 2003
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Figure 3-4: Air specific humidity measured over parcel R3-B123 in 2003
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Figure 3-5: Wind speed measured over parcel R3-B123 in 2003
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Figure 3-6: Net radiation measured at 2m high over parcel R3-B123 in 2003
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Figure 3-8: Latent Heat Flux measured using eddy correlation over parcel R3-B123
in 2003
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in 2003

68



Chapter 4

Spectral behavior of a coupled
land-surface and boundary-layer

system
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Abstract:

The temporal spectral response of a coupled land-atmosphere system to daily
forcing of net radiation at the land surface is investigated using the analytic
approach. The original definition of the problem dates back to an early study by
Lettau (1951). The present study builds on the problem and introduces some
important additions, with a focus on the propagation of heat flux and
temperature waves in both the soil and the atmospheric boundary layer. The
study highlights the dependence of the complex amplitude of surface temperature
and heat fluxes on the different land-surface parameters, such as friction velocity,
evaporative fraction, aerodynamic resistance and vegetation height. Finally, the

dependency of surface state variables to the frequency of the forcing is analyzed.

Key words: Diurnal cycle; Ground heat flux; Fourier series; Land-atmosphere

interactions
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List of symbols

A Latent heat of vaporization at the triple point (2.45 x 10° J kg™)
A Penetration depth of the soil heat wave (m)

Ay Penetration depth of the sensible heat flux wave (m)

Ay Soil thermal conductivity (W m" K )

Ao Penetration depth of the potential temperature wave (m)

LE(z) Latent heat flux at height z (W m”)

AE (h) Latent heat flux above the canopy height 4 (W m?)

@ Angular frequency of the harmonic (rad s*)

) Surface air density (1.2 kg m™)

o Mean potential temperature in the boundary layer (K)

E; Evaporative fraction at the land surface (nominal value is 0.6)

C. Soil heat capacity (nominal value is 1.42 x 10° J m® K)

C, Specific heat capacity of the air at constant pressure (1012 J kg K)
d Displacement height (m)

G Ground heat flux (W m?®)

h Vegetation height (nominal value is 0.5 m)

H Turbulent (sensible) heat flux of potential temperaturew'd’ (K m s™)
K, Soil thermal diffusivity (nominal value is 2.5 x 107 m*s™)

k Von Karman’s constant (0.4)

r,’ Canopy aerodynamic resistance (nominal value is 50 s m™)

R, Net radiation at the land surface (nominal peak value is 500 W m)
T tecp Deep soil temperature (K)
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T, Soil temperature (K)

Tor Soil surface temperature (K)

T v Duration of a day (s)

u. Friction velocity at the land surface (nominal value is 0.2 m s*)
z Measurement height (nominal value is 2 m)

Z; Boundary-layer height (m)
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Introduction

The dynamics and predictability of the lower atmosphere are significantly
affected by radiative heating at the land surface. The response of the land surface
to the large-amplitude solar radiative forcing is dependent on the heat storage
and diffusion as well as on the coupling of the soil and atmospheric boundary-
layer systems. Characteristics of the land surface such as soil moisture and
roughness significantly affect surface energy balance and heat fluxes in the soil
and in the boundary layer.

There have been only limited theoretical studies investigating the influence
of surface incoming radiation and land-surface parameters on the coupled land-
atmosphere system. In particular, the diurnal cycle of temperature and heat-flux
profiles in a coupled land-surface and atmospheric boundary layer is not
understood well. An early study of the coupled system behavior, (Lettau 1951),
defined the coupled system and obtained analytic solutions for temperature and
heat-flux profiles under one daily harmonic of net radiation forcing.

In Lettau (1951) the role of the different land-surface parameters is
investigated under several strong assumptions: (i) the atmospheric boundary
layer (ABL) is near-neutral with infinite height, (ii) the surface friction velocity is
a daily constant, (iii) the latent heat flux is also a daily constant, and (iu) there
is no surface temperature discontinuity between the air and the land. Kimura

and Shimizu (1994) also used an equivalent approach but introduced a
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temperature discontinuity at the land surface through the resistance formulation
of sensible heat flux. More recently Van de Wiel et al. (2002) focused on the
behavior of the nocturnal and dry stable atmospheric boundary layer.

The goal of the present study is to improve the approach introduced by
Lettau in order to investigate the spectral response of a land-atmosphere model
to a range of harmonics and with less restrictive assumptions. Several
assumptions used by Lettau are removed. Firstly, the latent heat flux is not
considered to be a daily constant. We choose to use a constant daily evaporative
fraction, defined as the instantaneous ratio between latent heat flux and available
energy at the land surface. Evaporative fraction (%) is meant to effectively
isolate, as much as possible, the micrometeorological factors controlling latent
heat flux from the soil water availability factor. Secondly, whereas Lettau used
only one harmonic here we approach the problem with the full spectrum for the
daily net radiation forcing. Thirdly, a temperature discontinuity at the land
surface is introduced through the relation between sensible heat flux and air-
surface temperature difference. Finally, the atmospheric boundary layer is
considered to have finite height during daytime. This is important in that it
allows base solutions for the harmonics, i.e. solutions under the steady-state
conditions.

The resulting analytical model is used to diagnose the harmonic response
of surface heat flux or temperature to incident radiation forcing at the land

surface. First, the role of the frequency of the forcing on the heat and
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temperature response is studied. The propagation of heat flux harmonics across

the soil and ABL domains is characterized. The role of the land-surface

parameters on the amplitude and phase of the harmonics for both temperature

and heat fluxes are investigated.

4.1.

Model description

Our main interest is to describe the diurnal behavior of soil-atmosphere

interactions. A simplified analytical model has thus been defined with a behavior

resembling that of more complex numerical models. The coupled soil-atmosphere

model is based on the following assumptions:

1)

The land surface is covered with vegetation of height A, with turbulent
heat fluxes modeled using the resistance approach.

The ABL is assumed to be in a near-neutral to unstable state and the
whole atmospheric domain is assumed to be subject to K-theory, i.e.
the turbulent heat flux of potential temperature is dependent on the

gradient of potential temperature 8 as:
06
H=-K,(z)—. (1)
0z

In the surface layer, the eddy-diffusion coefficient K,(z) for heat is
linearly varying with height z as characterized by Lettau (1951):

K, (z)=ku.(z—-d). (2)
The displacement height appearing in (2) can be expressed as fraction
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of obstacle height 4, using Brutsaert (1982):

2h
d==. (3)

Above the surface layer and within the turbulently mixed layer the
potential temperature is nearly constant. Sensible heat flux decreases
with height and vanishes at the height of the ABL. In the mixed layer
this decreasing sensible heat flux is usually accompanied by negligible
potential temperature gradients, which contradicts the use of an eddy-
diffusion parameterization and requires more sophisticated turbulence
modelling such as the countergradient approach (see Hotslag and
Moeng 1991, Zilitinkevich et al. 1999 and Van Dop and Verver 2001
for recent studies). In addition the eddy-diffusion coefficient of the

sensible heat flux K, (z) is usually decreasing in the upper ABL.

In order to obtain an analytical solution in the entire ABL domain, we
here extend the surface-layer parameterization of the eddy-diffusion
coefficient across the ABL. This is a major assumption of our work and
should be improved in future studies. Yet in our near-neutral turbulent
case the extension of the eddy-diffusion parameterization in the whole
ABL gives reasonable characteristic mixed-layer profiles with negligible
potential temperature gradients accompanied by linearly decreasing
sensible heat flux with height (see Sect. 4.5).

The ABL is assumed to have a constant height.
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4) At ABL top, there is no transfer of heat and moisture through
turbulence between the free atmosphere and the ABL, so that the
turbulent heat fluxes vanish.

5) Radiative cooling in the ABL is assumed to be negligible when
compared to turbulence on the daily time scale.

6) The ratio between latent heat and available energy at the land surface
is assumed to be constant throughout the day; that is the evaporative
fraction is considered as a daily constant (see discussion in Sect. 4.2.3).

7) The surface stress is assumed to remain constant throughout the day
(see discussion in Sect. 4.2.3).

The above assumptions limit the range of applicability of the results as it is
underscored throughout this study. Yet this model is shown to adequately
describe the main features of the diurnal land-atmosphere interactions. Moreover
the above-described model can be analytically solved in both spectral and
temporal domains, leading to a spatial and temporal continuous solution for the
temperature and heat-flux profiles. The resolution in spectral domain provides
new insights on the response of the coupled system to radiative forcing at the

land surface.

4.1.1. Atmospheric boundary layer

The system considered here is composed of an atmospheric boundary layer with
finite depth and a soil layer, which is assumed to be semi-infinite. Vertical heat

fluxes in the system are considered to be far larger and more important than
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those in the horizontal directions. Effectively the system is considered to be
homogeneous horizontally and horizontal advection in the atmospheric boundary
layer is assumed to be negligible. Consequently, only the vertical variations
within the system are considered. The two layers interact and are coupled
through a vegetation layer with height 4 as shown in Figure 1.

Assuming that there is no condensation and radiative heating/cooling on

short time scales in the boundary layer, the conservation of dry static energy is:

06 oH
. 0
ot Oz

With equations (1), (2) and (4), the evolution of sensible heat flux and potential

temperature in the boundary layer is:

0*H

H k()22 k. (z-a)

o

()

where K, = ku, .

In conjunction with (4), the mean potential temperature equation follows:

060 & 06 0%0 00
—=—|K — |=K.—+K.(z-d)—. 6
ot 82( H(Z) 62] 0z " (Z )62 (©)

Then the two diffusion equations governing the evolution of the potential
temperature and sensible heat flux are linearized using an assumption similar to
that introduced by Lettau (1951): the friction velocity at the bottom of the
boundary layer remains constant throughout the day. Even though the time

series of friction velocity usually exhibit two distinct regimes during day and
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night, the assumption is required to obtain an analytical solution: the coefficient

K. of the diffusion equation thus becomes a daily constant and the equations are

linear. This assumption can be justified since we are mainly interested in the
daylight hours, during which friction velocity can often be assumed constant.
Moreover comparison with observations (see Sect. 4.6.2) shows that this
assumption remains valid over a relatively wide range of meteorological

conditions.

4.1.2. Soil medium

In the soil, the water vapor flux has been assumed to be negligible and the soil
properties are supposed to be uniform and constant. These strong assumptions
allow us to decouple the soil water content and the soil temperature 7 dynamics.

Ground heat flux G is expressed as:

=12 ()
S Oz

where A is the soil thermal conductivity (G'is taken as positive downward).

The conservation of energy leads to the following equation for soil temperature:

ot a6
ot oz

(8)

where C, is the soil thermal capacity.
The soil temperature 7, and ground heat flux G are solutions of the following

two equations:
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oG _ . &G

R ©
2

L-x 2k (10)
z

where K, = % is the soil thermal diffusivity.

4.1.3. Fourier decomposition

Lettau (1951) studied the response of the coupled system to the forcing of net
radiation at the soil surface. Here we extend the approach and characterize the
phase and amplitude response of the soil-atmospheric boundary-layer continuum
to radiative forcing at the surface. We derive the response of the coupled system
to any daily-periodic radiative forcing at the land surface. The height-dependent
heat flux or temperature profiles at any height or depth are rewritten in the form

of a Fourier series:

Y(£)=Y+ {2 Y(na)o)exp(jna)ot) . (11)

n=—x
nz0

Each harmonic, corresponding to the angular frequency @, =nw, can be
studied independently from the others. The results presented herein are the

response to any angular frequency, except for the zero-order daily harmonic A

(steady-state solution) which is considered as a special case.
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The temporal Fourier transform of the atmospheric and soil equations can

be derived using the fact that the temporal derivative becomes a simple

multiplicative coefficient:

the following ordinary

amplitudes:

at any harmonic w#0.

%—) jo. The ABL equations (5) and (6) then become

differential equations for their respective Fourier

ﬁ(w)z—(j K*(;—d)jd;;l(w) (12)
o)=L o) (K]S 0)

The soil equations (9) and (10) can equivalently be

rewritten in terms of their Fourier amplitudes:

G(0) =25 0G ) (14
7 (0)=- 25 4L o), (15)

4.1.4. Boundary conditions

The atmosphere and the soil interact through the exchange of energy and water

at their common interface. In this problem there is no explicit use of initial

conditions, since they are implicit when using the daily periodicity of all

variables. The problem is governed by the following boundary conditions:
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1) The daily forcing of net radiation R (¢) at the land surface, i.e. on top of

the canopy at height 4, is specified.

2) The ground heat flux vanishes at very large depth: lim G(z)=0. The

steady-state solution of the soil temperature thus verifies lim i(z) =T7,,,1le an

eep ?
isothermal condition. The temperature of this isothermal condition does not need
to be specified for harmonics outside of zero. It only applies to the zero-order
harmonic or steady-state conditions and it is obtained by the steady-state
solution of sensible heat at the land surface. It follows that the boundary
condition of the soil temperature at infinity is for all non-zero harmonic:
Zlirgi(z,wn):o.

3) The atmospheric boundary layer (ABL) is assumed to have a height:

(16)

where ¢=0.2 as suggested by Plate (1971) and fis the Coriolis parameter. This
height corresponds to the elevation where the sensible heat flux vanishes. For a
complete review of the different neutral ABL height formulations see Garratt

(1992). Thus a boundary condition on the atmospheric domain is
H(z)=0. (17)

Note that in our case the friction velocity is considered as a daily constant so
that the near-neutral ABL height is a daily constant too, using expression (16).

In his paper Lettau (1951) assumed that the sensible heat flux was null at
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infinity, which precludes the steady-state or @=0 solution because of the
singularity of equations (12) to (15) in this case. This constant ABL height
certainly represents the main assumption of our approach since the ABL height
exhibits a strong diurnal cycle overland under clear skies. In particular, at night,
regimes of strongly stably stratified turbulence are poorly represented by our
model. Our main focus is the daylight hours, which can be reasonably represented
so long as this ABL “height”, with vanishing heat fluxes, is high.

To determine the steady-state solutions of both sensible heat flux and
potential temperature profiles in the atmosphere, one single daily-mean

temperature value must be known at any given height z, above the vegetation.

In the following section we show that that this is sufficient to solve the steady-
state profiles of both potential temperature and sensible heat flux in the ABL.

4) Contrary to the approach used by Lettau (1951), which assumed
continuity of surface potential and soil temperatures, a temperature discontinuity
is introduced between the land surface and the air just above the surface.
Potential temperature at the base of the ABL differs from the land-surface
temperature. Hence, the difference between the land-surface temperature,

T

surf

=T.(z=0), and the potential temperature at the height of the canopy 6(h) is

given by:

iy Tz =0

c
a

(18)

where r¢ is the canopy aerodynamic resistance and H(h) is the sensible heat flux
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just above the canopy. The canopy aerodynamic resistance is assumed to be a
daily constant as with friction velocity. Moreover the reference pressure for the
calculation of potential temperature is taken as the instantaneous pressure at the
surface. The introduction of a canopy aerodynamic resistance with a transfer
coefficient differing from that within the ABL allows the introduction of
discontinuity at the land surface.

Evaporative fraction, which is defined as the ratio of latent heat flux over
available energy at the land surface, has been shown to have a tendency for self-
preservation during the daytime. Shuttleworth et al. (1989), Nichols and Cuenca
(1993), Crago (1996a) and Crago and Brutsaert (1996) have observed that this
diagnostic is an effective way to separate, as much as it is at all possible, the
micrometeorological from the hydrological factors influencing the evaporation
process. The partitioning diagnostic, evaporative fraction, is strongly related to
soil moisture and plant controls on the evaporation regime. When evaporative
fraction approaches or is equal to unity the surface evaporation regime is energy
limited, as is the case with a well-watered surface. When water becomes a
limiting factor in the evaporation process, the turbulent heat partitioning shifts
from the latent to sensible heat flux, and the evaporative fraction falls below
unity. Since it is more related to soil and eco-hydrological factors, evaporative
fraction diurnal variations are less than that of turbulent fluxes. Evaporative
fraction has also been theoretically analyzed in Lhomme and Elguero (1999) and

Gentine et al. (2007). They find that evaporative fraction can be considered as a
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diurnal constant in most vegetation and soil moisture conditions. This
assumption generally leads to small evapotranspiration estimation error over a
day. Therefore in this study a constant daily evaporative fraction at the land

surface is imposed:

AE(h)

=———~ —constant . 19
"= R —G0) (19)

In Lettau (1951) the latent heat flux itself was assumed to remain
constant during the day.
Finally we assume that the heat capacity of the relatively thin vegetation

layer is negligible so that the energy budget at the land surface is:
R,~G(0)= pC H(h)+AE(h). (20)

We linearize the problem to obtain a harmonic and analytical
representation. This allows us to gain insights into the phase and amplitude of
heat fluxes and temperatures across the soil-vegetation-boundary layer
continuum. Net radiation is considered to be the forcing of our coupled system

and is assumed to be a known time-series.

4.2.  Steady-state solution

First the steady-state solution of the problem is sought since it is different from
the solutions at other harmonics. In the ABL, the steady-state sensible heat flux

is solution of:
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d’H(z) 0

e (21)
That is simply:
H(z)=Az+4,. (22)
Using boundary condition (17) the steady-state sensible heat flux becomes:
H(z)=4,(z-z). (23)

This linear behavior has been observed in many field experiments and large-eddy
simulations e.g. Stevens (2000). Moreover the mean potential temperature at
steady-state can be expressed as a function of turbulent potential temperature

flux:
0 —
—K*(z—d)a;=H(z)=Al(z—z,.) (24)
so that the steady-state temperature profile is:

0(z)=-

;{1'* [z-(z,—d)In(z=d)]+ 4, (25)

where the subscript A4 is a constant of integration. In the near-neutral

formulation the integration coefficient 4, can be found via the mean-diurnal
value of sensible heat: pCp—ﬁ(h):(l—EF)R—n and 4, can be obtained from the

measurement of the mean daily temperature at level z,.

Similarly the steady-state solution of the ground heat flux follows:
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=0. (26)

Using lim G(z)=0 the steady-state ground heat flux has to vanish everywhere,

Z—>—x
ie. 5(2) =0. Similarly the soil temperature is solution of the same equation and

the steady-state soil temperature gives:

T(z)=T,

eep

(27)

where T,,, is the constant soil temperature far below the surface. Note that T,

does not need to be specified, as it can be obtained from the steady-state

expression of the sensible heat flux at the land surface:

(W == (T,., ~0h) (28)

a

so that:

Thop =10 4, (h—zi)+

2i[h+(d_zi)ln(h—d)]+142' (29)

Thus, using equations (25), (27) and (29) the measurement of the mean-
daily potential temperature at level z, is sufficient to determine the steady-state
profiles of temperatures and heat fluxes in the soil and in the ABL.

The steady-state profiles of sensible heat flux and potential temperature
(not shown) are physically realistic and correspond to the results of Stevens
(2000). The steady-state potential temperature exhibits a logarithmic profile with

a strong gradient in the lower part of the ABL (surface layer). In the upper ABL,
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the steady-state potential temperature remains almost uniform, corroborating the
behavior of the well-mixed layer. The daily-mean value of potential temperature
at the surface is higher than in the rest of the ABL since the solar heating at the
land surface strongly impacts the overlying air. The steady-state sensible heat
flux is linearly varying with height as in the case of instantaneous profiles. As it
is discussed later, the heat fluxes in the atmospheric boundary layer behave as in
quasi steady state i.e. the influence of the surface is so rapid that it is almost
instantaneously transmitted throughout the ABL, leading to profiles in quasi-

equilibrium.
4.3. Harmonic solution

The solution to the n™ daily harmonic forcing with angular frequency @, can be

derived. The harmonics for negative values of n can be deduced from the positive
ones, using the fact that the heat fluxes and temperatures are real function of

time and space; therefore the negative Fourier coefficients can be expressed as:
Y,=(7,) (30)

where ()* denotes the complex conjugate. The solution to the soil diffusion

equation is well known (see Carslaw and Jaeger 1967 or Crank 1956 for more
detailed and classical reviews). Using the fact that the ground heat flux and the
soil temperature amplitudes vanish at infinite depth, the complex amplitude of

ground heat flux at frequency a, is:
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G(w,,z)=G, exp(jy)exp(z/ A;) - (31)

The decay with depth is exponential and has the length scale parameter:

Ag = =7, /% (32)

where G,(®,) and y(@,) are respectively the amplitude and phase of ground heat
flux at frequency o, .

In the soil, the conservation of internal energy (8) in the Fourier domain
becomes:

jocr = (3)

so that the complex amplitude of soil temperature can be expressed as a function

of depth:

T.(@ z)=g°—e%p(j—y)(l—j) 1K exp(z/ A;) (34)

To solve the sensible heat flux equation, which is a diffusion equation with

_Jo(z-d)

*

non-constant parameters, the variable x=2 is introduced and the

sensible heat flux is written as: H(z,t)=h(z)exp(jo,t)=h(x)exp(je,r). Then the

atmospheric equation can be transformed into a modified Bessel equation of zero

order:
x4+ h(x)=0. 35
x x (x) (35)

89



The solution to this equation can be written:
h(x) = x(C,H'!(x)+ C,H?(x)) (36)

where H, denotes the Hankel function of the first order and first kind,

representing an inward wave for the z coordinate and H; is the Hankel function

of the first order and second kind, which represents an outward wave. However,

*

the sensible heat flux is zero at the top of the ABL: z =z =c2% . Since z, is

/1

much larger than d so that to a very good approximation:

o2 [, [
K, 2K sin(¢)

, where ¢ is latitude and @, is the Earth’s

angular rotation rate. Since the effect of the daily frequency (or Earth’s rotation
frequency) cancels out, it has no influence on the depth of the neutral ABL
height. The only influence of the Earth’s rotation on the ABL height appears

through the latitude of the location.

The sensible heat flux H (h)=_w'_o9’(h) at height 4 is written as a complex
exponential 4, exp(jf) with A, e R*. The boundary condition at the land surface
thus becomes #(x,)=h,exp(jB) and at the top of the ABL the vanishing flux

reads: A(x;)=0. Finally, the following linear system is obtained:

{xfﬂl'(x,-) x,-Hf(x,»)MC. } _[0} (37)
thll (x,) xH! (%) ]G h, '
By a matrix inversion:
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H,z(xi)

- h
[q x, [ H () HY (o) = H () H{ () ] -
C, H)(x) ol
x,[HI ) H] (35, = H} (5)H () |
However in most conditions lH ; (xi)l << IH H(x, )| by at least two orders of
magnitude so that a good approximation of the coefficients C, and C, are:
c 0
{ '}= 1 . (39)
C2 2 hh
x,Hy (x;)

This resembles the solution obtained by Lettau (1951). The main advantage of
the introduction of an ABL height is the possibility to obtain a steady-state
solution.

Finally, the complex amplitude of sensible heat flux can be rewritten:

H'(x)H}(x)-HX(x)H!(x) [z-d
H'(x)H(x,)- H (x)H! (x,) Vh—d

h(@,,z) = h, exp(jiB) (40)

where h,(®,) and S(w,) are respectively the amplitude and phase of sensible

heat flux and fz(a) ,z) is the complex amplitude of sensible heat flux at height z

n

and frequency w,.

The conservation of dry static energy in the atmosphere, (4), can be rewritten:

ja)né(wn,z)=—%(a)n,z). (41)
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Consequently the complex amplitude of potential temperature at height z
becomes:

1+ Hll(xi)Hg(x)_le(xi)H(;(x)

a(a)naz): | 2 2 1
\/Za)nKui’ (h—d) H (x)H/ (x,)-H (x)H,(x,)

hyexp(jB) . (42)

These expressions of the complex amplitudes of temperature and heat-flux
profiles are the fundamental building blocks of this study. They are invaluable for
the analysis of the phase and amplitude of the heat-flux and temperature
dependence at the land surface in the coupled soil-vegetation-atmosphere

continuum framework.

4.4.  Vertical spectral structure

In order to study the propagation of the surface forcing into the soil and the
ABL, a characteristic length scale of the wave penetration is introduced. This
length scale is defined as the distance to which the wave is attenuated by an
exponential factor.

For the soil heat wave, the penetration depth can be derived from (31) as:

Jo@) = |2 (43)

n

Indeed the absolute complex amplitude of ground heat flux can be rewritten:

no

IG(a) z)lzGo(a)n)exp(z//lG(a)n)), with z below land surface taking on negative

values.
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A typical value for A, for a daily sinusoidal forcing, is of the order of a few
centimeters for most soil conditions and typical values of K, . Moreover, the

penetration depth of the soil temperature wave is the same as that of the ground
heat flux.

The propagation depth of both potential temperature 4, and sensible heat

flux A, are defined as:

Nb(o,,2)|
A (@,) =arg min é—gw—h; . (44)
and
A (w,,2)]
/IH (a)")zarg Il;l)lgl ﬁ%a)_% —-e ! (45)

These two propagation depths are rapidly decreasing functions of frequency.
They become small at higher frequencies as shown in Figure 2. The scale 24, is
always smaller than 4, by two orders of magnitude. The effect of the potential
temperature wave remains relatively shallow (of the order of a few tenths of
meters) compared to that of the sensible heat flux (which is of the order of a
kilometer) and remains concentrated in a small layer right above the vegetation.
This is an interesting result as potential temperature and sensible heat flux are
two linked physical variables, yet the surface does not affect both quantities in
the same way. It also confirms that our simplified model exhibits a realistic

behavior in the whole ABL domain, with a distinct surface layer at its base
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capped by a mixed layer as illustrated by Figure 3. Even with our simple
linearly-varying eddy-diffusion coefficients, the surface layer displays strong
potential temperature gradients accompanied by relatively small sensible heat
flux gradients. On top of this bottom layer, the mixed layer possesses negligible
potential temperature gradients as well as a sensible heat flux linearly varying
with height, i.e. a sensible heat flux in quasi steady-state.

The important difference in the behavior of 2, and 4, is due to the

assumption about linearly increasing eddy diffusion-coefficient in the ABL. For a
given value of sensible heat flux, the magnitude of the potential temperature
gradient in the surface layer has to be high in order to compensate for the low
eddy-diffusion coefficient. In the upper ABL the eddy-diffusion coefficient is high
and smaller potential temperature gradients are needed to maintain the sensible
heat flux profile. In our near-neutral turbulent case, the potential temperature
gradient is stronger at the surface since it is closer to the heat source and the
eddy-diffusion coefficients are generally small. In highly unstable conditions large
eddies tend to improve the mixing of the mixed layer since turbulence is
characterized by larger, more energetic eddies. The result is larger eddy-diffusion
coefficients and large-scale motions, which cannot be modeled by a local closure.

The influence of four parameters, namely evaporative fraction, canopy
aerodynamic resistance r;, vegetation height 4, and friction velocity ., can

easily be studied with our analytical solution. The influence of these parameters

is studied for the main daily harmonic @, only for the sake of simplicity.

94



In our near-neutral turbulent case, A, is independent on the value of

evaporative fraction and r/ but is very dependent on A and u., as seen on Figure

4. Indeed the latter two factors drive the eddy diffusion near the surface and are
consequently determinants for the propagation of the potential temperature
wave.

On the contrary, the propagation depth of sensible heat flux, normalized
by z,, is insensitive to the surface parameters, as long as the normalization
includes the dependence on friction velocity: z,(u.). Indeed the friction velocity
tremendously impacts the value of the propagation depth, since it is the main
factor driving the turbulence in our near-neutral case. Moreover the relationship
between friction velocity and A4, is linear because the propagation depth of
sensible heat flux is proportional to the eddy-diffusion coefficient, which is itself
linearly dependent on the friction velocity. Because the neutral ABL height
parameterization is also linearly varying with friction velocity, the propagation
depth of sensible heat normalized by the ABL height remains constant for all

values of friction velocity.

These results emphasize the theoretical existence of the well-known diurnal
atmospheric surface layer as described by Lettau (1949). This surface layer is

located right above the canopy and has a size of the order of A,. This study

provides a framework for decomposing the sensitivity of key features of the

surface layer to different diurnal harmonics and key surface parameters. The
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surface layer is commonly used in resistance models of the surface energy balance
and ABL coupling (see e.g., Monteith 1973; Thom 1975; Choudhury 1988). One
caveat is that our study is restricted to near-neutral conditions and that it should
be improved in forthcoming studies to include the effect of stability and
alternative eddy-diffusion profile parameterizations. Indeed these changes modify

the structure of the ABL and lead to changes in 4,, and 4,.

4.5.  Surface heat-flux and temperature harmonics

4.5.1. Amplitude expressions

Here we introduce two variables that simplify the representation of the spectral

amplitudes of the surface energy balance components:

1

1 .
Mo, = (1) o (46)
and
Sw,) = 1+ H!(x)H] (x,)~H(x)H)(x,) e (47)

J20,Ku. (h-d) HIG)H! (5,)— H] ()H| (x,)

Now the energy balance components can be rewritten as a function of the net

radiation harmonic at the land surface:

Gyexp(jr) = ! oy oelia) (48)

1 pc, Ao,
1-E, 2(w,)

n

1+
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1-

hyexp(jh)=——% ;(w)r,,exp(ja) (49)
4178 2@)
pC, A@,)
. E .
AE, exp(je) = 1—EFZ(a))r"exP(]a) (50)
1+ F -
pc, AMw,)

where 7 (®,) and a(w,) are respectively the amplitude and phase of net
radiation, AE,(®,) and &(®,) are the amplitude and phase of latent heat flux,

h (@

,) and f(®,) the amplitude and phase of sensible heat flux and G,(w,)
and 7(60”) the amplitude and phase of ground heat flux, all at frequency a,.

Moreover the complex amplitudes of the surface temperatures can also be

rewritten as functions of the incoming radiation forcing:

- 1 1-j 1 .
T .= 51
" 1+ 1 pCpA(a)") CS za)nKs r" exp(]a) ( )
1-E, %(w,)

- Z(w,) 1-E

0, = - £ rexp(ja (52)
' PCy 1+1_EF Z(a)n) ( )
'OCP A (a)n )

where f’wf (w,) is the complex amplitude of land-surface temperature at

frequency o, and 0, (®,) is the complex amplitude of air potential temperature
at height A and frequency @,. These equations form the basis for the analysis of

the spectral behavior (gain and phase difference) of the surface heat fluxes and
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temperatures as functions of key land-surface parameters in a land-atmosphere

coupled framework.

4.5.2. Tests using field observations

We test various aspects of the framework presented here by comparing the
surface energy balance components against observations and output from a
numerical Soil-Vegetation-Atmosphere Transfer (SVAT) model (described in
Gentine et al. 2007) that is calibrated and validated using 101 days of field
observations at the SudMed experiment site (Chehbouni et al. 2008 and
Duchemin et al. 2006). The land-surface model allows continuous outputs that fill
gaps in measurements. Continuous time-series are required for Fourier
decomposition. The analytical model estimates of air temperature, soil, sensible
and latent heat fluxes are shown in Figure 5 and compared with the
measurements as well as the outputs of the calibrated land-surface model. Even
though the analytic model has simplified representation of the soil-vegetation-
atmosphere continuum, it nonetheless captures the main amplitude and phase

features of the surface heat fluxes and surface temperatures.

1.3 Response to daily sinusoidal forcing

The response of the land-atmosphere coupled model to harmonic forcing of net
radiation at the surface is investigated using the derived amplitude and phase
spectra. The peak of the surface net radiation forcing is taken to be local solar

noon. The response of surface heat fluxes and temperatures to incoming radiation
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sinusoidal forcing at frequency @, is shown in Figure 6. The soil heat flux at the

surface leads net radiation in phase by z/6 which is about 2 hours for a daily
fundamental frequency. This result is consistent with observations and SVAT
simulated values as shown in Gentine et al. (2007) among many others.

The soil surface temperature has a phase lag of /4 with respect to
ground heat flux i.e. 7/12 with respect to net radiation. This result holds for any
forcing frequency because of the presence of the (1-j) factor between the soil
surface temperature and the surface ground heat flux. This effect has also both
been observed and theoretically investigated for general heat diffusion problems
(Carslaw and Jaeger 1967). Consequently the soil surface temperature reaches its
peak around one hour after solar noon, since the soil thermal inertia delays the
dynamics of soil temperature. We note that the soil profile of this study has
uniform conductivity and capacity thermal properties. The approach neglects
heterogeneity that influences the propagation of soil heat waves. Non-uniform soil
thermal diffusivity can introduce multiple reflections of ground heat-flux waves as
shown in Karam (2000).

The difference between the air potential temperature 6, and the surface
temperature Ts, is also evident on Figure 6. The daily amplitude of the surface
potential temperature is smaller compared to that of Ts,. Even if the magnitude

of the surface ground heat flux and sensible heat flux are comparable in this case,

the penetration depth of the soil heat wave A, which is of the order of a few
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centimeters for most soil conditions, is much smaller than A4,, which is of the

order of a few tenths of meters. The heat wave is consequently limited to a much

shallower layer in the soil than in the atmosphere. Ts, exhibits more diurnal
variations than @, since the elevated soil heat capacity is not sufficient to

compensate for the length scale difference in the penetration of heat in the soil

and in the ABL.

4.5.3. Influence of Forcing Frequency

Equations (48) through (52) are used to characterize the influence of the land-
surface parameters on the land-surface energy partitioning, and on the air and
soil temperatures. The gain (as represented by the ratio of spectral amplitudes)
and phase spectra with respect to the net radiation forcing are shown in Figure 7
and Figure 8 for the fluxes and temperatures respectively. The turbulent and
ground heat fluxes exhibit very different gain responses over the whole frequency
domain. At high frequencies, the importance of the ground heat flux in the
surface energy budget increases sharply in contrast to the turbulent fluxes. This
is evident in the higher gain values. This result demonstrates the relative
importance of the high-frequency component in the ground heat flux spectrum
and its role in absorbing weather noise i.e. high-frequency radiative forcing
induced by, for example, intermittent clouds. Indeed rapid changes in net
radiation primarily influence ground heat flux and have less impact on the

turbulent fluxes. This result is compared with the SVAT numerical simulation of
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the 101-day period in the SudMed field experiment. Figure 9 shows that soil heat
flux has a stronger amplitude gain at higher frequencies when compared with
turbulent heat fluxes. Even with varying environmental conditions, the amplitude
ratio between soil heat flux and turbulent fluxes matches the theoretical curve
well. This is of importance since it proves that soil heat flux always acts as a
high-pass filter of the incoming radiation compared to turbulent heat fluxes,
which act as low-pass filter, since their response is limited by the temporal delay
of the land-surface temperature changes.

The theoretical phase spectrum in Figure 7b shows that the ground heat flux
always leads in phase with respect to net radiation and that this phase remains
almost constant regardless of frequency. Similarly the sensible heat flux always
lags in phase with respect to net radiation and its phase remains nearly constant
across frequencies. The surface latent heat flux is directly proportional to the
sensible heat flux but modulated through the constant evaporative fraction as in

EF

F

AE =

H . Therefore its phase spectrum behaves similarly to sensible heat

flux.

The spectral responses of the surface soil and near-surface air potential
temperatures are shown in Figure 8. The gain spectra of the two temperatures
exhibit a broad spectrum which only slowly decays at higher frequencies. The
difference in amplitudes demonstrate the relatively larger impact of weather noise
(high frequency variations in net radiation) on the instantaneous value of soil

temperature when compared with surface air potential surface temperature.
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Moreover the phase spectra show that Ts, and 6, both always lag in phase with

respect to net radiation forcing.

4.5.4. Dependency on parameters

Evaporative fraction (£)), canopy aerodynamic resistance r , surface friction

velocity u, and vegetation height /4 are among the key factors controlling the

model partitioning of net radiation into sensible, latent and ground heat flux.
Here we use the analytic framework introduced in this study to analyze their
effect on the amplitude and phase of the surface fluxes and temperatures. The
results apply only to near-neutral-to-unstable atmospheric conditions.

The influence of these parameters on the amplitude of the surface heat
fluxes is shown in Figure 10. The phase differences are shown in Figure 11. As
evaporative fraction increases, the proportion of net radiation transformed into
latent heat flux naturally rises, since it controls the partitioning between surface
turbulent heat fluxes. Evaporative fraction impacts the ground heat flux as well
because ground heat flux compensates for the reduction of latent heat flux, a
more efficient heat dissipation mechanism than sensible heat flux (see Gentine et
al. 2007). A larger evaporative fraction leads to a reduction of surface
temperature. A stronger evaporative fraction consequently reduces the
temperature gradient in the near-surface soil and hence reduces the surface
ground heat flux at the surface. Finally, a higher evaporative fraction tends to

increase the phase lead of ground heat flux with respect to net radiation;
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conversely it decreases the phase lag of turbulent heat fluxes with respect to net
radiation. When evaporative fraction increases, available energy is favourably
partitioned towards latent heat flux which leads to a faster temperature

equilibration that closely follows the net radiation forcing.
The role of the canopy aerodynamic resistance r, is shown in Figure 10b.

A stronger aerodynamic resistance naturally reduces the turbulent heat fluxes
and also noticeably increases ground heat flux, since this latter compensates the
reduced heat dissipation through turbulence. The phase difference between
sensible heat flux and net radiation in Figure 11b shows that a larger
aerodynamic resistance tends to increase the sensible heat flux delay with net
radiation. An increasing aerodynamic resistance reduces the efficiency of heat
dissipation through sensible heat flux at the land surface. This consequently both
reduces and delays the response of sensible heat flux and of surface potential
temperature to net radiation changes.

Vegetation height displays little influence on the heat-flux partitioning but
has an indirect role since it modifies aerodynamic resistance. This is evident in
the relatively constant gain and phase spectra shown in Figure 10c and Figure
1lec.

Friction velocity influence (Figure 10d) on the turbulent fluxes is large
because it scales them by magnitude. Therefore a larger surface friction velocity
increases the magnitude of both the sensible and latent heat flux, and ground

heat flux decreases due to the surface energy balance constraint. Friction velocity
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also exerts a control on the phase of the ground and turbulent heat fluxes as
evident in Figure 11d. Larger friction velocities induce a more efficient and rapid
land-surface energy dissipation through turbulent heat release, resulting in a
reduced phase lag with respect to net radiation. Correspondingly the residual
ground heat flux exhibits an increased phase lead with respect to net radiation.

The surface parameters also influence the gain and phase of soil surface
and near-surface air potential temperatures. The amplitude influence is displayed
on Figure 12. A larger evaporative fraction tends to decrease the amplitude of
both the surface potential and soil temperatures. Indeed a stronger evaporative
fraction decreases the harmonic amplitude of both potential and soil temperature.
Again this is principally due to the fact that evaporation is a more efficient
mechanism to dissipate energy than sensible heat flux.

¢

The canopy aerodynamic resistance r‘ controls the gradient of

temperature in the canopy and therefore a larger r‘ tends to decouple the
variations of land-surface potential temperature and soil temperature as evident
in Figure 12b. The amplitude of soil surface temperature is increased for larger
r; values.

Finally the increase in friction velocity tends to decrease the amplitude of
both the potential and soil temperatures. A stronger friction velocity increases
turbulence, which reduces the amplitude of soil surface temperature. The
increased turbulence diminishes the amplitude of potential temperature because it

leads to closer ABL and soil coupling.
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Conclusions

This study extends the remarkable work of Lettau (1951) with the shared aim to
understand the harmonic response of a coupled land-atmosphere system to
periodic surface net radiation forcing. A one-dimensional model of the soil-
vegetation-atmospheric boundary layer continuum is used to characterize the
dynamic response of soil and air temperature and heat flux profiles. The
formulation of the problem has several important features: 1) latent heat flux is
now included whereas Lettau (1951) assigned it to be constant and independent
of model states, 2) a vegetation layer without heat capacity is included to
improve the fidelity of the treatment of the surface layer and matching of
temperature boundary conditions, 3) a finite height is imposed on the boundary
layer in order to derive the steady-state profiles of temperatures and heat fluxes,
and 4) the problem is solved for all daily harmonics whereas Lettau (1951) only
solved one leading harmonic. The latter enhancement allows us to analyze the
spectral gain and phase responses of heat fluxes and temperatures across the
spectrum of net radiation forcing.

The first conclusion is that heat waves exhibit very different behaviors in
the soil and in the boundary layer. In particular the harmonic influence of net
radiation on soil temperature and heat flux is concentrated in a shallow soil layer
of a few tens of centimeters and varies considerably with frequency. The
boundary-layer potential temperature profile is affected by the surface net

radiation harmonics on a layer of several tenths of meters that also varies with
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frequency. In contrast, sensible heat flux wave penetration depth is on the order
of a kilometer that is comparable to the depth of the boundary layer. This
penetration depth is also a strong function of spectral frequency.

The influence of the surface radiation forcing spectrum underscores the
importance of high-frequency observations since the soil and air potential
temperatures are both characterized by broad gain spectra and respond to
weather noise (high frequency variations in net radiation). Soil heat flux
dominates in absorbing much of the high-frequency forcing, whereas turbulent

fluxes are mostly influenced by the lower (daily) frequencies. Finally evaporative
fraction, canopy aerodynamic resistance r° and friction velocity u, influence the

gain and phase spectra of heat fluxes and temperatures in complex ways that
relate to the relative efficiency of the fluxes in dissipating heat and to the surface
energy balance constraint.

In order to derive closed-form spectral representation, this study is limited
to linear parameterization of components such as eddy-diffusion profiles,
invariant soil and boundary layer properties (e.g., soil thermal conductivity, soil
thermal heat capacity, ABL friction velocity, canopy sensible heat flux resistance,
etc.). Follow-on studies need to account for the effects of thermal stratification
and convection. Moreover the inclusion of specific humidity profile in the ABL
can lead to the relaxation of the evaporative fraction self-preservation
assumption. Since the analytic framework for gain and phase spectra with respect

to surface net radiation spectrum is now available, future studies can include

106



stochasticity in the surface energy balance and analyze the effects of errors in

characterization of surface process in the coupled land-atmosphere system.
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Figures:
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Figure 1: Schematic representation of the soil-vegetation-atmospheric boundary layer continuum

with temperature (on the left) and heat fluxes (on the right).
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Figure 2: Spectral dependency of the normalized propagation depth of the atmospheric wave for

potential temperature (top) and sensible heat flux (bottom).
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Figure 3: Simulated profiles of sensible heat flux (a) and potential temperature (b).

110



100

a)

1.5

100
80
60

Ao [m]

40
20

100
80
60

Ag [m]

40
20

b)

50 100 150 200
refsm)

d)

/

01 02 03 04
w, [ms™']

Figure 4: Dependency of the penetration depth of the potential temperature wave to evaporative

fraction (a), aerodynamic resistance (b), vegetation height (¢) and friction velocity (d).

i



BB 180
- : | 5 ﬂT 100
O 20t L ;
2 5 : : C%?l: = 50
q ‘ : — ; E 0
e Analytical P _ _
' SVAT | O 5o/
! O  Measured | : : _ :
10 : -100
0 6 12 18 24 0 6 12 18 24
Hours Hours
B s = g o s v g s sy 400
cT :
g 1000
=3
= Og
aw
-100
0

Figure 5: Comparison between theoretical (this study; black continuous), SVAT (grey dash line)
and measured (circles) air temperature (a), soil heat flux (b), sensible heat flux (c¢) and latent
heat flux (d) for the daily cycle averaged over 101 days of measurements from the SudMed

experiment in Marrakech, Morocco.
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of net radiation at the surface.
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Figure 7: Spectral dependency of the amplitude (a) and phase (b) of the surface heat fluxes
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Figure 9: Relative amplitude spectrum of the SVAT (dash line) and theoretical (this study;
continuous line) surface soil heat flux over sensible heat flux a) and latent heat flux b) for 101
days of measurements from the SudMed experiment in Marrakech, Morocco. A moving average of

25 frequencies has been used for the SVAT outputs.
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Figure 10: Dependency of the amplitude of the surface heat fluxes on evaporative fraction (a),

aerodynamic resistance (b), vegetation height (c) and friction velocity (d).
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Figure 12: Dependency of the amplitude of surface temperatures on evaporative fraction (a),

aerodynamic resistance (b), vegetation height (c) and friction velocity (d).
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Chapter 5

Harmonic Characteristics of Land
Surface Evaporation in the

Soil-Atmosphere Continuum
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Abstract. The components of the land-surface energy balance respond to periodic
net radiation forcing with complex amplitude and phase characteristics. In this
study a linearized model of the soil-vegetation-atmospheric boundary layer
continuum is used to study the harmonics in the energy balance components.

The influence of the incident radiation spectrum on the heat fluxes (sensible,
latent) and scalars (temperature, specific humidity) in the atmospheric boundary
layer is investigated. In addition, the roles of the major land-surface parameters
on the land-surface energy partitioning and temperatures are further studied.
Evaporative fraction is shown to exhibit a much wider spectrum than surface
heat fluxes. This behavior is linked to inherent non-linearities in the system. Also
evaporative fraction possesses an asymptotical diurnal lower limit, which is
derived as function of surface parameters. In regions experiencing strong solar
radiative forcing, dry and fair weather conditions, evaporative fraction is
demonstrated to remain constant and approach its asymptotical value during

daylight hours.

Keywords: Evaporative fraction, Fourier transform, Soil heat flux, Diurnal,

Turbulent heat fluxes, Land-atmosphere interaction.
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5.1. Introduction

Land surface control on evaporation results in adjustments in the
components of surface energy balance. The effects of these adjustments extend to
the soil and atmosphere profiles of moisture, energy states and heat fluxes. The
changes in the profiles in turn affect the surface energy balance. Coupling of the
soil profiles and atmospheric boundary layer (ABL) profiles of temperature and
heat fluxes can be strong and they can also be cause for the emergence of
feedback mechanisms.

The soil and the ABL systems, as well as the processes of surface energy
balance that link them at their common interface, respond to the periodic
(radiative) forcing. The phase and amplitude attributes of their responses are key
to the working of the feedback mechanisms and land-atmosphere coupling. In this
study we seek to decompose the states and fluxes in the soil-vegetation-
atmosphere continuum into harmonics that reveal their characteristic phase and
amplitude response to diurnal forcing.

Many studies of land-atmosphere interactions have been performed using
numerical models that can capture nonlinearities and threshold behaviors.
Harmonic decomposition of the soil-vegetation-atmosphere continuum however
requires simpler models that capture the essential physics and links, yet that can
be solved using Fourier decomposition. There is a history of using simpler and

analytical models to gain insights into the coupled system [e.g., see Mangian and
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Jinjun 1993, Brubaker and Entekhabi 1994, Kim and Entekhabi 1998, Margulis
and Entekhabi 1998, Zeng and Neelin 1999, Wang and Mysak 2000]. In the
present study we pose a linear model of the soil-vegetation-ABL continuum in
order to analyze the phase and amplitude responses at different spectral
frequencies.

The present study extends the seminal work of Lettau [1951]. The original
model is extended in several important ways. First, Lettau [1951] formulated and
solved the problem for only one harmonic. Here we extend the model so that it
resolves all harmonics. Second, Lettau [1951] assumed that surface latent heat
flux is a constant. Here we allow it to be a dynamic component of the surface
energy balance through introducing humidity profiles in the model. Thirdly,
Lettau [1951] assumed that the ABL height is infinite whereas a finite ABL
height is more realistic and furthermore allows characterization of steady-state
profiles. We make this important extension to the original model. Finally, we
introduce a vegetation layer that is key to characterizing a surface layer and
transition zone between the surface and the atmosphere. Although the model
introduced in this study is largely different from Lettau [1951], the influence and
inspiration of that original and seminal work cannot be underestimated.

In this study we place special emphasis on the partitioning of available
energy at the surface into turbulent fluxes and ground heat flux. These
components of the surface energy balance have gain and phase spectra with

respect to radiative forcing that are important for insights into land-atmosphere
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coupling. Clearly they are strongly periodic on diurnal time scales. There are
however diagnostics, such as the Evaporative Fraction (£F), that aim to isolate
the highly periodic from the constant factors affecting surface energy balance.
Evaporative fraction is defined as the fraction of available energy partitioned
towards latent heat flux:

o e S (1.1)
1 R-G,

Surface latent heat flux is governed by available energy (highly periodic) and
surface control (less periodic). Surface control refers to soil moisture and water
available to plants that vary on longer time scales than daytime. If EF truly
isolates the surface control on turbulent heat flux and is nearly constant during
daytime, it has major implications for sampling and estimation. For example
Boni et al [2001a, 2001b], Caparrini et al. [2004], Kustas et al. [2001], and
Margulis et al. [2002] map surface energy balance components from the diurnal
march of the remotely-sensed land surface temperature. What makes their
estimation procedure well-conditioned is due to the assumption of a constant
value for daytime EF. They essentially use the amplitude of the LST response to
radiation as implicitly indicative of surface control on surface energy balance.
Several studies based on field experiment data [e.g., Shuttleworth et al.
1989, Nichols and Cuenca 1993, Crago 1996 and Crago and Brutsaert 1996] have
shown that EF could often be considered to be a constant during daytime (self-
preservation). However recent theoretical studies by Lhomme [1999] and Gentine

et al. |2007] have shown that EF is nearly constant during daytime under very
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limited surface conditions and only in fair weather. This study delves deeper into
the underlying causes and degree of the apparent near self-preservation of EF
during daytime. We use the analytical and linearized model of the soil-
vegetation-ABL continuum to decompose the profiles of temperature, humidity
and heat flux into harmonics with phase and amplitude information at each
frequency. We analyze the dependence of these spectral characteristics on surface
physical parameters. There are limits to the self-preservation assumption that are

shown using the analytic framework.

5.2. Description of A Model for the Soil-Vegetation-Atmosphere Continuum

A schematic representation of the land-atmosphere system is shown in
Figure 1. The model links the one-dimensional soil-vegetation-boundary layer
continuum for the heat and moisture state variables and fluxes. The only source
of energy and periodic forcing for the system is incident radiation at the surface.

The representation of the atmosphere and soil are inspired by the work of
Lettau [1951] extended by Gentine et al. [2009]. The studies use similar linear
diffusion equations for the evolution of temperature. The major difference here
with Lettau's [1951] approach is in the treatment of the coupling between the
two media. For tractability reasons, Lettau [1951] assumed that latent heat was
constant throughout the day, which was a major limitation of his model. Here we
relax that assumption since the interplay between latent and sensible heat fluxes

(as well as ground heat flux) are key to the goals of this study. Lettau [1951]
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assumed that temperature was continuous at the interface between the land and
the atmosphere: there is however evidence for strong gradients and even
discontinuity between the soil and the surface air layer due to the presence of the
vegetation canopy. This discontinuity can result in major phase shift between the
responses of both soil and ABL temperatures induced by diurnal solar forcing.
Finally Lettau [1951] assumed an infinite height for the ABL. Here we formulate
the model to have a finite ABL height which also allows us to solve for the
steady-state solution. Unlike Lettau [1951] who only solved for one harmonic,
here we solve for all harmonics because the goal of the study is to find the degree
to which there are harmonic shifts and harmonic broadening in the response of
surface energy balance components and their diagnostics to periodic solar forcing.

5.2.1. The boundary-layer medium

The dynamics of the atmospheric boundary layer and soil temperature in
the vertical are assumed to dominate over the horizontal. The ABL and land
surface are assumed to be uniform horizontally and the effect of lateral advection
is considered to be negligible compared to that of incident radiation forcing. The
ABL extends from the surface to a finite height z where the turbulent heat fluxes
vanish. More importantly the atmosphere is assumed to be in near-neutral to
unstable turbulent conditions, so that small eddies dominate the sensible and
latent heat flux. Turbulent fluxes in the surface layer can therefore be expressed
as functions of gradients of passive scalars (respectively potential temperature

and specific humidity) using the eddy-diffusion theory. Above the surface layer
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the mechanism of turbulent heat transport are more complex. The larger
turbulently mixed layer is characterized by small temperature gradient and
linearly decreasing sensible heat flux. Sensible heat flux diminishes to zero at
height z. The application of linearly-increasing eddy-diffusion coefficient through
the depth of the ABL does achieve these requirements for flux parameterization.
Gradients of potential temperature approach zero and sensible heat flux linearly
decreases to zero at the ABL height. We adopt this approach for both the surface
layer and the ABL.

The turbulent fluxes are thus written as:

4, = —KH(z)? (2.1)
Z

g, = —K,,(z)%Z—. (2.2)

The eddy-diffusion coefficients for near-neutral to slightly unstable conditions are
assumed to be linearly varying with height

K, (2) = ku(z—d). (2.3)

This assumption is common with Lettau [1951] and takes friction velocity u. to

be constant throughout the daytime. The expression for turbulent heat fluxes

within the ABL become:

4, =—ku*(z—d)g—0 (2.4)
g, =—ku*(z—d)g—z. (2.5)

The displacement height d is related to the height of the vegetation layer using

the expression introduced by Brutsaert [1982]:
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There is no condensation within the boundary-layer depth of the model. With
negligible lateral advection and condensation, the conservation of mean potential

temperature within the ABL becomes:

9 _ % (2.7)
ot oz
Similarly the conservation of mean water mass in the ABL is:
0
oq __ %9, (2.8)
ot 0z

Using scalar conservation equations (2.7) and (2.8), in conjunction with eddy
diffusivity parameterizations in (2.4) and (2.5), the potential temperature and

specific humidity are solutions of

60 0 00 0’0 06
| K() X =K. (z-d)~—+K,— 2.9
ot 82[ @) az] (z-d) oz* oz (2.9)
og 0 oq g . Oq
4 _0 (k) kc-a) 2L k. X 2.10
ot 52( @) 82) (z=d) oz’ oz ( )

Similarly, operating K(z)ai on both equations (2.9) and (2.10) leads to the
z

following governing relationships for the evolution of turbulent fluxes in the ABL:

Ody _ o’¢y _ O
% =K(z2) = K.(z-d) o (2.11)
g, 62¢q B ~ 82¢q
= =K(z) P K.(z-d) P (2.12)

where K, = Ku,. These partial differential equations are linear and can be solved

analytically. We use spectral methods that give harmonics of states and fluxes.
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The spectral method allows us to find the phase (lag-lead) spectra with respect to
the periodic radiative forcing at the land surface. The amplitude gain spectra are
defined as the response amplitudes normalized by the amplitude spectrum of the
surface radiative forcing.

5.2.2. The Soil Medium

Heat flux and temperature state dynamics within the soil medium are also
assumed to be dominated by vertical diffusion. The soil thermal diffusivity and
heat capacity are taken to be constant and uniform throughout the profile so
that the dynamics of soil water content and soil temperature redistribution are
decoupled. Without this simplifying assumption the problem becomes non-
tractable and can only be solved numerically.

Using Fourier’s law the soil heat flux can be expressed as a function of the
soil temperature gradient (G is positive downward):

=1L (2.13)
t Oz

The conservation of internal energy leads to the following relationship for soil

temperature profile evolution:

c oL _8G

i =—. 2.14
‘ot oz ( )

Substituting (2.13) into (2.14) leads to the partial differential equations for soil

temperature T, evolution:

2
Zs e Zfs (2.15)
z
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where K, is the soil heat diffusivity. Operating l‘éi on (2.15) and using the
z

expression for soil heat flux (2.13) leads to a related diffusion equation for soil

heat flux evolution:

2
i—?:KS i?. (2.16)
z

5.2.3. Boundary conditions

The soil and ABL evolution equations are coupled through the land
surface energy balance. Surface energy balance serves as the common boundary
for both systems. The incident solar and thermal radiative fluxes at the land
surface force the entire system. At the top of the ABL the boundary condition is
defined through vanishing turbulent fluxes. Below the surface and at the far-field
of the surface boundary where the forcing is imposed, the soil heat flux similarly
vanishes. The boundary conditions can be summarized as:

I/ At the land surface, the incident radiation is composed of incoming

solar S, and thermal componentsL as [ (f)= (1 -a, )S L (0)+ L (). The parameter

a, is the surface solar albedo.

I/ The soil heat flux is zero at the far-field: lim G(z,¢)=0.

Z—>—L

III/ The sensible and latent heat fluxes vanish at the top of the ABL, i.e.:

¢,(z)=0 and ¢,(z)=0. The height is modeled using Plate’s [1971] formulation

CU,

i_lf

friction velocity u..

z with ¢=0.2. The ABL height scales with the Coriolis parameter fand
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The sensible heat flux at the land surface is parameterized using

aerodynamic resistancer, at the vegetation canopy and ABL interface:

b1y =2

(z2=0,)-6(h1) (2.17)

a

The resistance parameter is considered to be constant throughout the solution

period T . Similarly the latent heat flux at the same boundary is modeled as :

4,00 =L {q (1.0.0)-q(h0) (2.18)

a

The parameter B reduces the evaporation below its limiting potential

value corresponding to a moist surface. This parameter is related to the soil

moisture in the root zone and it is assumed to be constant throughout the period
T.

IV/ A common assumption in land-surface modeling is that there is
negligible storage of heat within the vegetation layer (compared to the other
energy balance components) so that the energy budget at the land surface is:

R, (1)~ G(0,1) = H(h,t)+ AE(h,t) = pC 8, (h,t) + pAB, (h,t) (2.19)

5.3. Fourier Development
The flux profiles as well as state (potential temperature and specific
humidity) profiles are assumed to be periodic over the period T'so that the
different variables can be expanded using Fourier basis functions. Any variable

A(z,z) is then developed as a weighted sum of harmonics:

At,z) = A(z) + i A(nw,,z)e"™ (2.20)

H=—%
n#0
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. . 2 — .
with fundamental pulsation a)0=?ﬂ. By projecting on Fourier bases, the

problem can be solved component-wise, i.e. each complex amplitude :’I(na)o,z) is

solved independently from the others and the time derivative operator becomes a

. e 0 . .

simple multiplicative factor % — jnw,. The atmospheric boundary layer
t

evolution partial differential equations (2.9), (2.10), (2.11) and (2.12) reduce to
simple ordinary differential equations. After removing the subscript n notation
for simplicity and for non zero harmonicsw#0, the Fourier amplitudes are

governed by:

Gwn)=—j K= DD b, (2.21)
@ dz
¢, (»,2) = —jK—*(z_ﬂ-dlj"—(m,z) (2.22)
dz
(,2) :_Mzzf(wsz)_ﬂf_*ﬁ .7) (2.23)
yA
9(@,2) = _Mf_ﬂ_‘z(w’ Z)_K*_d_q(a,’ z). (2.24)
dz dz

The corresponding zero-th harmonic is the steady-state solution that obeys the

following original relations:

&y

pE (2)=0 (2.25)

d fq (2)=0 (2.26)
2
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3=

d’6
-d
(z-d)—

(z)+%(z) ~0 (2.27)

(z—d) q(z)+ ()_0. (2.28)

Similarly in the soil, (2.15) and (2.16) reduce to:

JjK d*G

G(w,z) = -L=s ?(a),z) (2.29)
2
T(w,2) =~ JK, a;{ (w,2) (2.30)
and the steady-state solutions follow:

d’G
(2)=0 (2.31)

=

T
dz; (z2)=0 (2.32)

for #0.
The coupled boundary conditions are also expressed in the Fourier domain.
Because of the linearity, in the Fourier domain for @#0 the sensible heat flux

expression at the surface (2.17) simply becomes:

T, (0)-0,(w)

by, ) =——— """ (2.33)
re

a

And the steady-state solution is:

y=To"0% (2.34)

a

The main difficulty of the latent heat flux boundary condition is that the

saturated specific humidity is a non-linear function of temperature. To the first
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order approximation, this equation can be linearized around the mean surface

temperature, over period T :

. :q*(jo)wfw (T.0,0-T,). (2.35)

Ty

¢.(1.0.0)=¢.(T, ) +(T.0.0-T, ){M}

Using the daily Fourier series of the surface temperature, this can be rewritten:

¢.(1.0.0)=4.(T, ) +7;, 2T, (@) (2.36)

nelZ
n#0

Note that with this linearization:

¢.(1.(0.0)=4.(T,) (2:37)
so that the mean daily value of the saturated specific humidity at the surface
equals the saturated specific humidity of the mean surface temperature.

After projection on the Fourier basis, boundary condition (2.18) is written

vneZ' g h =L (r 7, 00)-d,00). (2.38)

For the steady-state component:

¢,(h) =

=

- (4(T, )=o) (2.39)

The outgoing thermal radiation component in net radiation is
characterized by the Stefan-Boltzmann law. It depends on the fourth power of
surface temperature. Even though this is a strongly nonlinear function, over the
range of temperatures (Kelvin) experienced at the land surface, the linearized

function adequately represents the flux.

If the surface temperature is linearized around its mean daily value, the difference
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between the actual surface temperature and the daily mean temperature is only

due to the influence of the harmonics of surface temperature:

T,O=T, + ¥ T, ()" =T, +AT, (3.1)
w0

The net radiation can consequently be divided into a steady-state term plus the

influence of all non-zero harmonics:

R0 =(1-a)5+L -0l *+ i [(1—a‘9)§j(kw0)+ij (ka,)-4¢,0T,'T, (ka)o)]eﬂ““"'
k=-

R, k=0

(3.2)

Thus the non-zero harmonics of net radiation are:

* o~ -~ —~ —_ (3'3)
VkeZ', R, (kay)=(l1-a,)S (ka,)+L (kay)-4¢0T, T, (ko,)
21, (kay)
and the steady-state component is:
7?: :(l—ocs)ST+L_¢—6S0'7_104 ) (3.4)
ﬁ—/

:[¢

These relations are necessary to impose energy balance at the land surface in the
Fourier domain.
5.3.1. Steady-State Solution

In order to obtain the full Fourier series development of the solution, the
steady-state solution needs to be obtained first. This is due to the fact that the
non-zero harmonic governing the equations contain terms linearized around the
steady-state conditions.

The steady-state profiles of turbulent flux of potential temperature and

specific humidity are obtained by integrating (2.25) and (2.26) as:
Vze(hz)  $,(2)=4(z-2) (3.5)
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Vze(hz) ¢_q(z):Bl(z—zi) (3.6)

where A4, and B, are coefficients of integration. They can be evaluated using

(2.34) and (2.39) as:

PRl (3.7)
r;(z,. —h)
_ q (Tso)_qh
Bl - —ﬂm . (3.8)

The profiles of potential temperature and specific humidity are given by
equations (2.27) and (2.28). Using the boundary conditions (2.34) and (2.39),

their solutions are:

_ - _ = 1 z—h [z -d z—d
NN-0, =T -0 S g In 3.9
(Z) h ( o h)Ku*l’aCI:Zi_h [zi_h] (h—d):| ( )
La(z) '
- - = =\ B | z=h [z,-d (z—d
= T )— —| = 1 . 3.10
q(Z) qh (q ( so) qh)Ku*’;’c Zi_h Z’-—h n h_d ( )
£pa(z)

Here a(z) is the nondimensional collection of terms characterizing solutions
dependence on height.

The soil temperature steady-state governing relation has a boundary
condition that requires vanishing soil heat flux at infinity. Therefore the steady-

soil temperature has to be uniform throughout the soil profile and equals to:

T(z2)=T,, =T, (3.11)

leep K

where T, is the constant soil temperature at great depth. T, =T_Socan be

ep
obtained using the steady-state equation of the land-surface energy balance (3.4)

in combination with (3.9) and (3.10).
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Finally the steady-state surface energy balance at the land-surface

becomes:

_ —, . PC, 1 o g1 (=
O e\ USLICY) R e { CH G EN RERE)

a a

evaluated at height z corresponding to the height of air temperature and
humidity measurements. Note that because we are using the value of mean

potential temperature at height z instead of height 4, the aerodynamic
resistance is increased by a factor 1-a(z), to compensate for the change in

elevation. Similarly for specific humidity the total resistance is increased by a
factor 1-pa(z).

5.3.2. Higher non-zero harmonics

The solution of (2.29) for each soil heat flux harmonic is:

2K

s

é(na)o,z) = goe”(na)o)exp[(l+j) O z] (3.13)

where g.e” (nw,) is the complex amplitude of the soil heat flux at the origin and

g, € R". In the soil the conservation of heat (2.14) becomes:

jo,C.T (w,,2) = aa—G(a),,,z) (3.14)
z

so that the soil temperature profile harmonics are:

(0,0 = 2@ 1)

1 1)
1+ f n_g 3.15
C J 20K eXp[( 1)) ZKSZ] (3.15)

In the ABL, the sensible heat flux is solved similarly but using the change

_Jo,(z-d)
K*

of  variables x=2 and  rewriting  the  fluxes as

A(z,t)=171(a)n,z)ej“'"’ =a(w,,x)e’”. On top of the ABL, the variable x becomes:
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x =2 _]_wn(_zd)_ =2 ———Jz—— = \/;xio and right above the canopy its value
K. 2K sin(¢) ‘

Jjo,(h~d)

ist x, =2, |- K

The turbulent flux amplitudes (potential temperature and specific humidity) at
height 4 are written as complex amplitudes ke’ withh, e R* and E,e” with
E, eR" are:

6, (0, ,2)=he’ (w) z—d H|(x)H](x)-H(x)H|(x)
o\ Wy 5 h "Nh—d Hll(x,«)le(xh)—le(xi)H:(xh)

(3.16)

z—d H(x,)H}(x)-H}(x,)H| (x)
—d H)(x)H; (x,)—H(x)H](x,)

4,(@,,2) = Ee” (@) (3.17)

The conservation of mean enthalpy and water mass in the atmosphere (2.7) and

(2.8) can be rewritten with the use of temporal Fourier transform:

jo,0(®,,2) ——ﬁ ®,,2) (3.18)

Jw,,c}(w",z)———( 2). (3.19)
These conservation equations are used to determine the complex amplitudes of

the profiles of potential temperature and specific humidity in the ABL:

Bw.z 1+ H!(x)H}(x)- H}(x)H, (x) he (@) (3.20)
" \/2a) Ku(h—-d) H}(x)H; (x,)- H}(x)H, (x,) "
W,z 1+ H|(x)H; (x)— H; (x,)Hy (%) Ee" (). (3.21)

\/Za) Kul(h-d) H{(x)H}(x,)—H} (x)H|(x,)

The only unknowns that remain are the amplitudes of the surface flux terms.
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They can be obtained using the land-surface boundary conditions.
5.4. Land-Surface Variables
The two following variables are introduced to simplify the expressions of

the surface temperatures and fluxes:

1 1
()= I+) Hll(xi)HOz(xh)_le(xi)H(l)(xh)

1 5 5 n . (4.2)
p2K.@,(h—d) H(x)H; (x,)~ H} (x)H, (x,)

The amplitude and phase spectra of surface fluxes are expressed as function of
incoming net radiation spectrum. The complex amplitudes of soil heat flux G,,

turbulent transport of potential temperature @, and specific humidity ¢, are:

. 1 e
goet (@)= [ c Apr;, Jhe’ (@,)(4.3)
1+4e0T "ANw,)+ pMo,)| ——2 +— >
° ri+ pE®@,) 1+ phE(,)
he (@,) = e 7 1" (@,)
¢ T 3 P }/fvo
(s + pZ(a)")){l +4s,01, Mo, + pA(w")(r; P, i+ pﬂz(wn)]}
(4.4)
— A
E,e"(@,) = P c B 1,e"(,)
¢ T 3 I4 }/7»‘0
(7 +pﬂ2<wn)){1 +4,0T, A(wn>+pA(wn>[r; ) pﬂz(%)}
(4.5)

where / (®,) and a(w,) are respectively the amplitude and phase of incident
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radiation at the land-surface at frequency o, .

Similarly the complex amplitudes of the soil surface temperature, the

potential temperature and the specific humidity, the latter two at height 4,

become:
—— 1 "
T;wjf(a)n) = _ ( C ﬂﬂ}/f JI‘LeI (a)n) (4.6)
1/ Mw,)+4s0T,” +p £ + 2
’ r,+pL(w,) 1, +pPi(w,)
T () — pE(@,) Ja
0,(w,)= - - o c /1,3}’fm 1 (w,)
2+ PR 1 M) 48, 0T. | oo v oo,
(4.7)
(@) Brr pX(®,) 1o (@)
qn\@,) = e (w,
(r" + pf(w )) 1/ Aw)+4s.0T >+ p < + ﬂﬂyf“' i
’ ’ o T pi(w,) s+ pPE(@,)
(4.8)

These expressions allow the study of the harmonic response of the soil-vegetation-
ABL continuum to any periodic forcing of incident radiation at the land-surface.
Observations of this forcing from an intensive field experiment are used to
characterize them in this study. They are shown in Figure 2. The observations
also serve to provide partial tests of the model in capturing the diurnal dynamics

of surface energy balance components.
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5.5. Forcing and Test Dataset

The observational dataset corresponds to 101 days of measurements from the
SUDMED 2002 field campaign in Marrakech, Morocco as described in Duchemin
et al. [2006] and Chehbouni et al. |2008]. In this dataset, five continuous days of
intensive measurements from March 1% to March 5" were selected because the
flux measurements were free of gaps. Furthermore, the synoptic conditions over
this five-day period were clear-skies fair weather with near-steady (calm) wind
conditions. The study site is a wheat field with relatively sparse vegetation
(LAI=0.4 m* m”and vegetation height of 40 cm).

The theoretical coupled land-surface and boundary-layer model developed in
this study is forced with the incident radiation observed during the intensive
experiment days (March 1" to March 5"). The model is assumed to be periodic
over the five-day period T. The root-zone soil water content did not change
appreciably during this period and the synoptic conditions were similar during
the duration.

Continuous and long-duration records are required for statistical
estimation of the amplitude and phase spectra based on experimental data. The
entire 101 days of the SUDMED project do contain some gaps in measurements
and missing data. A more extensive dataset on land-atmosphere exchange for this
study is developed using a Soil Vegetation Atmosphere Transfer (SVAT) model
that is calibrated using the extended 101-day period of the experiment over the

wheat field site [Gentine et al. 2007]. The value of this gap-free and longer albeit
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partially model-based data set is that spectral behavior of variables can be
estimated, since measurements are gap free.

5.6. Results

As a partial test of the model presented here based on the five-day
observation period, the surface energy balance components resulting from the
application of the model to the period of the intense field campaign are compared
with observations. The forcing is the series contained in Figure 2. Figure 3 shows
the net radiation and surface ground heat flux comparisons between the model
and observations. Figure 4 extends the comparison to the two turbulent heat
fluxes. The simple linearized model effectively captures the diurnal course of the
surface energy balance components in terms of relative partitioning and dynamic
pattern.

Figure 5 shows that the linearized model is also able to represent well both
soil surface temperature and potential temperature at the height of reference z, =
2m. The diurnal course of the two temperatures is realistic and could be used as
the lower boundary condition for the ABL domain.

In order to further evaluate the dynamical behaviors inherent in the
model, we take some asymptotic limits of the analytical solutions in the following
subsections. These correspond to extreme limits and should provide physical
insights into the consistency of the model as well as its range.

5.6.1. Asymptotic behavior for large aerodynamic resistance

The case of very large canopy aerodynamic resistance, i.e. r; >>1, is first
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studied. It effectively represents the suppression of turbulent transfer of energy
and water from the land-surface to the ABL. In this case the surface fluxes

amplitudes (4.3), (4.4) and (4.5) asymptotically reach:

Ge” = - 1™ 6.1
Oe (a)n) 1+ 43(0'7103A(a)n) ie (a)n) ( )

for ' >>1. These signify the disappearance of turbulent surface flux and the
increased amplitude of the ground heat flux. Note that through the A(w,) term,

there is still phase shift between the forcing and the ground heat flux response.
When the aerodynamic resistance tends to infinity, the land-surface state
variable solutions (4.6) to (4.8) asymptote to:

1
1/ Mw,)+4¢,0T,}

T (@)= 1,e"*(,) (6.3)

0,(®,)=4,(w,)=0. (6.4)
It is interesting to find that the land-surface temperature still exhibits a T-
periodic cycle influenced by longwave radiation and soil characteristics alone,
thus introducing a phase lag in the response to incoming radiation forcing. The
near-surface ABL potential temperature and specific humidity, however, have
only the steady-state component. Thus when the aerodynamic resistance becomes
very large, there is total decoupling between aerodynamic temperature and land-
surface temperature. More precisely, when the aerodynamic resistance is large
there is decoupling between the soil and atmosphere systems, except for the

radiative transfer component and the land surface has no control on the ABL
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profiles.
5.6.2. Surface layer behavior

The analytical solutions of turbulent flux, potential temperature, and
specific humidity profiles can be expanded in series form for small values of z-d.
This also represents the asymptotic behavior in the lower part of the surface
layer, i.e. in the lower part of the ABL close to the surface, where the gradients
in stress and turbulent fluxes are negligible. In the surface layer the gradients in
potential temperature and specific moisture are, however, important and
influential.

The series expansion of the sensible heat flux and potential

temperature near the surface gives:

Ron=CLD |_K M)A
7 \2o,(h-d) H/(x)H (x;)-H (x)H,(x,)
+ (1—]) a)" 1 2 1 2 1 (Z_d)
s K.(h-d) H/(x)H, (x/)‘Hl (x)H (x,)
x{H.'(xJ ﬂ—jln[—WJ+j(1—27)}+Hf(x,>{—zr—jm(—l%‘d)j+j(l—Zy)}}
+ O((z-d))
(6.5)
and
é(w,z)=(1+j) 1

Hl'(x].)le(xf)—le(x,.)Hll(xh)

) {H'l(x")[”‘2”]+Hf(xi)[-ir—217]—1(H.‘(x,-)+Hf(x,-))ln(_m}}

K.
1 o, B . (6.6)
x{\/ZK*a)n(h~d) Nk d)}
+ O((z-d))

These expansions show that sensible heat flux is indeed slowly varying in the

surface layer and is close to constant in the near-surface layer, which is given by
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the first term on the right-hand-side of (6.5). The variations of sensible heat flux

H(z)-H
remain small i.e. Hz)-H, <<1, even at heights on the order of tens of meters

h

above the surface. This series expansion also shows that in the near-surface layer,

the potential temperature amplitude is described by a logarithmic
(z-d)In(z—d) profile and thus amplitude changes rapidly with height compared

to that of sensible heat flux. Given the similarities in the sensible and latent heat
flux solutions, as well the correspondence between the potential temperature and
specific humidity profiles, similar conclusions hold for latent heat flux and specific
moisture logarithmic height dependency.
5.6.3. Responses as a function of frequency

We begin examining the responses as a function of frequency by first
considering the extreme limits. For very low values of frequency, i.e.—0 or
slowly-varying components just above the steady-state, the amplitude of
potential temperature tends toward infinity and for very large frequency, i.e.
®w—+o or fast-changing components, the potential temperature complex
amplitude tends to 0. This means that high frequency forcing impacts the
temperature profile of the ABL to a limited degree and tends to remain confined
to a very shallow layer near the surface. We refer to high frequency forcing in
incident radiation as weather noise and it can be induced by passing clouds or
effectively wind variability. Thus the ABL potential temperature is really

responding to lower frequency factors and mostly immune to weather noise. The
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boundary-layer profile is therefore mostly an indicator of slowly daily varying
forcing at the surface but it cannot capture high frequency forcing. This result, or
more specifically the result in between these two extreme limits, can be
important guides for the sampling and interpretation of measurements. The low
frequencies part of the ABL potential temperature and specific humidity spectra
are mostly due to surface incoming radiation whereas higher frequency spectra
will be mostly influenced by advection at regional scale. This interpretation
echoes Claussen [1995]: “Far above the blending height, modifications of air flow
owing to changes in surface conditions will not be recognizable individually, but
an overall stress or heat flux profile will exist, representing the surface conditions
of a large area”. When @ — 0, the profile of potential temperature is linear and

. . zZ—2Z. .
corresponds to the steady state solution: 2 he” .
Z —

We now turn to the behavior away from these extreme limits. First we
introduce the penetration depth that is defined as the characteristic length scale
of a wave penetration. It corresponds to the depth at which the wave is
attenuated by an exponential factor. The penetration depths are part of the
profiles solutions as evident in the complex exponential dependencies in (3.13) to
(3.21). Examination of the penetration depth for the state variables and the
fluxes as a function of frequency provides valuable and new insights into the
relative roles of each component of the soil-vegetation-ABL continuum as they
adjust to the complex spectrum of radiative forcing. The penetration depth at

each frequency is accompanied by phase spectra indicating, lag-lead behavior. As
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a length scale the penetration depths are normalized by the ABL height so that
it is dimensionless in the presentations.

Figure 6 shows the normalized penetration depth for a) potential
temperature and specific humidity and b) sensible and latent heat flux as a
function of the forcing frequency. Sensible heat flux and latent heat flux change
only very slightly in the lower tens of meters of the boundary-layer whereas the
specific humidity and potential temperature exhibit sharp gradients. These
behaviors are characteristic identifiers of the development of a surface layer
linking the near-surface (right above canopy) air and the ABL. It is actually the
very definition of the surface layer. Then above a few tens of meters away from
the land-surface, the potential temperature and specific humidity profiles reach
values converging and very close to their upper boundary value. Consequently, in
a near-neutral case, the gradient of both potential temperature and specific
humidity are mostly located in a layer of a few tens of meters above the land-
surface. This is consistent with both experimental and numerical results [see Stull
1988 and Garratt 1992 for a review|. Above this surface layer the gradients of
both quantities become negligible. On the other hand, the gradients of sensible
and latent heat flux are small in the surface layer, i.e. in the first few ten meters
over the land surface the fluxes can be considered to remain constant. Above the
surface layer and reaching to the upper parts of the ABL the fluxes smoothly
decrease with height until they reach zero at the exact height of the ABL.

Indeed, larger scale eddies tend to propagate further from the surface
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(corresponding to an increased eddy-diffusivity) and mix the passive scalars.
Therefore far away from the surface, there are still considerable magnitudes of
heat fluxes associated with very small passive scalar gradients. It is important to
note that a simple eddy diffusion parameterization is adequate to capture these
characteristic profiles of potential temperature and sensible heat flux. Nonetheless
more sophisticated and physically-consistent parameterizations of turbulent heat
transfer coefficient need to replace K-theory based approach adopted in this
study.
5.6.4. Responses as a function of parameters

The key parameters of the model that affect surface energy balance as well as the

profiles of states and flux in the soil and the ABL are: 1) water availability

control A, 2) aerodynamic resistancer!, 3) vegetation height 4, and 4) friction
velocity u, . Figure 7 shows the dependency of the penetration depth for potential

temperature or specific humidity on these four parameters. The flux penetration
depth is not shown and it is constant for the parameters.

It is evident that B does not influence the penetration depth of the scalar
wave since it only scales the input of heat flux at the land surface. It does not
impact the way fluxes and scalars vary in the ABL. Similar results hold for the
canopy aerodynamic resistance that will equally influence the magnitude of the
sensible and latent heat flux at the land surface. This in turn determines how
temperature and specific humidity will transport from the surface into the

overlying atmosphere. However aerodynamic resistance is a quantity closely
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related to the surface friction velocity. The magnitude of the resistance is largely
due to shear stress at the surface.

Figure 7 also shows that vegetation height has a very different impact on
turbulent fluxes than on specific humidity and potential temperature. An
increasing vegetation height acts as a change in the height of the source of
potential temperature and specific moisture, the penetration depth is thus
changed. The penetration depth is taken from the soil surface with abscissa z—0,
which is now displaced. There is however no fundamental physical changes as
long as the other surface parameters remain constant. It is also interesting to
note that a change in vegetation height has almost no influence on both the
latent and sensible heat flux penetration depths. The penetration depth scale of
the fluxes is two or three order of magnitude larger than vegetation height. A
displacement of the source of sensible or latent heat flux of a few meters will not
appreciably affect the profile. Consequently a change of vegetation height, with
all other surface parameters remaining constant, has negligible impact on the
profile of turbulent fluxes but strongly affects the profiles of both potential
temperature and specific humidity. It will displace the potential temperature and
specific humidity profiles by a distance equals to the change of the vegetation
height and comparable to the surface layer.

Friction velocity plays a strong influence on the propagation of humidity

and latent heat flux waves. Indeed even though the ratio A, ,./z remains

constant, the ABL height z, is a strongly increasing function of friction velocity.
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The propagation depth of latent heat flux will consequently increase with friction
velocity.

Finally, friction velocity is shown to have the strongest influence on all
near-neutral penetration depths since the surface shear stress drives the profile of
wind speed and turbulence. It consequently influences all passive scalars of the
fluid be it enthalpy or water content. In a near-neutral atmosphere, the stronger
the shear stress at the surface, i.e. the stronger the forced convection at the land-

surface, the larger the penetration depth for any atmospheric variable or flux.

5.6.5. Gain and phase amplitudes

The state and flux profiles in the soil-vegetation-ABL continuum are all
forced by incident radiation (and friction velocity) at the surface. Incident
radiation has a spectrum and all other system variables have amplitude whose
value relative to the radiative forcing is the gain spectrum. The corresponding
phase spectra indicate the lag-lead relationships at the same frequencies. Figure 8
presents the gain spectra of the surface fluxes. The first panel shows a strong
dependency of all surface fluxes to the frequency of incoming radiation. In
particular the amplitude of the soil heat flux is rapidly decreasing with period.
After the period reaches one hour, it then remains fairly constant for lower
frequencies. On the other hand, the amplitude of both latent and sensible heat
flux is slowly increasing and their relative magnitude is determined by the value

of A, which has been fixed at 0.6 in this study.
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Several insights may be gained from this result. First, the soil heat flux
captures a large fraction of the high frequency (low period) forcing, therefore soil
heat flux will be sensitive to rapid changes in incident radiation. Relative to the
turbulent fluxes, soil heat flux is compensating for weather noise. The diurnal
shape of the soil heat flux appears noisy because it captures any rapid variations
in forcing. Turbulent fluxes behave differently: sensible heat flux displays a
relatively flat gain spectrum for all forcing frequencies. Therefore it will not
amplify any particular frequency and high frequencies will have the same
influence as low frequencies. In our slightly water-limited case, latent heat flux
behaves slightly differently: the response to low frequencies (high period) is
slightly stronger than to high frequencies and this explains the relatively smooth
diurnal shape of surface evaporation compared to sensible heat flux in wet

conditions.

5.7. Evaporative Fraction spectral behavior

Whereas sensible and latent heat have strong periodicities originating in their
direct dependence on the periodic radiative forcing, the Evaporation Fraction,
EF, diagnostic has less direct dependence on radiative forcing and hence may
exhibit less pronounced periodicity. The spectrum of EF is now investigated
using the framework introduced in this study.

Contrary to latent and sensible heat flux, there is no simple relationship

between each harmonic of E£F and their counterpart in the forcing of incident
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AE, (1)

radiation. Since EF'is a fraction defined through (1.1), i.e. EF(t) =————
H,(t)+AE, (1)

or EF (t)(H h(t)+/lEh(t))=/1Eh(t), its spectral solution involves a convolution in

the frequency domain:

EF()*(H,(0)+ 2E,(0)) = AE, () (7.1)
equivalent to:

S [H, ((n-ma,)+ E, ((n-ma,) | EF (ma,) = A, (nay).  (7.2)

m=—oc

The fractions: Pﬁ’(w) and /IAE,”((O) are known from (4.4) and (4.5). Therefore the
1 (@) I (@)

Fourier transform of incoming radiation is required to determine the spectrum of
EF. Because of the non linearity, the spectrum of both sensible and latent heat
flux will impact and diffuse across the whole spectrum of FF because it results in
a convolution in the spectral domain. The power spectrum of EF will
consequently necessarily be much broader than that of sensible and latent heat
flux.

To investigate the EF spectrum and compare its shape to the spectra of
surface fluxes (R , H, and AE,) we introduce the daytime energy spectrum for
each variable. The daytime energy spectrum is the average, over 101 days, of the
daytime-only Fourier decomposition of the variable for each day. It is introduced
in lieu of multi-day time-series Fourier transform because the full series contain
discontinuities at dawn and dusk and the nighttime values should not be mixed

with daytime values.
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In order to obtain comparable values for any variable of interest, the energy
spectrum is normalized by its total spectral power or integral across frequencies.
The square root of the normalized energy spectrum is shown in Figure 9 for
observed a) net radiation b) evaporative fraction c) sensible and d) latent heat
flux at the land surface during daytime. These energy spectra show that most of
the daytime energy spectrum of net radiation and turbulent fluxes is located at
high periods (low frequencies). Therefore the major part of the diurnal cycle of
surface fluxes is explained by these low diurnal frequency harmonics components.
Consequently most of the diurnal spectrum of the surface energy fluxes is due to
the influence of the main solar radiation harmonic, which has a (nearly) semi-day
period. On the other hand, evaporative fraction displays a relatively flat enecrgy
spectrum, which again emphasizes the implications of nonlinearities: the

relatively localized spectrum of H, and AE, evenly influence the whole EF

energy spectrum.
5.8. EF asymptotes
More insights into the diurnal shape of EF may be gained by writing the
limiting expressions for FEF and examining the amplitude spectra of its
fundamental constituitive elements. Evaporative fraction can be rewritten as:

1
EF =— 3 (7.3)

i So

e
Ap g (T,)-q,

using its definition and expressions for the turbulent fluxes, (2.17) and (2.18).

This expression shows that EF mostly removes the effects of turbulence and

156



isolates surface controls, as stated in Gentine et al. [2007|. EF'is a function of soil

water availability through B, surface temperature deficit 7, —6, and water vapor

deficit q*(Tso)—qh. EF is consequently a complex function of water availability,

near surface temperature and humidity conditions. It can be related to the
surface resistance to evaporation only if the surface temperature and the near
surface meteorological state are known. More concisely the EF-soil moisture
control relationship is mediated through micrometeorology.

The diurnal shape of EF can be diagnosed using (7.3). The surface
temperature and water vapor deficits, resp. 7, —6, and q*(ﬂo)—qh, can be

characterized with our linearized land-atmosphere model using (4.6), (4.7) and
(4.8). Figure 10 (a) and (b) show that the temperature and water vapor deficit at
the land surface respond similarly to a forcing of incoming radiation at the land
surface. Moreover, except for their mean components, the ratio of their amplitude

remains relatively constant over the whole spectrum as presented on Figure 10
(c). The differences 7, —6, and q*(TSO)—q,, are in phase, which explains why their
harmonic behavior is almost identical. Finally the evaporative fraction can be

rewritten using the harmonic decomposition of the temperature deficit at the

surface:

T -0, =6T,+ > OT, cos(nwyt+e@, )= T, +56T(t) 7.4
So h 0 n 0 n 0
neo

and the water vapor deficit at the land surface can be rewritten using the Taylor

expansion to the first order:
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q*(TSO)—q,, =0q, + Z 84, cos(nwyt +¢,) ~ 8q, + g, Zw 8T, cos(nayt+@, ). (7.5)

n=—0 n=—o
nz0 n#0

Yet Jq, represents the mean steady-state specific humidity influenced by large-
scale weather systems, whereas the harmonic variations are mostly due to
changes influenced by the surface, acting as a source of moisture through the
release of moisture at the land-surface. Thus regarding the proportional harmonic
response of the temperature and humidity deficit to a very good approximation:
q'(T,)=q,~ 34, +7z Y, 6T, cos(nwi+,) (7.6)
n#0

where y; is the slope of the saturation specific humidity at temperature 7, .
50 0

Then E£F becomes:
1 1

EF~ = ¢ et -
ST, + Y ST, cos(napt+¢,)  14+—£ 07000
C n=-x /’lﬂ 5q0 +}/7—; §T(t)
1+7p n:tO-*—00 0
AP 84, +77, D" 8T, cos(nayt +9,)

n#0

When |67()] > max (673|677, ), EF tends to:

1
EF,, =———. (7.8)

min o TG,
Ve T, AB

This condition is approached around solar noon in the SUDMED data as shown

in Figure 11. Indeed at noon the principal daily harmonic of temperature

difference reaches its maximum value and the temperature deficit ST(f) becomes

large compared to the other parameters. Thus EF reaches its asymptotical

minimum value. Moreover in our field experiment dataset, the surface and air

temperatures above the canopy are equal at TAM and 4.15PM, at these times EF
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equals 1. Before TAM and after 4.15PM, T, -6, is negative while q*(TSU)—qh

remains always positive, therefore EF is larger than 1. Then for very negative
surface temperature differences, the evaporative fraction will become negative,
this behavior is generally observed at night, when the radiative cooling of the
surface will lower the surface temperature compared to the air temperature,
leading at some point to a negative value of EF. The single diurnal harmonic of
incident radiation forcing is broadened in frequency and results in the
characteristics diurnal shape of EF as shown in Figure 11.

Therefore in fair-weather conditions with strong solar radiative forcing,

such as in semi-arid regions, EF approaches its asymptotic value EF,,  during

most of the day. The water vapor pressure deficit also plays a strong role on EF:
in humid regions evaporation is not limited by the surface soil and vegetation.
Instead it is limited by atmospheric aridity and available energy. The limiting
condition defined for FF cannot be reached in humid regions.

The power spectrum of incident radiation has a fundamental impact on
the EF spectrum and on its diurnal behavior. Indeed any high order harmonic of
incident radiation will strongly influence FEF. In the SUDMED dataset used in
this study, the main harmonic actually corresponds to the principal daily
harmonic. The second daily harmonic also reaches its maximum around noon and
contributes to the asymptotic behavior of EF' at that time. The effect of the
other harmonics on EF is negligible. This behavior is due to the fact that the

influence of the first daily harmonic is almost sufficient to explain the diurnal
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shape of EF. However, any noticeable changes in the power spectrum of solar
incoming radiation, such as those induced by clouds, will strongly influence the
diurnal shape of EF.

The use of the diurnal constant £F assumption will only hold under very
restrictive conditions: fair, relatively dry weather and with elevated incoming
radiation.

Finally we recognize that the present interpretations remain valid for near-

neutral turbulent conditions where the eddy-diffusion coefficients K, , for heat

and water vapor are similar. Highly unstable ABL conditions lead to departures
from similarity for potential temperature and specific humidity transport.
Potential temperature is no longer a passive tracer but actively induces
turbulence through buoyancy.
5.9. Conclusions

This study uses the general framework originally introduced by Lettau [1951| and
extended by Gentine et al. [2009] to model the soil-atmosphere continuum as one
system subject to periodic incoming radiation forcing at the land surface. We
extend the framework in several important new directions and apply it to
understand the harmonic response of the land surface to periodic radiative
forcing. An analytical solution of the problem is found for any forcing of incident
radiation at the land surface. In particular, the land-surface fluxes and
temperatures are expressed as function of the surface parameters and are used to

investigate the role of land-surface parameters on the atmospheric profiles and on
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surface variables.
First asymptotic expressions of turbulent fluxes, specific humidity and
potential temperature are found, describing the variations of the respective profile

in the few first meters above the canopy height. Among the surface parameters,

f and r’ are shown not to modify the profiles but only to scale the magnitude

of the surface turbulent heat fluxes. The surface friction velocity, however,
influences the whole profile and not only the surface fluxes. Finally, a change in
vegetation height acts as a change in elevation of the source of temperature and
humidity and is shown to have very minor influence on the profiles of turbulent
fluxes but strongly affects the specific humidity and potential temperature
profiles.

Secondly the impact of the frequency of the incoming radiation forcing is
investigated. At the land surface, soil heat flux absorbs most of the high-
frequency component of the incoming radiation forcing and is thus considerably
influenced by weather noise. The turbulent fluxes act at all frequencies with
preponderance in the lower frequencies. Since the incoming radiation spectrum is
mainly composed of the principal daily harmonic, the spectra of the turbulent
heat fluxes is mostly responding to this daily cycle. In contrast, Evaporative
Fraction possesses a broad spectrum with no clear diurnal harmonic. This is
because it is fundamentally a convolution of periodic signals.

Even though the spectral study of EF'is rendered difficult by its non-linear

dependence on surface heat fluxes, the study of the near-surface temperature and
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specific humidity spectra allows derivation of the asymptotical minimum diurnal
value of EF' as a function of key land-surface parameters. In addition, EF is
demonstrated to remain a diurnal constant only under limiting meteorological
conditions: fair and dry weather accompanied by strong solar radiation.

The present study, which develops new insight on the Evaporative
Fraction diurnal behavior, has several shortcomings that should be addressed in
future studies. First, there is no direct inclusion of stability/instability effects in
the ABL and the modeling of turbulence through an eddy diffusion approach is
limited to relatively specific conditions. Moreover the ABL height was assumed
to be constant; yet it clearly exhibits a strong daily cycle, which should be taken
into account to correctly model the near-surface scalar and fluxes values.
Introducing these complexities will prohibit analytical solution, which was

preferred in this first study.
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radiation (b) at the land surface, from in-situ measurements spanning March 1*
to March 6" 2003. from the total SUDMED experiment covered 101 days and

was located nearby Marrakech, Morocco.
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Figure 3. Comparison of net radiation (top panel) and soil heat flux at the
surface (bottom panel) for in-situ measurements (circles) and the model in this
study (lines) from March 1% to March 6" 2003, using reference values of surface

parameters as shown in appendix.
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Figure 4. Comparison of sensible heat flux (top panel) and latent heat flux at the
surface (bottom panel) for in-situ measurements (circles) and the model in this
study (lines) from March 1% to March 6" 2003, using reference values of surface

parameters as shown in appendix.
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Figure 5. Comparison of land surface temperature (top panel) and air potential
temperature at 2m (bottom panel) for in-situ measurements (circles) and the
model in this study (lines) from March 1% to March 6" 2003, using reference

values of surface parameters as shown in appendix.
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Figure 7. Influence of surface parameters on the penetration depth of potential

temperature or specific humidity for a change in a) evaporation reduction factor
|, b) aerodynamic canopy resistance r., c) vegetation height A, d) friction

velocity at the surface u,.

169



Amplitude ratio

— %

9, 20_ _q)l
0 )
%)D 0f o, —0 mre
o i Hh li
<t 201 ; .
: _|_¢hEh_¢Il :
—40F - l ; |
0 6 12 18

Period T' = 27 /w [Hours |
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7

APPENDIX A

List of Variables and Units

Albedo of the land surface (0.16)

DBeta factor in the Deardorft [1978] parameterization of latent heat
flux at the land surface (0.6 dimensionless)

Gamma constant (0.577215)

Partial derivative of saturation specific humidity with respect to
temperature taken at temperature T (kg kg’ K')

Latent heat of vaporisation at triple point Tt=273.16K (2.45x10° J
kg")

Penetration depth of the evapotranspiration wave (m)
Penetration depth of the soil heat wave (m)

Penetration depth of the sensible heat flux wave (m)
Penetration depth of specific humidity wave (m)

Soil thermal conductivity (W m' K' )

Penetration depth of the potential temperature wave (m)
Latent heat flux at given hejght z (W m?)

Latent heat flux at the land-surface, at canopy height h (W m*)

Potential latent heat flux at the land-surface, at canopy height h

(W ur?)
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Po

NQ VQ h;

>

o8

Pulsation of the harmonic (rad s')
Fundamental pulsation 2z /T (rad s")

. — H
Turbulent heat flux of potential temperature ¢, =w'0'=—— (K m

P

s?)

Turbulent heat flux of specific humidity ¢, =w'q'= % (kg kg' m
.

)

Density of air (1.2 kg m”)

Mean potential temperature in the boundary-layer (K)
Surface layer Potential scale (K)

Available energy at the land surface (W m”*)

Soil heat capacity (1.42x10° J m” K*)

Specific heat of air at constant pressure (1012 J kg’ K" )
Displacement height (m)

Duration of a day in s (86400 s)

Evaporative fraction at the land surface (dimensionless)

Coriolis parameter 2Qsin (@) (rad s'), with Q : rotation rate of the
Earth (7.2921x10° rad/s) and ¢ latitude of Marrakech: 31°37'N

Ground heat flux (W m®)
Ground heat flux at the land surface (W ni”)

Vegetation height (0.45 m)
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Sensible heat fluxes at the land surface right above the canopy (W
)

Soil thermal diffusivity (2.5x107 ni’ s7)

Von Karman's constant (0.4 dimensionless)
Eddy diffusion for heat (m’ s')

Eddy diffusion for water vapor (n’ s')
Monin-Obukhov length (m)

Leaf Area Index (0.4 n’ mi’)

Mean specific humidity in kg kg’

Specific humidity at saturation in kg kg’
Canopy aerodynamic resistance between canopy and within canopy
source height ( 50 s m™)
Net radiation at the land surface (500 W m?)
Time period of the whole experiment in s.
Soil temperature (K)

Soil surface temperature (K)

Duration of a day (86400 s)

Friction velocity (0.2 m s')

Wind speed (m s*)

Height/Depth (m)

Boundary-layer height (m)

Measurement height (2m)
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Chapter 6

Impact of noise in the surface energy
budget on screen-level and
land-surface variables within a

coupled land-atmosphere model
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Abstract

The response of a coupled land-atmosphere model to noise in the surface energy budget at
the land surface is investigated. The noise is assumed to be a brownian bridge, which is a
brownian motion conditioned to peak at mid-day and vanish at midnight. The noise rep-
resents inherent modeling or measurement errors in the components of the surface energy
balance.

An analytical solution of the problem is sought using a linearization of the land-atmosphere
system. This allows to analytically derive the statistics (variance, covariances) of the fluxes
and scalars in the soil and in the atmospheric boundary layer as a function of height and
time. The statistics of the energy partitioning at the land surface are then studied in re-
sponse to the surface energy balance. This highlights the very different responses of soil
heat flux and turbulent heat fluxes.

In a second part, the analytical model is used to determine what land-surface or screen-level
observable variables are strongly affected by surface noise. In particular, the potential use
and quality of these variables within a data assimilation scheme is discussed, highlighting
fundamental differences between screen-level and surface variables on the one side and pas-
sive scalar (specific humidity) and active scalar (potential temperature) in the atmosphere

on the other side.



6.1 Introduction and background

The land surface represents the interface between the soil and the Atmospheric Boundary
Layer (ABL), which are coupled through the fluxes of energy, mass and chemicals. This
interface thus plays a key role for the prediction of weather, climate and hydrology of
continental surfaces. It is well-recognized that there is the need to better understand and
model the way the soil and atmosphere interact through this common boundary. Indeed
better characterization of these mutual interactions would lead to better representation
of both the soil and atmospheric state, which will in turn improve meteorological and
hydrological predictions at both the regional and global scales.

Accurate estimation of the land-surface energy and moisture state at the regional scale
is required to better predict hydrological extremes or to improve land-surface forcing in nu-
merical weather prediction models. Soil moisture represents a key parameter toward these
improvements as it couples the energy and water budgets, and regulates the partitioning of
energy at the land surface. Surface fluxes cannot be directly measured over large areas but
only locally using in situ measurements. Fortunately observable variables (air and surface
temperature, albedo, ...), which are measurable over large areas through remote sensing
or dense meteorological stations, can be related to the land-surface state (soil moisture,
temperature and heat fluxes). Using these observables to estimate the land-surface state
is referred to as an inverse problem.

Recent studies have propose new methods to estimate the land-surface state from avail-
able or future data streams. Yet none of the currently available techniques possesses all
required qualities: retrieval accuracy, high temporal and spatial resolution. Many have
used remote sensing to determine soil moisture and land-surface fluxes. The most promis-
ing route toward global and frequent estimation of soil moisture from space remains the

use of passive microwave imagery, with L-band (1.4 GHz) radiometer. Indeed because of
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the strong sensitivity of soil microwave dielectric properties to soil moisture content, the
potential of soil moisture retrieval from microwave brightness temperature has been clearly
demonstrated [see Entekhabi et al., 1994, 2004; Schmugge and Jackson, 1994; Njoku and
Entekhabi, 1996; Jackson et al., 1999; Kerr et al., 2001; Margulis et al., 2002; Schmugge
et al., 2002]. Current retrieval techniques however still require further developments for
accurate soil moisture determination in any region of the world because of its strong de-
pendency on soil properties and vegetation water content. In addition L-band satellites:
Soil Moisture Ocean Salinity (SMOS) [Kerr et al., 2001] and Soil Moisture Active Passive
(SMAP) |Entekhabi et al., 2008] are not in orbit yet and the operational use of this data
will not be possible before a few more years. Finally, L-band microwave imagery suffers
important spatial limitation and can only acquire images at a resolution of 10 km or more.

Consequently, a first group of researchers has tried to use currently available remote
sensing measurements, such as infrared radiometric temperature, to estimate soil moisture
and land-surface fluxes mostly at the regional scale. [see Bastiaanssen et al., 1998; Boegh
et al., 2002; Boni et al., 2001a, b; Burke et al., 2003; Caparrini et al., 2003, 2004a, b;
Castelli et al., 1999; Friedl, 1995; Gillies et al., 1997; Kustas and Daughtry, 1990; Kustas
et al., 1996, 2001; Jiang and Islam, 1999; Mecikalski et al., 1999; Moran et al., 1994; Su,
2002; van den Hurk et al., 1997; Zhan et al., 1996]. These studies use the fact that soil
moisture availability exerts a strong control on the diurnal cycle of land-surface temper-
ature (LST), through the control of evapotranspiration, a more efficient process than the
sensible release of heat, and through the strong sensitivity of soil thermal capacity on soil
moisture content. Because these studies make use of inverse problems that are strongly
ill-conditioned, they rely on drastic assumptions (such as empirical energy closure) and on
limiting environmental and instrumental conditions (fair weather, very accurate sensing
of radiometric surface temperature, low vegetation cover,...), which reduce their range of

applicability.
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A second group of study, inspired by the pioneer work of Mahfouf [1991], have used
screen-level measurements of meteorological stations as an indicator of soil moisture avail-
ability and state [see Bouttier et al., 1993b, a; Ruggiero et al., 1996; Callies et al., 1998;
Bouyssel et al., 1999; Rhodin et al., 1999; Douville et al., 2000; Giard and Bazile, 2000;
Alapaty et al., 2001; Hess, 2001; Margulis et al., 2002; Seuffert et al., 2004]. Indeed on
water-limited surface receiving sufficient radiative energy, soil water availability controls
the energy partitioning and in particular that between sensible and latent heat flux. The
idea behind the use of screen-level temperature and humidity is that these surface turbu-
lent heat fluxes strongly influence the structure and profiles of the ABL, thus impacting
the diurnal course of air temperature and humidity at screen level. In regions with dense
meteorological network, these methods have been successfully used by operational weather
forecast centers (e.g. Météo France, European Centre for Medium-range Weather Fore-
cast, Deutscher Wetterdienst...) to initialize or update soil moisture content in numerical
weather prediction models. Despite its numerous assets (accuracy, operational, high tempo-
ral resolution and good spatial resolution since the footprint of these scalars is restrained),
this methodology suffers important limitations that should be addressed to obtain more
reliable estimates of soil moisture in an operational framework. Most of these issues are
related to the update equation during the assimilation (filtering) of screen-level measure-
ments to obtain better estimate of soil moisture. For the assimilation to be optimal the
correct characterization of the variance of the error of both soil moisture and meteorolog-
ical measurements has to be accurately characterized. In fact, this issue could be divided
into two parts, with possible feedbacks: (i) "internal" model errors such as soil moisture
variability, which are often characterized through the histogram of historical model runs.
(ii) "external" sources of errors, such as mispecification of the large-scale dynamics, cloud
cover or atmospheric radiation. As emphasized by Callies et al. {1998] and Hess [2001]

incorrect specification of cloud cover and radiation at the land surface is regarded as most
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detrimental for the assimilation of soil moisture. In their studies, Deardorff [1978|; Callies
et al. [1998] were the first researchers looking at the influence of incoming radiation error,
yet this effect constituted only a short part of their studies and they did not treat it in
detail.

The objective of the present theoretical study are: (i) to quantify the impact of an
error in the surface energy budget at the land surface and in particular the resulting vari-
ance of the partitioned flux error, (ii) to characterize the optimal frequency sampling of
air measurements in order to achieve accurate land-surface state characterization (iii) to
theoretically determine the "information" and the reliability added by observable variables
such as radiometric temperature, air specific humidity and temperature according to the
limitations of current data acquisition platforms, (iv) to investigate the impact of the in-
verse problem too: i.e. what is the link between fluctuations in screen-level measurements
and identifiability in land-surface flux partitioning, and (v) to provide a theoretical under-

pinning of the use of non-prefect measurements in a coupled land-atmosphere system.

6.2 Description

The present study builds on the works of Lettau [1951] and Gentine et al. [2009] that
introduced a simplified linearized land-atmosphere model. The model has been shown to
adequately represent the daily evolution of surface and screen-level variables based on the
input of land-surface incoming radiation alone. This model is solved analytically and used
to obtain the profiles of temperatures and heat fluxes in the soil and in the ABL. The
advantage of this simple model is that it captures the main features of the soil-ABL two-
way interactions and allows for an analytical solution, highlighting the control and impact
of the coupling. Furthermore, the model does not require any specification of initial profiles,

which is of great interest as most previous studies investigating the diurnal evolution of
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screen-level statistics were very much conditioned by the specification of the initial profiles
[such as Mahfouf, 1991]. Indeed there can be a lasting artificial decorrelation between
variables because of this imposed initial profiles, which actually depend on the surface
state. In this case, the lasting decorrelation can be seen by the strong non-periodicity of
the daily evolution of the variances. When weather and surface conditions undergo small

changes, atmospheric profiles should remain relatively similar from one day to another.

6.2.1 Model outline

The land-ABL model used in this study is the one introduced in previous chapter. The main
equations for the evolution of the turbulent heat fluxes of potential temperature ¢p = w'¢’

and moisture ¢, = w'q’ are:

Opg 0Py

T K(z) T = K,(z—d) 2 (6.1)
o ¢, ¢
-8-; = K(z) az;f = K,(z—d) az;f (6.2)

where K (z) = ku.(z — d) represents the eddy diffusion in the ABL. Potential temperature

and specific humidity are related to those equations through the K-theory:

00 0 0o 0%0 00
o o <K<Z>‘a’z‘) = Koz =g + Ko (63)
oqg 0 oq\ 9*q 9q
ot 0z (K(Z)5;> =Kz d)8z2 K 0z (6.4)

Moreover the soil heat flux and temperature are solutions of the following diffusion equa-

tions:
oG 9*G
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ot 922

(6.6)

The main assumptions behind the model are that friction velocity at the land surface is
assumed to be a daily constant, changes induced by advection are considered to be small
compared to the influence of surface radiative heating, the ABL height is assumed to remain
constant throughout the day, and the boundary layer is assumed to be in a neutral toward
unstable case with an eddy-diffusion representation of the turbulence in the whole ABL,
[see Gentine et al., 2009, for a complete review of the hypotheses].

The boundary conditions of this system of partial differential equations are also sim-
ilar to the ones presented in the previous chapter. The only change with the preceding
deterministic study lies in the formulation of the energy budget at the land surface. In-
deed the energy closure is now assumed to be imperfect and equal to a brownian bridge
Br,,, (t)‘, representing surface energy budget errors. Indeed the surface energy budget error
represents inherent modeling errors of heat fluxes at the land surface, be it induced by ra-
diation mispecification, turbulent heat flux inaccurate representation or incorrect soil heat
flux. All of these error components in the surface energy budget are added into one single
error term, which is the brownian bridge By, (t). Consequently, the energy budget at the

land-surface now is:

1,(t) — €:5T,(0,1)! —=G(0,t) — H(h,t) — AE(h,t) = Br,_(t). (6.7)
Ran(t) pCpoo(ht)  pAdg(hit)

In this study we are only interested in the energy errors induced at the land surface, but

we are not considering the addition of error within the atmosphere nor in the soil.
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6.2.2 Brownian bridge forcing (Dirichlet white-noise boundary con-
dition)

The Brownian Bridge (BB) is a continuous stochastic process, with probability distri-
bution being the conditional distribution of the brownian motion given that Br,, (0) =
Br,,,(T. day) = 0. This BB will represent the error induced by the misrepresentation of
surface energy balance components in the land-surface budget, inherent to any modeling
or measurement of reality. As discussed in the introduction it is important to quantify
the repercussion of this error onto the soil and atmospheric profiles, in particular for an
optimal assimilation of screen-level measurements for soil moisture retrieval.

The BB has been selected to model the error in the land-surface energy budget, as it
is a natural representation of the diurnal error. Indeed measurements or model errors are
usually considered to be Gaussian, moreover because of the strong daily cycle of incoming
radiation due to its solar component the variance is maximum at solar noon and minimum
at midnight. Hence we take the noise to be patterned after the incoming radiation as a
random walk conditioned to vanish at midnight, i.e. t =0 and ¢t = Tg,,.

In addition the brownian bridge preserves a natural periodicity when atmospheric and
surface conditions are unchanged from day to day. Its variance is maximal at noon, which is
also realistic as land-surface errors are generally highest at solar noon when incoming solar
radiation is the strongest. Moreover it is unbiased, so that the energy budget is closed on
average aver all realizations of the random walk at any time. This average could represent
different model runs or different sensor measurements, i.e. different realizations of the
process. The forcing error is thus assumed to be unbiased on average. In essence the BB is
a good theoretical representation of a constant error relative to the intensity of incoming
solar radiation at the surface. Finally, it should be noted that the BB has a natural Fourier

series development. Several realizations (trajectories) of the BB are displayed on Figure 1
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and its daily variance is depicted on Figure 2, exhibiting a strong diurnal cycle.

6.2.3 Brownian bridge properties

In this section, the main properties of the BB are described; in particular we focus on the
Fourier transform, which is required for the rest of this study. First of all for simplification

the BB is rewritten as a modified brownian motion:

~ ——~ t ———
UBTday(t) =0 {Wt - T WTday} (68)

day

with ETM (t) : normalized BB, W,: normalized Brownian Motion and o is the volatility of

the process. The covariance function of the BB is given by:
~ ~ 9 st
cov (JBTday(S), oBr,,, (t)) =0°sAt— ) (6.9)

So that the variance of the process is o (t - %), which is null at midnight (i.e. £ =0
ay

or Tyqey) and is maximum at noon (7y,,/2) and equal to 02T 4ay/4. Moreover the BB has a

natural Fourier decomposition with random coefficients:

+00 +o0
Br,,, = Z Byl = (By) + Z <Bkej“”°t + By e_j‘“kt> (6.10)
k=— k=1

with By, k # 0 being (pairwise) independent complex Gaussian random variables (r.v.)
distributed as N (0; 02T ya,/4n?7?) and (B,) being a real Gaussian r.v. distributed as
N (0; 07Ty, /12).

Since the Fourier coefficients are normally distributed r.v., their pairwise covariances
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are sufficient to determine any moments. These covariances are:

2
g Tday

Yn>1: var B,=EB,B, = e

(6.11)

‘v’(nl,ng) TNy 7£ 0 3& Mo, N 7é N9

cov (E;, B‘;) =E (E\;B\,;*) =0=E (Bnle) = cov (B\;, B::) (6.12)

cov (an, Ef) = ]EE;E; =0. (6.13)

Most of the noise energy (variance) is concentrated in the low-frequency part of the spec-
trum, w, n < 6 (not shown). Indeed the BB, which is a conditioned brownian motion, can
be thought of as an integral of the white noise, which spectrum is flat. An integral is a
division by a factor jw, in the spectral domain, explaining that the spectrum of the BB
harmonics in mostly located in the low frequencies. In the presence of noise with different
spectral representations (for instance more red), the results highlighted in this study could
somewhat differ.

The correlation between the steady-state Fourier coefficient (By) and the different har-
monics Evn is plotted on Figure 3. Harmonics of low frequency (high period T') are negatively
correlated with the steady-state coefficient, whereas high-frequency (low-T) harmonics are
almost uncorrelated and thus independent (as Gaussian r.v.) of the steady-state value.
The periodicity of the BB creates these correlations as the bridge is constrained to reach a
null value in both 0 and Ty,,. Indeed a diurnal bias (zero harmonic) will be compensated
by diurnal harmonics in order for the bridge to vanish at midnight. Lower harmonics are
the major compensator of the bias as they are more energetic (more variance) they will
thus be more correlated with the steady-state harmonic, i.e. with the diurnal bias.

These statistics form the base forcing of our soil-ABL coupled model and are used to
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express the variance and correlations of the different state variables. These statistics can

thus be analytically derived.

6.3 Data set and deterministic response

6.3.1 Data set

The data set is similar to the one presented in Gentine et al. [2009] and further described
in Duchemin et al. [2006], except that in the present study only one single day was isolated.
The measurements of March 3rd 2003 were extracted from the SUDMED field campaign
[Gentine et al., 2007; et al., 2008], which took place in the region of Marrakech, Morocco.
As presented in Gentine et al. [2009] and in previous chapter, the linearized land-ABL
model is able to reproduce the diurnal cycle of both surface and screen-level fluxes and
scalars. Even though the modeling remains fairly simple, the atmospheric scalar profiles
exhibit a surface layer, capped by a well-mixed region, in which scalars tend to be uniform.
Moreover turbulent heat fluxes are mostly linearly varying with height in the boundary
layer, in agreement with well-know results [see for a review: Stull, 1988; Garratt, 1992].
In the lower part of the ABL (surface layer) turbulent heat fluxes display either a slightly
convex or concave shape, as observed by Young [1988] or Wulfmeyer [1999], then in the

upper part of the ABL the flux is linearly varying with height.

6.3.2 Deterministic response

In this section we rapidly recall some of the deterministic results partly discussed in Gentine
et al. [2009]. They will help better comprehend the soil and ABL response to noisy incoming
radiation forcing.

The deterministic response of the complex amplitude of the land-surface temperatures
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to the deterministic incoming radiation forcing is depicted on Figure 4. In response to
incoming radiation heating, land-surface temperature rises with a delay induced by the
high heat capacity of the soil. The land-surface temperature phase increases for high-
frequency forcing since the slow response of the surface compared to the period of the
forcing T introduces more relative delay. The heating of the land-surface leads to dissipation
through the release of sensible heat flux in the ABL, which will increase the potential
temperature right above the canopy 6. The screen-level potential temperature 6., will
consequently increase, but because of the small heat capacity and high conductivity of the
ABL (due to convective motion) and consecutive small heat flux divergence, this change
will be attenuated and delayed.

While the land-surface temperature increases, the surface dissipates energy into the ABL
through turbulent heat transfer (sensible and latent). Latent heat responds more vigorously
because evapotranspiration is a more efficient dissipation mechanism than sensible heat
over non-water limited surfaces as seen on Figure 5. Turbulent heat transfer and longwave
surface outgoing radiation L; are less efficient at high frequencies, ie. low periods T', since
they are limited by the slow and delayed LST change, induced by the elevated soil heat
capacity. Their amplitude and (negative) phase consequently decrease at high frequencies.
Soil heat flux on the opposite side has to compensate for this attenuation, because of
the balanced energy budget at the land surface. Therefore soil heat flux responds more
vigorously to high-frequency incoming radiation forcing as demonstrated by Gentine et al.

[2009] and has a positive phase.

6.4 Stochastic solution

The land-atmosphere model is linear so that the solution to the full stochastic problem can

be thought as the superposition of the solution of a deterministic problem, forced by the
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incoming radiation at the land surface and of the solution of a stochastic problem, forced
by the BB. The solution of the deterministic problem is similar to the one presented in the
previous chapter. The solution is solved in the Fourier domain and requires the specification
of the mean-daily value of potential temperature and specific humidity at any height z;.
Any variable of interest: temperature, specific humidity, heat fluxes is then expressed in
terms of a Fourier series, with coefficients dependent on the frequency of the forcing and
on height. The determination of the mean-daily land-surface temperature is fundamental
as all equations involving non-linear transformation of the soil temperature are linearized
around this value (e.g. outgoing radiation from the surface, specific humidity at saturation
at the surface). It has been shown in Gentine et al. [2009] and in the previous chapter,
that the linearization of the equations still gives very satisfactory results when compared
to measurements, in various conditions, and is consequently justifiable.

In this section, the solution to the stochastic part of the problem is sought. It is assumed
here after that the amplitude of the BB is small compared to the deterministic incoming
radiation forcing at the land surface. In this experiment the noise has to remain small
enough so that the linearization remains a good approximation of the problem. Indeed
for larger values of the incoming radiation noise the effect of non-linearities could become
important. This effect has been evaluated using Monte-Carlo simulations (not shown) and
this transition toward non-linear processes will be studied in further details in a, forthcoming
study. In the present study the maximum standard deviation of the BB is assumed to be
25 W m~2, which should be compared to the amplitude of shortwave incoming radiation:
800 W m~? and longwave incoming radiation: 300 W m~2, and is well within the linearity
assumption. Moreover, since the perturbation is small the periodicity assumption remains
valid. Indeed the effect of the non-linearities will consequently be small and the forcing at
one frequency will manly have repercussions at the same frequency. For instance, long-term

soil heat storage induced by the perturbation is negligible since the noise is small enough
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so that the linear approximation is valid.
All stochastic variables resulting from the BB perturbation are denoted with prime

superscripts and sought as Fourier series:
X(t,2) = (X'(2)) + 3 Xo (2)e. (6.14)
nezZ”

By linearity the perturbed variables are solution of equations (6.1) through (6.6) and the

boundary conditions are:

1. The surface energy budget error at the land surface is given by: Br,, ()

2. The soil heat flux is null at infinite depth: lim G'(2,t) =0

Zz——00

3. turbulent heat fluxes are null on top of the ABL: ¢'(2;) = 0 and ¢,'(z;) =0
4. The perturbed sensible heat flux at the land surface is given by:

' (h,t) = Lz=08)—¥lz=ht) (6.15)

4
Ta

5. The perturbed latent heat flux at the land-surface boundary is linearized as:

80 8) = & {7, Tz = 0.0~ ¢ (h.0)} (6.16)

where the specific humidity at saturation has been linearized around the mean land-

surface deterministic temperature Tgeep

6. The last boundary condition assumes that the land-surface energy budget is perturbed
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at the land-surface:

B, (t) = 46,ST3,, Ti(z = 0.1) — G'(z = 0,1) = pCydy/ (2 = h,1) + pAey (2 = h.1).
(6.17)

6.4.1 Steady-state stochastic solution

As in the deterministic case the steady-state solution first needs to be found to express the
full harmonic solution. The resolution of the steady-state ordinary differential equations
is very similar to the deterministic case. It should be emphasized that the steady-state
solutions represent the random bias in the daily-mean values. The influence of daily bi-
ases can thus be studied. Using equations (6.5) and (6.6), the steady-state stochastic soil

temperature and heat flux solutions are:

(GY(2) =0 (6.18)

(T (2)) = (T,) (6.19)

Consequently, there is no diurnal random bias in soil heat flux as its steady-state component
is null. This constitutes an important result for modeling as there is no mean daily bias
induced by the incoming radiation noise at the land surface. Yet we want to emphasize
that this result is dependent on the spectrum of the noise.

In the ABL, the following steady-state temperature and humidity random profiles are

obtained:
0 (z2) = —% 24+ (d—z)In(z —d)] + &, (6.20)
() (z) = —;;0 24 (d—z)In(z — d)] + V. (6.21)
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Notice that the unknown coefficients ®; and ¥; are random variables. Using both the
expression of sensible and latent heat flux at the land surface, boundary conditions (4)
and (5), the coefficients can be expressed as a function of the air temperature and specific
humidity perturbations away from deterministic equilibrium (resp. (¢)(z) and (¢')(2) at

height z):

06 - )00 = (1)~ @O o |2 - (257 ) m (525) | o2

—

N

éa(z)

() ) = ()~ 000) i | 2~ (2= m (523 )

~

28a(2)
(6.23)

The stochastic surface steady-state budget can be rewritten as a function of these latters:

oo PGy (Th) = (0)(21) | pAB Ve (T) — (40 (21)
(Bo) = 46:5T ey (T2, ) = e 1—alz) re 1 — Ba(z1) '

(6.24)

deep

To entirely solve the problem the steady-state stochastic soil temperature (T ) has to be
found first, and the random variables {¢'}(z1) and (¢')(21) should be specified. These two
random variables will be assumed to be jointly independent, independent from the land-
surface noise, and normally distributed with respective distribution: (§')(z1) ~ N (0,02)
and (¢Y(z1) ~ N (0,03), where o7 and o7 represent the daily-mean error of potential
temperature and specific humidity at height z;. These errors represent the modeling or
measurements dispersion, such as the variance of ensemble forecasts in operational meteo-
rological models. In this study the height z; was assumed to be z;, the ABL height, whereas
in previous studies the value was imposed at the measurement height.

All random variables are normally distributed, since all input variables are normally

distributed and the problem is linear. In particular the steady-state soil temperature error
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can be written as: (Ty,') ~ N(0, o1, )- The variance of this random variable can easily be

obtained using equations (6.22), (6.23) and (6.24):

2 2
o2T 2 pc 2 p/\ﬁ'YTdee
T T l:rac(l-—cf(zl))] oy [raca—,@a(z’;))J

of, = . (6.25)

3 pC p)\’@’YTdee 2
[485Tdeep + rac(l—ap(zl)) Tac(l—ﬁﬂ(zpl))}

There is consequently a correlation between (¢')(z;) and (7,,") and their covariance can

be written as:

2
/ ! _ Ty
cov({#)(21), (T5,)) = | ASTEre(1aG) | Mg (-al) (6.26)
pChp Cp(1—-Pa(z1))
Similarly between (¢')(z1) and (T%,"):
o2
/ ! _ q
cov((q')(21),(Ty,)) = STl aler) G- (6.27)
Vieep PAG AB(I—a(z1))
Finally for (By) and (Ty,'):
o'szay
cov((Bo),(T,,)) = 2 (6.28)
8 3 oC, PABYT 4,
4SSTdeep + TGC(I‘CIJ(ZI)) + rac(1—PBa(z1))

. These covariances are required to express the steady-state variance of respectively sensible

and latent heat:
pC,

U?Hiﬁ = TE (0—%‘30 + O'gh - QCOV(<T5/0>7 <9hl>)) (6.29)
B = 2 (3, 0y + 0% —2 T!), (g’ 6.30
O(AEh> - r ,YTdeepo-TS() + Uqh 7Tdeepcov(< 80>7 <qh >) ( ‘ )

where
2 gb+a¥a)oh, — 2a(a)cov((B(z)), (T1)
(6" (1 _ a(zl))2

(6.31)
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02 + [y1,.., Ba(2)] 0%, — 29, Ba(z1)cov((8(21)), (T4))

Tign'y = (1—a(z))?
! 7 . COV(<0(21)/>7 (T.;0>) - a(zl)a%so
cov((Bh'), (T.,)) = T
n ey Cov({a(20)),(T3,)) — B(21) Ve s
covllan’). (T2) = e .

Then using the steady-state relations:
(0)(2) = a(2)(T,,) + (1 — a(2)) (04')
(@)(2) = Be(2)71y.., (Te) + (1= Bel2)) {an')

Z— Z;
h—Zi

(66)(2) = (90"} (R)

Z — Z;

(6)() = () ).

The steady-state variances at any height read:

ohy = 0 (2)or, + (1 - a(2))’ap, +2a(2) (1 = a(2)) cov((Bn), (T,))

02y = (Yru,Bo(2) 0, + (1= Bal2)) oy,

+297y.,80(2) (1 = Balz)) cov((an), {T5))
9 2 Z— Z 2
Triz) = 9 (Hy) (m)

2
2 — Z
) = OB (——h - Z) :
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(6.32)

(6.33)

(6.34)

(6.35)

(6.36)

(6.37)

(6.38)

(6.39)

(6.40)

(6.41)

(6.42)



We also have: o
cov (BO, Bn)

cov ((TSO), fa;) - (6.43)
3 pCp p)\/B'YT ce
455Td€€1’ t rg(1—afz1)) + 7’3(1—[32(;))
cov <<9h’), Bn) = —I—A(—QE)ZT)COV (<T30’>, Bn> (6.44)
= Balz1)vr, cep —~
o (W15 - S (005). e

These expressions are the basis for the study of the error propagation in the ABL. Indeed the
definition of these steady-state statistics is necessary to investigate the stochastic diurnal

behavior of any variables throughout the day.

6.4.2 Stochastic Harmonic Solution

The harmonic solution of the stochastic problem and its derivation are in essence equivalent
to the deterministic solution, except that the Fourier transform of the BB replaces that
of the incoming radiation forcing at the land surface. Even though the time-derivative is
ill-defined as stochastic variables are considered, the partial differential equations in the soil
and in the ABL are well-defined, as diffusion (heat) equations with no pole in the domain
of interest. Theoretically the use of the heat Kernel (Green’s function) with stochastic
forcing (brownian bridge) can be justified as well as the use of a Fourier decomposition
of the daily periodic variables. This has to be emphasized, since the soil and ABL par-
tial differential equations forced by a stochastic boundary noise become stochastic partial
differential equations, in which time derivatives are undefined and for which solution is
in general more complicated. Moreover the use of the projection on the Fourier basis is

justifiable because of the pathwise convergence. The Fourier harmonics of the perturbed
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surface variables can thus be written:

—_ ) )
G,(wm . 0) - c AByp B(wn>
1+ 4€,8T3  Awn) + pA(wy) ( g + TWBS&J
(6.46)
Q/;é(wn, z = h) =
A(wn) ~
- c A, B(wy)
(T§+p2(wn)) 1+4655Td3eepA(w")+pA(w") T5+0£(wn)+rg+952(wpn)
(6.47)
¢;(UJ”, Z = h) =
By s A(wn) ~
(Tsg) - Mg_de B(wn)
(r§+pﬁ2(wn)){ 144¢,ST3,, A(wn)+pA(wn) (%ﬂ  S— T&HB;(?”)) }
(6.48)

- 1 B(w,) (6.49)

Tsl(wna z = O) = . —
L Awn) + de STy +p< o T rg+pﬁ§e(efn))

deep r§+pN(wn)

el(wnaz = h) -

PE(wn) = B(w,)  (6.50)

< Tdee
(Tﬁ +p2(wn)) { 1/A(th)+4€s STgeep+p ( Tg +p£(wn ) + ?afkpﬁg(ffn) ) }
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¢ (wn,2=h) =
BY (1) PZ(wn)

W,
(ré+pBE(wn ) 1/ A(wn ) +4€5sS8Tgeep+p 9p___ 4 ey ( n)
a n n S deep Ta+02(wn) Ta+p52(wn)

(6.51)

And the stochastic solutions in the ABL are expressed as a function of land-surface values:

e O
o - s b M) WM
Tlow )= s =) g M o)~ TGO O

And similarly in the soil:
G'wn, 2) = G'(wn, 2 = 0) exp ((1 +i) 2‘; ) (6.56)

- — 1—j [ 1 .
Twn,2) = Gl 2 = 0)— J S X ((1 +1); /2“£< z> . (6.57)

The stochastic problem is thus entirely solved with the specifications of the steady-state
and harmonic solutions. The dependence on height or depth can be investigated, as well as
its time dependency. Because of the linearity of the soil-ABL model, all r.v. are normally
distributed and all stochastic processes are Gaussian, therefore the specification of the
covariance function alone is sufficient to entirely determine the distribution of the variables
of interest. Moreover, since the BB and measurement at height z; are centered, all variables
will also be centered (zero-mean processes and variables) so that the study of the mean

value can be neglected.
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6.4.3 Time-varying variance and correlations

Because all soil and ABL variables can be expressed linearly as a function of the BB
harmonics, the time-varying covariance between two variables can be expressed as a Fourier

series using the covariance of their Fourier coeflicients:

cov (X (t),Y(t)) = cov({Xy), (Yo)) (6.58)
+2Re Z: (cov ((XO), if;) + cov <(YO), )?;)) e~tnt L cov (j(vn, ?n>

And in particular the variance of any stochastic process will be expressed as:

var (X (t)) = var ((Xo)) + 2Re

§QCOV ((Xo), X\;) e~ I“nt 4 var (5(:)] ) (6.59)

n=1

The correlations can then easily be deduced. Those expressions will be fundamental to
understand the influence of the land-surface error on the variability of the soil and ABL

scalars and fluxes.

6.5 Quantifying the variance of the partitioned error

The phase of the Fourier coefficients of any process of the system is random, i.e. is uniformly
distributed. Indeed the coefficients of the BB error forcing are uncorrelated with their own
conjugate: leading to the independence of the real and imaginary part of the normally
distributed coefficient. Since any land-atmosphere variable is a linear combination of this
land-surface forcing and thus of the Fourier coefficients of the BB, its Fourier coefficients
will exhibit a random, uniformly distributed, phase. This observation has important conse-
quences: the effect of high (respectively low) frequency noise will be uniformly distributed

throughout the day, whereas in the deterministic case a given harmonic of incoming solar
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radiation forcing had a repercussion characterized by a specific phase lag. This illustrates
a fundamental difference between the stochastic and deterministic case. This will have a
strong influence on the response of the land-atmosphere coupled system to land-surface
energy error.

To better understand the diurnal influence of land-surface energy error on surface vari-
ables, the relative frequency distribution of the energy (variance) as a function of frequency
is of great importance. More precisely, we define the Square Root Residual Energy (SRRE)

as a function of the Fourier coefficients of a given stochastic process X (t):

SRRE(w,) = ZvarX w;) ZvarX W) ZvarX w;) (6.60)

This represents the amount of energy (variance) located above the considered harmonic
frequency w, and is thus an indicator of the influence of higher harmonics on the total
energy noise of X (t), moreover it has the same dimension as X (). When SRRE(w,) = 0,
the harmonics higher or equal to w, (periods lower or equal to T' = T, = 27 /w,) have
negligible contribution to the total variance of the noise. Thus the noise influence is mostly
captured below this frequency and corresponding time period 7. This latter timescale will
have a fundamental role for modeling, as it will specify the maximum possible period of
model integration or measure repetition, required to avoid systemic errors due to incoming
radiation.

We also define the Relative Residual Energy (RRE) of the process X (t) as

n—1

3 varX (wi)
RRB(ur) =1 - _ SHAE?
SovarX(wi) Y varX(w;)

=0 i=0

_ SRRE?(wn)

(6.61)

which is a dimensionless equivalent to the SRRE.
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6.5.1 Land-surface heat fluxes

As evident in Figure 6, the high frequency (short term) part of the land-surface noise mostly
influences soil heat flux compared to surface turbulent heat fluxes. This corroborates the
erratic aspect of the measured time series of soil heat flux. High-frequency (long-term) land-
surface noise mostly influences turbulent heat, i.e. is mostly dissipated through turbulent
release of heat. This behavior is comparable to the deterministic case presented in Gentine
et al. [2009]: deterministic soil heat flux was shown to highlight the high frequencies of solar
incoming radiation forcing. When forced by stochastic surface energy budget noise, soil heat
flux plays an equivalent role and mostly emphasizes high frequency (low period) noise. It
has been previously shown, while solving the steady-state stochastic solution, that soil heat
flux had no steady-state component i.e. soil heat flux has no daily-mean bias induced by
the land-surface budget error contrary to turbulent heat fluxes, as seen on equation (6.18).
This means that the repercussion of incoming radiation noise does not bias soil heat flux
but other fluxes only. This result is linked to the linearization hypothesis as well as to
the color of the noise: with a different spectral repartition of the incoming radiation noise,
this result could be modified, in particular when modeled incoming radiation exhibits a
strong morning or afternoon bias. Yet Monte-Carlo simulations (not displayed) show that
this result is relatively insensitive to the color of the incoming radiation noise, because
soil heat flux mainly acts as a high-pass filter. Therefore surface turbulent heat fluxes
and, to less extend, longwave incoming radiation tend to mostly concentrate the low-
frequency spectrum of surface energy budget noise. In contrast, soil heat flux noise is
mainly influenced by high frequencies, and is even unbiased in our specific case (brownian
bridge forcing), underscoring this effect. |

It is also interesting to look at the SRRE of the surface heat fluxes on Figure 7.
Outgoing longwave radiation L; exhibits a smooth an almost linear increase through its

whole spectrum. There is little energy (variance) accumulated at high frequencies (low T').
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Thus outgoing longwave radiation mostly emphasizes low- and medium-frequency diurnal
noise and will be little sensitive to high-frequency incoming radiation forcing noise, referred
from here on as weather noise. This is correlated with the observations of the relatively
stable and smooth shape of measured or modeled outgoing longwave radiation throughout
the day.

Turbulent heat fluxes behave similarly: their respective SRRE is slightly more elevated
at high frequencies (low periods), they thus respond slightly more to weather noise than
net radiation. The overall spectrum of these fluxes is correspondingly little influenced
by high-frequency noise. Land-surface noise thus reverberates mostly on middle and low
frequencies. This constitutes an important result as turbulent heat fluxes modeled at an
hourly time scale will be little sensitive to land-surface incoming radiation errors (see Figure
7), since their SRRE is negligible below this period.

Soil heat flux behaves much differently. Figure 7 confirms that soil heat flux noise is
mostly influenced by high-frequency incoming radiation noise. The contribution of the low
frequencies to the total variance is almost negligible, as evident in the lower rate of the
SRRE growth at low frequencies. This emphasizes that modeling of soil heat flux is very
much prone to radiation errors. Moreover numerical integration of soil heat flux modeling
will need to be performed with a very short time step, in order to capture all rapid changes
in incoming radiation as shown in Gentine et al. [2009]. Soil heat flux has often been
considered a second-order term of the energy budget, frequently modeled as a proportion
of net radiation when assimilating infrared brightness temperature. Yet because of its
specific spectral response, its accurate modeling is fundamental to obtain better estimates
of the surface state and in particular of the LST. This important role of soil heat flux was
emphasized by Deardorff [1978]: "any assumption that it is proportional to any particular
component, or partial set of such components, seems dangerously non-general".

Physically, the rapid, high-frequency, will principally impact the soil heat flux since
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the delayed response of land-surface temperature induced by the soil high heat capacity
limits the rapidity of response of surface turbulent heat fluxes and outgoing radiation. The
elevation in LST also induces a fast response of screen-level temperature and humidity.
This rapid propagation of the LST changes onto the lower air temperature (induced by
the air small heat capacity and efficient convective heat transfer) and humidity will lead
to a negative feedback on surface turbulent heat fluxes. This effect will consequently limit
the change of these latter in response to rapid incoming radiation noise. In addition, for
high-frequency (low-period) forcing, LST changes are small since the temperature does
not have sufficient time to adjust its value and there is consequently only a little relative
modification of turbulent heat fluxes. In fact, this result further explains why the ABL
fluxes are always in quasi steady state: the land-surface temperature acts as a low-pass
filter of incoming radiation, the changes in LST are consequently small compared to the
very efficient and rapid transport of heat in the whole ABL. The use of land-atmosphere
coupling is necessary to analyze this phenomenon, as the different temporal response within
the coupled system help understand this quasi steady state for turbulent heat fluxes. Soil
heat flux, which compensates the other surface heat fluxes through the energy budget at
the land surface, consecutively exhibits a very strong response to high-frequency noise.
Finally, Figure 8 displays the standard deviation of surface heat fluxes in response to
surface energy budget noise. These figures shows that the surface outgoing radiation error
exhibits a strong diurnal cycle with a peak at around 1PM, similar to the peak of LST as will
be shown next. Moreover the error in outgoing radiation is almost vanishing at midnight.
This results helps us to understand the effect of the different variance harmonics on outgoing
radiation. The random harmonics tend to either attenuate (at night) or increase (during
daytime) the steady-state component of the variance. This results in a strong diurnal cycle
of outgoing radiation error throughout the day. Turbulent heat fluxes behave differently:

the error is never vanishing and remains relatively large through the whole day with a peak
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at noon. As aresult, daytime incoming radiation errors will have repercussions on nighttime
estimated values of turbulent heat fluxes. In our slightly water-limited case (8 =0.6), the
variance of latent heat flux exhibits a strong diurnal cycle compared to sensible heat flux.
Indeed the harmonics of the latent heat flux variance are relatively important compared
to the steady-state component, they consequently attenuate or amplify the steady-state
variance.

It is striking to see that the variance of the soil heat flux error remains constant through-
out the day. Even though soil heat flux errors have no steady-state component, the variance
harmonics add together and create a constant standard deviation throughout the day, which
is a consequence of the BB spectrum. The incoming radiation error, with its strong diurnal
cycle, leads to the same soil heat flux error at night or during daytime. Accurate nighttime
estimate of soil heat flux is consequently rendered difficult. In addition, with the BB forc-
ing and with our hypotheses, soil heat flux is unbiased. Even though this is specific to our
experiment it emphasizes the tendency of soil heat flux to act as a high-pass filter, with
regards to incoming radiation noise, thus decorrelating long-term trends, making the noise
act as random instantaneous and uncorrelated with previous values.

Such simple estimates of the daily evolution of surface heat fluxes could be used in
a simplified assimilation scheme, in order to obtain more reliable time-varying heat flux
statistics matrices. This model is very simple and has inherent limitations, however it has
proven to be able to reproduce relatively well the evolution of deterministic surface heat
fluxes and temperatures, both at the surface and at screen level. The main advantage of
this approach is that there is no need to specify initial profiles, which could lead to erro-
neous statistics estimates, as they introduce a strong constrain on the surface state (fluxes
and temperatures). Moreover an analytical solution can be sought leading to negligible
computer burden.

Operationally an improved version of such kind of coupled model forced by an estimated
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incoming radiation error could be used to obtain fast, relatively reliable estimate of variance
and covariance matrices induced by incoming radiation error. As these covariance matrices
are dependent on surface state and on meteorological conditions, accurate estimates of
these covariance matrices are required to obtain an optimal land-surface data assimilation
scheme, in return such approach could help obtain better soil moisture and surface heat

flux updates.

6.5.2 Surface and screen-level variables at 2;,.,s = 2m

In this section the effect of surface energy budget noise on surface and screen-level scalars
is investigated. In particular, we focuse on a) potential temperature ¢,,,,,, and b) specific
humidity g¢.,... at screen level, and on c) land-surface temperature Ty, and d) soil tem-
perature at a 5cm-depth Tse,,. This latter temperature is used as a simplified proxy to
microwave brightness temperature in the L-band.

First, the standard deviation of these four variables is depicted on Figure 9. The
standard deviation of all four variables exhibits a strong daily cycle, with a minimum at
night, about one hour after the minimum of incoming radiation noise. The LST noise is
maximum at around 1PM whereas the standard deviation of T5,,, is maximum much later,
at 3PM, as it takes time for the incoming radiation noise to propagate into the soil, because
of the soil elevated heat capacity and low conduction. Potential temperature and specific
humidity noise has a peak located even later at about 4PM. This should be compared
with the deterministic results of Gentine et al. [2009], which showed only a very slight
delay between the deterministic response of land-surface temperature and air potential
temperature, leading to a peak at around 1PM for both.

The difference between the stochastic and deterministic behavior of screen-level vari-
ables is further highlighted in Figure 10. The daily cycle of the standard deviation of

screen-level variables relative to the deterministic value does not exhibit a daytime plateau
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as in the case of soil temperature. Indeed the daytime response of the standard deviation of
soil temperature is nearly proportional to the deterministic value. This result emphasizes
the very different behavior of the ABL and the soil in response to the stochastic incoming
radiation noise as opposed to the deterministic case. As evident on Figure 4, the response
of potential temperature at screen level 6, to deterministic incoming radiation lags that
of land-surface temperature T,. This effect is emphasized at high frequencies (low periods
T') because high-frequency changes in incoming radiation do not have sufficient time to
propagate into the ABL. Since the power spectrum of the BB emphasizes high frequencies
compared to the deterministic forcing, the ABL is not able to respond rapidly enough to
the fast stochastic changes in incoming radiation. This will result in a delayed peak of the
standard deviation of screen-level temperature compared to the deterministic case.

Figure 10 is also of great importance to determine the sensitivity of soil and screen-
level variables to incoming radiation noise. First, Figure 10 a) shows that the impact of
noise on screen-level potential temperature remains fairly small, in addition it is maximum
and relatively constant throughout daytime. Indeed the ratio of its standard deviation on
the deterministic value attains a maximum value of only 0.2 %, or 0.6 K (see Figure 9
a). Therefore screen-level temperature is relatively insensitive to incoming radiation noise,
because this latter has difficulty propagating far away from the surface. As emphasized
in Gentine et al. [2009], the ABL temperature acts as a low-pass filter, thus damping
high-frequency, weather, noise.

Finally the inspection of the spectral repartition of the noise on screen-level potential
temperature can be highlighted using the RRE, as shown on Figure 11. The contribution
of the harmonics is small for any period 7', this underscores the principal contribution of
the mean-daily noise to the total variability. In consequence, surface energy budget noise
is mostly present in the form of a daily bias in the screen-level temperature. This suggests

that the use of anomalies of potential temperature at screen level would further reduce the

210



impact of incoming radiation noise. Moreover the RRE is almost negligible for periods
below 6 hours, implying that acquisition of screen-level air temperature at a 6h time-step
is able to almost fully reduce the effect of incoming radiation noise as well as to capture the
daily cycle of the land surface state. In this respect, the assimilation scheme introduced by
Mahfouf [1991] ,with a 6h time step, is optimal in terms of temporal acquisition resolution
to reduce screen-level temperature variability.

Furthermore Figure 12 depicts the correlation of screen-level potential temperature with
turbulent heat fluxes at 8AM, 12PM and 4PM. Sensible heat flux noise is only slightly cor-
related with screen-level temperature. As expected, sensible heat flux quickly responds to
land-surface temperature changes triggered by surface energy budget noise (see next sec-
tion). Yet screen-level temperature only experience an attenuated and (slightly) delayed
version of this surface modification because of the strong "conductivity" and low heat ca-
pacity of the ABL. Because of this latter ABL properties, turbulent heat fluxes propagate
almost instantaneously throughout the ABL and are in quasi steady state. As a result the
instantaneous correlation between sensible heat flux and screen-level temperature is rela-
tively small. Latent heat flux is more correlated with potential temperature, in our slightly
water-limited case. An increase in incoming radiation leads to a land-surface temperature
rise, thus intensifying both sensible and latent heat flux. This is accompanied by a rise of
the lower ABL potential temperature, which creates a negative feedback on sensible heat
flux, as this latter results from the temperature difference between the land surface and
the lower ABL temperature. As specific humidity is a passive scalar, it exerts almost no
feedback on the lower ABL potential temperature. Since there is no feedback, the rise in
potential temperature, induced by sensible heat increase, is more strongly correlated with
the increase in latent heat. This represents an important result: potential temperature at
screen level is a better indicator of latent heat rather than sensible heat in non-water-limited

regimes. This results should be further confirmed in various meteorological conditions.
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Screen-level specific humidity, on the other hand, behaves much differently. The incom-
ing radiation noise has a very strong effect on specific humidity with a peak of the error
relative to the deterministic value of the order of 5%, see Figure 10. Indeed as emphasized
by Albertson and Parlange [1999), specific humidity, which acts has a passive scalar, exerts
little feedbacks on the ABL field contrary to air temperature. Moreover, the nonlinear-
ity of specific humidity at the land surface induces a strong high-frequency response to
land-surface temperature changes. Our result gives theoretical underpinning to the ob-
served or assumed difficulty to operationally use specific humidity as a reliable variable in
a data assimilation scheme [see Hess, 2001|. This suggests that specific humidity is very
sensitive to radiation noise. This also serves as one explanation for the erratic aspect of
specific humidity, often missing any clear diurnal cycle contrary to air temperature. It is
unfortunate that specific humidity be a poor indicator of the land-surface state because it
tends to blend lower than air temperature (and turbulent heat fluxes) over heterogeneous
surfaces [see Albertson and Parlange, 1999]. This latter property would have been useful,
as screen-level humidity measured at the very bottom of the ABL could have served as an
indicator of the integrated land-surface state over a relatively large area, induced by its

footprint.

Soil temperatures

Figure 9 and 10 show that noise has a stronger repercussion on soil temperatures than
on screen-level temperature. The standard deviation for both land-surface and 5cm-deep
temperature exhibits a daytime-peak plateau of about 0.4 % or 1.25 K. This emphasizes
that soil temperatures are strongly influenced by incoming radiation noise. Moreover the
change in soil conductivity and heat capacity, which could be induced by soil water content
changes (not shown) have very little impact on this result. This has important consequence

for the use of brightness temperature in an assimilation scheme, as these temperatures will
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be very much influenced by inaccurate specification of incoming radiation at the land
surface. However the study of the RRE of the noise of both temperatures, Figure 11,
gives crucial understanding of the spectral repartition of the noise. Indeed, the land-
surface temperature noise is shown to be mostly present as a steady-state term, since the
harmonics contribute to only 25% to the total noise. This again emphasizes that land-
surface temperature and thus infrared brightness temperature will be very much influenced
by high-frequency incoming radiation noise i.e. weather noise. Since the RRE for a period
of 12 hours is of the order of 5% and less than 1% for a period of 6 hours, it suggests that the
influence of incoming radiation noise could be reduced when acquired at a 6h-resolution.

Inspection of Figure 13 shows that land-surface temperature is almost perfectly cor-
related with the turbulent heat fluxes in the ABL. As already discussed, the heated land
surface leads to an increase of land-surface temperature that rapidly propagates into the
ABL. Therefore the turbulent heat fluxes in the ABL almost instantaneously respond to
the land-surface modifications. This will lead to a very strong correlation between turbu-
lent fluxes and land-surface temperature. In our slightly water-limited case (8 = 0.6), the
surface is in an energy-limited case. If the surface experiences moisture stress, there will
be little adjustment in evapotranspiration induced by changes in land-surface temperature.
This will lead to a much lower correlation between AE and T, which could even vanish
in extremely dry cases. Finally, we can state that infrared brightness temperature would
be the most reliable estimates of the instantaneous land-surface and ABL state, yet this
would require temporal resolutions and precisions that are not compatible with common
atmospheric conditions (e.g. no clouds at each acquisition).

The spectral repartition of noise on the 5cm-deep temperature displays a contrasting
result, as seen on Figure 11. Indeed its RRE is small (less than 8% for periods greater
than 12 hours) thus pointing out that incoming radiation mostly result in long-term noise

(greater than 12 hours). Moreover this means that the noise component in Tserr, is mostly
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present as a random bias. This two results are of great interest for the use of microwave
brightness temperatures because they suggest that using anomalies of brightness temper-
ature to remove random bias, [as in Reichle et al., 2008], along with a 12h-acquisition
repetition would lead to a highly reduced impact of incoming radiation errors. Moreover
as emphasized by Figure 10, images acquisition in the early morning and late afternoon,
would reduce the impact of incoming radiation variability. This acquisition times are in
good agreement with SMOS and SMAP overpass times [Kerr et al., 2001; Barre et al., 2008;
Cros et al., 2008]. Our results further confirms that the chosen acquisition time of those
sensors will diminish errors induced by land-surface incoming radiation. Yet because of
the diurnal cycle of incoming radiation in Northern latitudes, the late-afternoon sampling
errors would be reduced in the wintertime and increased in the summertime. As the vari-
ability of T5y, is reduced after sunset (6.30 PM in this experiment), microwave brightness
temperature would be even less influenced by incoming radiation variability when sampled
after that time. We wish to emphasize that the model used in this study is a simplified
version of the system. A more detailed and precise determination of the optimal sampling
satellite time could be achieved with this methodology applied to state-of-the-art numerical

coupled land-atmosphere model.

6.6 Inverse problem

In this final section, the authors are investigating the inverse problem, i.e. what is the
link between observable variables and identifiability of the land-surface energy partition-
ing. Figure 14 shows that net radiation as well as surface turbulent heat fluxes are very
much correlated with the instantaneous value of land-surface temperature as well as the
temperature at a Scm-depth. This results stresses that these two temperatures are very

good indicator of the instantaneous land-surface partitioning and consequently of the land-
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surface state (fluxes, temperatures, soil water content...). However as previously discussed,
the use of land-surface temperature in a data assimilation scheme will be complicated by
the need for very high-temporal resolution, which is not compatible with sampling possibil-
ities. Temperature at 5 cm within the soil is also an accurate estimator of the land-surface
energy partitioning as it is very much correlated with land-surface heat fluxes. In addition
the temporal resolution of soon-to-be launched sensors, SMOS and SMAP, is compatible
with both a good assimilation quality and inferment of land-surface partitioning. This
constitutes an important advantage of this new generation of microwave sensors.

As expected, screen-level potential temperature is less correlated with the instantaneous
land-surface energy fluxes. It indeed takes time for the land-surface "information" to prop-
agate into the lower ABL scalars, as emphasized earlier. Consequently, the assimilation
of screen-level temperature alone will not be an accurate measure of the instantaneous
land-surface partitioning. Nevertheless, screen-level temperature has been shown to pro-
vide strong insights on the land-surface state, through its diurnal cycle and coupling with
the land surface. As a result, the use of screen-level temperature in current operational
assimilation scheme remains of great importance, as the temporal frequency of acquisi-
tion of current sensors is compatible with its operational use, as highlighted previously.
This result also suggests that screen-level temperature is a significant observable and that
data-assimilation schemes based on coupled land-ABL models have a strong advantage
over stand-alone land-surface models to estimate the surface energy partitioning in a data
assimilation scheme. Indeed the information they contain can be used in conjonction with
the coupling, which induces strong constrain from the land-surface energy budget on the
ABL state and in particular on screen-level temperature. Moreover screen-level tempera-
ture provide land-surface information at a higher spatial resolution than L-band sensors,
since the extend of their footprint is generally much smaller than that of L-band sensors.

Consequently, the authors suggest that any future operational data assimilation scheme
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should use a synergy of both L-band microwave brightness temperature and screen-level
temperature within a coupled land-atmosphere model, in order to better estimate the sur-
face state and in particular the diurnal energy partitioning at the land surface. This state-
ment further confirms the idea of Seuffert et al. [2004], who tried to assimilate microwave
brightness temperature and screen-level temperature, with current available microwave

SEensors.

6.7 Conclusion

In this study we present a new methodology to estimate the impact of surface energy
budget noise on the soil and the ABL. We use a simplified linearized land-atmosphere
model forced by surface energy budget noise, in the form of a daily brownian bridge. This
simple procedure allows to analytically investigate the impact of noise on the land-surface
energy partitioning as well as on land-surface and screen-level variables, which can be used
in an operational land-surface data assimilation scheme.

Within this framework, soil heat flux at the land-surface was shown to mostly concen-
trate high-frequency incoming radiation noise whereas turbulent heat fluxes were mostly
impacted by low daily frequencies. Morecover because of the constrained periodicity, soil
heat flux was shown to be daily-unbiased, leading to a constant standard deviation through-
out the day. Turbulent heat fluxes and longwave outgoing radiation on the opposite side
are mostly impacted through a random daily bias.

In a second stage screen-level temperature and specific humidity were demonstrated
to display very different responses to surface energy budget noise. Specific humidity is
impacted by this noise. In contrast, screen-level temperature acquired at a 6h-resolution
seems to yield much information about the land-surface state and is only slightly impacted

by incoming radiation noise.
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Finally, infrared and 5-cm deep temperatures are very good indicators of the land-
surface instantaneous state. However land-surface temperature demonstrates strong sen-
sitivity to high-frequency noise and its operational use is complicated by the presence of
clouds. The acquisition time (6AM and 6PM) of future microwave L-band sensors (SMOS
and SMAP) seem to strongly reduce the impact of incoming radiation noise and to provide
very important knowledge on the land-surface energy partitioning and surface state.

Finally, this study suggests using the synergy of screen-level temperature with soonly-
available microwave L-band brightness temperature in order to obtain a robust estimate of
the surface state (e.g. soil moisture).

The present study has inherent limitations owing to the reliance on a simplified lin-
earized model. The results highlighted in this study should thereby be further investi-
gated in various meteorological and surface conditions along with a more detailed land-
atmosphere coupled model. In particular, the numerical resolution of a coupled land-
atmosphere system using a state of the art model along with more precise characteriza-
tion of surface energy budget noise would help obtain reliable estimates of the covariance
matrices required in a land-surface assimilation scheme. It will also give a more precise
characterization of the diurnal cycle of the land-surface errors, which in turn could help

determine the best sampling times of future satellites.
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List of variables and units

Variable Definition Value/Units
o Albedo of the land surface 0.16 (—)
Ié] Beta parameterization of latent heat flux 0.6 (—)
as introduced by Deardorff (1978)
€s Emissivity of the surface 0.99 (-)
v Gamma constant 0.577215 (—)
yr g‘; (T, Ry) kg kg=! K1
A Latent heat of vaporisation at triple point 2.45-105 J kg™!
As Soil thermal conductivity W m™! K1
AE(z) Latent heat flux at height z W m—2
\E), Latent heat flux at the land-surface, W m~2
i.e. at canopy height h
Angular frequency of the harmonic rad s}
Rotation rate of the Earth rad s!
wo Fundamental pulsation 27 /T 7.29-107% rad s7!
) Latitude of Marrakech 31°37'N
%) Turbulent heat flux of potential temperature Kms™!
o =T = 2L
bq Turbulent heat flux of specific humidity kg kg™! ms!
¢y =w'q =38
p Density of the air 1.2 kgm™3
o Volatility of the brownian bridge W m™2 s1/2

such that ov/T/2 = 25Wm™2
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Kn
Ky

Mean potential temperature in the boundary layer

Available energy at the land surface

Brownian bridge at the land surface

Fourier harmonic of the Brownian bridge

Soil heat capacity

Specific heat of air at constant pressure

Displacement height

Duration of a day in s

Evaporative fraction at the land surface

Coriolis parameter

Ground heat flux

Ground heat flux at the land surface
Vegetation height

Sensible heat flux at height z
Sensible heat flux at the land surface
i.e. at canopy height h

Soil thermal diffusivity

Von Karman constant

Eddy diffusion for heat

Eddy diffusion for water vapor
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K

W m—2

W m—2

W m—2

1.42-10 J m=3 K™!

1012 J kg=! K1

0.45 m

2.5-107"m? s7!



Py

qx

Tac

21

Zmeas

Incoming radiation at the land surface
Reference pressure

Mean specific humidity

Specific humidity at saturation

Canopy aerodynamic resistance
Stefan-Boltzmann’s constant

Net radiation at the land surface

Time period of the whole experiment T'= Day
Soil temperature

Soil surface temperature

Duration of a day

Soil temperature at infinite depth

Friction velocity

Brownian motion at the land surface
Height /Depth

Boundary-layer height

Height of mean values specification 2z, = z;

Measurement height
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W m~—2
1.01310° Pa
kg kg™!

kg kg !

50 s m~!
567-1078 Wm=2 K~
500 W m~2
86400 s

K

K

86400 s

K

0.2ms™!
W m~2

m
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Figure 1: Three random trajectories of the brownian bridge, with 30-mn time step incre-
ments and standard deviation at noon ov/T/2 =25 W m™2
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Figure 2: Standard deviation of brownian bridge for a maximum value at noon equal to
ovVT/2=25W m2
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Figure 3: Correlation of the brownian bridge Fourier coefficients B, with the steady-state
value (By) as a function of the harmonics period T
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Figure 9: Standard deviation of a) potential temperature at 2m, b) specific humidity at
2m, c¢) land-surface temperature, d) soil temperature at 5cm as a function of time
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Figure 10: Coefficient of variation of a) potential temperature at 2m, b) specific humidity

at 2m, c) land-surface temperature, d) soil temperature at 5cm relative to deterministic
value as a function of time
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Chapter 7

Future research

We have seen in the preceding papers that our modeling suffers important shortcom-
ings. A short list of these issues is:

i) Potential temperature, specific humidity profiles in the free troposphere should be
given by a constant and uniform lapse rate g 4, which is in general positive for poten-
tial temperature 74 ~ 5[K km~'] and negative for specific humidity v, = —1[g km~1].
This lapse rates can have important repercussion on the ABL profiles as it will induce
a non-local flux of temperature and humidity (modeled as a counter-gradient term,
see next section) throughout the ABL, as well as control or limit the development of
the ABL height.

ii) The effect of stability and instability (using for instance the Monin-Obukhov simi-
larity) has not been taken into account in this study. Yet the coupled land-atmosphere
model is able to reproduce realistic values near the surface, since during daytime the
ABL height is very high compared to the screen-level height. At night the behavior is
much different in the sense that the nighttime stable ABL is relatively shallow, lead-
ing to much impact on screen-level and surface temperature and humidity. Therefore
to obtain realistic surface and screen-level values throughout the day, it is important
to take into account the stability/instability effect. Moreover the inclusion of this
stability /instabilty can be used to obtain realistic daily ABL height evolution.

iii) Friction velocity at the surface has been considered as a constant. However in

reality there could be changes induced by large scale wind change or by stability and
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instability effect.

iu) Turbulent transport of scalar has been represented by an eddy-diffusivity ap-
proach. A counter-gradient approach would be more realistic to take into account
non-local mixing in the ABL (see next section).

u) There was no inclusion of radiative transfer in the ABL. However the effect of ra-
diative transfer can be important near the surface or near the top of the ABL (where
gradients of potential temperature are strong) but also at night, as described by An-
dré et al. (1978).

ui) Finally, ABL height should be variable throughout the day as it exhibits a strong
diurnal cycle.

With these additions the daily evolution of the ABL height could be a diagnostic
of the system and could be compared to soundings. However the system will not
be analytically solvable and will require a numerical solution. Yet one of the main
advantage of this system is that it would only require the specification of measurable
incoming radiation at the land-surface and no specification of the initial profiles of
potential temperature and specific humidity. The profiles will be obtained through

the assumed periodicity (removing the large-scale effect).

7.1 Non-local closure: countergradient formulation

Following the approach introduced by Troen and Mahrt (1986) [34]: in the ABL, in
unstable and convective situations, large eddies can transport scalars far away from
their origin, without intermediate diffusion of the scalar through the neighboring cells.
Hence, K-theory is not suitable for such conditions, as these large eddies cannot be
modeled by a diffusion process. One way to keep a first order closure modeling is
to introduce a non-local closure to include the effect of large eddies that act as a
countergradient. For instance in the mixed layer, potential temperature is almost
uniform % ~ 0, but the sensible heat flux is non-null which contradicts the K-theory.
Therefore Erstel (1942) [14], Deardorff (1966) (8], (1972) [9], (1974) [10] and Holtslag

and Moeng (1991) [19] introduced a non-local term in the transport equation of any
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scalar ¢ by turbulence.

—cw' = K¢ (g—i‘ - ’Yc) (7.1)

where K is the eddy diffusivity of scalar ¢ and ¢ represents the "non-local" transport
of ¢ by dry convection. This applies to heat, water vapor and passive scalars, but it
does not apply to the momentum transport. Moreover the counter-gradient term can
be neglected in stable and near-neutral conditions.

One such parameterization was introduced by Troen and Mahrt 1986 [34] or Holtslag
et al. 1990 [18]. The non-local eddy-diffusivity term was given by:

Ko() = Kuy(z ~ d)(1- z/h)2 (7.2)

where h is the ABL height, and w, is the turbulent velocity scale. With this parame-
terization, (7.1) behaves very well for both stable and unstable condition. In unstable
conditions, wy is proportional to the convective velocity scale w,, while for stable and
neutral case w, is proportional to the friction velocity w,: ws = us/¢m(2z/L). For
unstable conditions the ABL is divided into two parts: the surface layer z/h < 1
(defined as the layer less than eh, with ¢ = 0.1) where ws = u./@mn(z/L) and
above the surface layer the velocity scale w; is arbitrarily assumed to be uniform:
wy = ((us)?® + 76K(w*)3)1/3 = u,/¢m(2/L), with z = €eh. The convective velocity

/3 and 0, is the air potential temperature at

scale is given by w, = (g/ 05(6'w")sh)
the surface. More precisely in stable and near-neutral conditions, above the ABL,

~¢ = 0. In unstable conditions, 7o can be modelled as proposed by Holtslag and

Moeng (1991) [19]:

Wy (c’ w’ )
—q—— 13 7.3
Yo =a— gy, (7.3)
where w,, is the turbulent velocity scale for momentum. Or an alternative formulation

can be the one introduced in Troen and Mahrt (1986) [34]:

(¢w), (7.4

v =0C o
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with €' of the order of 6.5. Maybe this value could be inferred from temperature

sounding or reanalysis on top of the ABL. (This boundary condition gives a constant

gradient to the potential temperature: constant lapse rate 7y in the free troposphere

right above the top of the ABL.)

Notice that in neutral conditions w, = 0, this thus explains the vanishing of the

countergradient. For stable (#/w'), < 0 and near-neutral conditions ’(WM < 1,
Ue

the velocity scale for scalar transport is w, = s The stability correction functions

are given by Dyer (1974) [13] or Businger 1971[5]. Taking into account the non-local

effect of large eddies and thermals would improve the representation of convective
boundary layers. The existence of the countergradient has a theoretical justification,

which is described in the following section.

7.2 Eddy-diffusivity and counter-gradient approxi-

mation: theoretical justification

Following the approach of Holtslag and Moeng (1991) [19] with horizontally homo-
geneous conditions, the turbulent equation for sensible heat flux &w’ reads in the

Boussinesq approximation:

9w’ _ _ 00w _igl%
ot 0z po Oz
N —r’ \ ,
Turbulent flux of sensible heat flux pregsure covariance
— 00 —
w2 4 Bgon (7.5)
0z ——

) . Buoyant production
Mean gradient production

The scaling parameters are: the surface convective velocity scale w, and the convective

temperature scale #,, with:

Wy £ (ﬂg(gl—w')shABL)l/s (76)
6, 2 ((’Z]"')s (7.7)



The pressure covariance term can be modeled as (Crow (1968) (6], Moeng and Wyn-

gaard (1986) [24]):

—iﬁ’% = —afgl? — @ (7.8)

Where 7 is a relaxation-to-isotropy time scale. For isotropic turbulence: a = 1/3

and for the ABL, Moeng and Wyngaard found a = 1/2. Above the ABL, the value

of @ depends on the stability and structure of the inversion layer. Finally with this
approximation the sensible heat flux equation can be rewritten:

00w  —00 ow (w.)%0.

= —w?—+(1-2 072 —
5 w 8z+( a)Bg6”? — 2 - +b

7.9
hapr (7.9)

In quasi-steady state (which is usually the case for scalar fluxes in the ABL), this

gives the following relationship for the turbulent heat flux:

w' _—8_@ b(w*)QG*
T aZ hABL
———

2
S\
+

(7.10)

Diffusion term  Counter—gradient term

Assuming that: (1 - 2a) Bg07? ~ 0 since a ~ 1/2 in the modeling of the 24-hour

evolution of the mean and turbulent structure of the boundary layer.

Hence equation (7.10), shows that the sensible heat flux in the convective ABL can
be rewritten as the sum of a diffusion term and a counter-gradient term. Wyngaard

and Weil (1991) showed that parameter b is proportional to the skewness of the vertical
s

turbulent velocity: S = e In the convective ABL, the skewness is positive due

to rapid convective rising updrafts and slow descending downdrafts.

Thus the counter-gradient and eddy-diffusivity terms of the sensible heat flux
expression as presented by Deardorff (1966) [8] and (1972) [9] can be related to the

different turbulence parameters:

—— o0
Ow' = —KH (5; — '79) (711)



with:

Ky = W% (7.12)
w, )0,

Yo = bzf;@h) (7.13)
ABL

Note that equation (7.10) is the theoretical basis of the justification of the K-theory
and countergradient approach. In the near surface layer at quasi-steady state, the
diffusion term is preponderant so that sensible heat flux can directly be expressed as
function of the gradient of potential temperature. The similarity theory just assumes
that the diffusion term and sensible heat flux are function of z/ Lo only, which is
physically and mathematically correct. However, in non steady-state conditions, the
problem is much different as the equation that should be considered is eq. (7.9) so
that the diffusion term depends on both time ¢ and z/Lyso. The time dependency is
uvsually forgotten in most models and this approximation can be justified in unstable
conditions as sensible heat flux in the convective boundary layer is almost always in
quasi steady-state. However this result does not hold at night because of the small
ABL height and small scale-intermittent turbulence, which tends to curve the profiles.
The nighttime time dependency of the similarity theory is overlooked in almost all

models and should be reconsidered.

Deardorff (1972) [9] obtained similar countergradient expression as (7.11) except
that he neglected the turbulent transport term of the sensible heat flux turbulent equa-
tion and assumed that a = 0, so that the pressure covariance term reads —6"w’/7p.
With these assumptions, the eddy-diffusivity coefficient and the counter-gradient

terms were written:

(7.14)



W

Yo = ﬁga_f? (7.15)
Therefore in these two approaches, the counter-gradient term displays very different
interpretations: in Deardorff 1972 (D72), it corresponds to the production of sensible
heat flux by buoyancy: this representation is physically reasonable as the generation
of turbulence by shear effect is local and the effect of buoyancy is non-local in nature,
whereas in the Holtslag and Moeng 1991 (HM91) approach, it corresponds to con-
vective turbulent transport of sensible heat flux in the ABL. These two approaches
might be valid but D72 is more appropriate to a highly stratified fluid and HM 91
to a highly convective process, it might be possible to mix these two phenomenon
using either Monin-Obuhov length or Richardson number (for instance with a linear
approximation between those two extreme values: free convection with little stratifi-
cation and very stratified fluid). Such a mixed approach could be compared to more

realistic second-order modeling such as Large-Eddy Simulations (LES).

As most parameterization are depending on the velocity variance, HM91 decided
to parametrize this term so that it would fit the AMTEX observations and LES 96

simulations in the ABL (0 < z < hapy) as plotted on Figure 7-1:

32 3/2 3/2
2 — 2(1_ _7% 9 3_~% — i
(w ) (1.6(u*) (1 hABL)) L) (1 0.9%) (7.16)

And they consecutively modeled the eddy-diffusivity profile as:

X 4/3 2
H z 2 2

= 1- 1+R 717
wyhapr ( hast ) < habr ) ( " hasL ) (7.17)

Where Ry was taken as 0.2 to fit the LES data.

The asymptotic behavior of (7.17) satisfies the free-convection limit in the vicinity of
the surface: Ky o 2z%® as shown by Tennekes (1970) [32] or Panofsky and Dutton
(1984) [25]. If we take into account the zero-displacement height in the ABL, this
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equation should be:

K a\" a\’ d
H 2 — 2 — z—

= 1-— 1+R 7.18
wihapL <hABL ) < hapr > ( " hagr > ( )

In real situation Ry could take different values between 0 and infinity.

The expression of Ky respects the free-convection asymptotic results, yet it should
be improved to take into account the Monin-Obukhov similarity theory in the surface
layer but the velocity variance does not respect any of them, therefore a more general
formulation would be more suitable.

One problem of the original formulation is the fact that at z = 0, the eddy-
diffusivity profile is null and similarly at z = hspr, yet this is not correct. One way
to solve the bottom misformulation is to introduce a displacement height. On top of
the ABL, in reality the heat flux only gradually approaches zero, and the proposed
heat flux assumed that the entrainment zone is infinitely thin. To solve this issue:
some physics should be added to the formulation either though radiative transfer
(which is an important part of the entrainment zone enthalpy budget) as Newtonian
cooling or with a compensating effect of large-scale advected air or using the effect of
molecular diffusivity K,oecuar instead of eddy diffusivity, even though this latter is
usually small. With such kind of parameterization, the entire daily cycle of the ABL
could be taken into account, thus improving the resolution of surface heat values and

scalars.

7.3 Solving the Unstable/stable ABL

It is importance to introduce stability and instability in the ABL through for instance
the use of Monin-Obukhov length. Indeed this instability/stability will control the
development of the ABL throughout the day and in particular of its height. Yet in the
case of the inclusion of instability/stability correction, the eddy-diffusivity term de-
pends on this correction and becomes a non-linear coefficient of the PDE of potential

temperature and specific humidity. The product of the eddy-diffusivity coefficient K
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with the scalar gradient 9¢/0z will become a convolution in the Fourier domain. This
renders the problem much more difficult to solve and avoids the possibility to obtain
an analytical solution. Therefore the problem would have to be solved numerically,
introducing a vertical sampling grid. The temporal spectral domain is also sampled
using the natural representation of the Fast Fourier Transform of the incoming ra-
diation at the land surface. Usually the time series of the forcing is given every 30
minutes, thus giving 48 temporal steps in the temporal domain and the corresponding
number of FFT harmonics is: Nppr = ENgeps/2 + 1, where E is the floor part and
Niteps 1s the number of steps in the temporal domain , equals to 48 in this example.
Here the number of harmonics Nppr = 25. If the vertical grid size is IV,, the entire
Fourier solution is given by the resolution of an N,.Nppr complex matrix (except

that the coefficients of the first column should be real).

One possible algorithm to solve the problem of the Fourier transform of the un-
stable ABL could be the following;:
i) Analytically solve the neutral case (counter-gradient term is null in this case), with
given input of incoming radiation. Then obtain the Fourier transform coefficients of
the initial matrix: 6,(z) and ¢,(z). With those coefficients we can go back to the
temporal profiles 6(t, z) and ¢(z,t).
ii) From here on we can calculate the Monin-Obukhov length (local instability)
Lro(z,t) and the corresponding eddy-diffusion coefficient K, ,,(t) and counter-gradient
term 7,,,,(t). Finally we plug the Fourier transform of these terms into the Fourier

ABL equation for scalar conservation:

. d dc,,
Jwen = % [‘;E(Kcold) * E + -7:(7cozd)]n (7-19)

And we simultaneously solve for the Nppr complex scalar harmonics ¢,. Notice that
K¢ needs to be corrected for instability. To do so, we use the former values of ABL
height and instability coeflicients.

iii) Finally, iterates until convergence is reached for virtual potential temperature 6,

which is the best indicator of the stability /instability of the ABL. The criteria for
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convergence could also include the ABL height, which in this case would be a diag-
nostic of the system. This height could be defined as either the inversion height z;,
where the sensible heat flux changes sign for the first time in the profile or it could be
defined as the height of vanishing buoyancy flux w0/, < ¢, where ¢ is a convergence
criteria because heat fluxes only asymptotically reaches zero. It should be noticed
that this ABL height could be different (and usually higher) than ABL height de-
fined either on vanishing sensible or latent heat flux. In particular, because of the
decreasing humidity in the free troposphere, the height of vanishing latent heat flux
is generally below the inversion level.

The interest of this approach is that with very little data: daily incoming radiation
at the surface, mean daily potential temperature and specific humidity at any level
(for instance anywhere in the free troposphere), the daily evolution of the profiles of
¢ and q is obtained, with inclusion of instability /stability. We could use data assim-
ilation of § or q profiles or surface measurements 7, to constrain the daily evolution
of the profiles. Data assimilation could also be used to determine the value of the few
parameters of the model.

This very simple approach coud be used for any non-cloudy day, the strong periodic-
ity constrain avoiding the need for specifying many boundary-conditions. Moreover
after convergence we obtain the coefficients of the final Fourier ODE in the ABL and
thus the phase and amplitude of the variables can still be studied as a function of the
frequency of the forcing and as a function of height. The non linearity will introduce
repercussion of one frequency forcing w; on other frequencies w; and can serve as an

indicator of the strength of the non-linearity.

7.4 Radiative transfer

The modeling of radiative transfer in the ABL is usually very complex and will be
difficult to use in a simplified coupled model. In particular the linearization would

be rendered difficult, since the radiative transfer term is usually a strongly non-linear
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function of § and g. With a numerical solution a simplified radiative scheme (e.g.
André et al. 1978 [3]). However as already discussed in the first chapter, a way to
simplify the problem is to use the fact that the sensible heat flux equation is insen-
sitive to radiative transfer contrary to the mean potential temperature conservation
equation. Therefore the radiative term would only appear in the mean potential

temperature equation.

7.5 Free atmosphere

Above the inversion layer, the free atmosphere buoyancy is: b = g(6, —6,0)/6,0 where
0,0 is the reference value of 8,. In the free-atmosphere, we have: db/dz = N2, where N
is the Brunt-Vaisala (buoyancy) frequency as in Fedorovich (2004) [15]. Consequently
the gradient of virtual potential temperature in the free troposphere is usually affine
with a slope: 7, = N2. Because in this region the air is usually very dry we also
have that: ~s = ~g,. This term should be accounted for in improved studies, since
this lapse rate controls the development of the diurnal ABL, as it corresponds to a
subsidence term. In particular, this will be fundamental to study the effect of the

ABL cloud formation.

7.6 Comparisons with coupled soil-LES:
advantages/disadvantages

Only recently have researchers been able to couple Soil-Vegetation-Atmopshere-Transfer
models with Large Eddy Simulations (LES) to theoretically comprehend the coupling
between the land and the atmosphere at the daily time scale. To date, the main
studies are the joint work of Albertson and Kustas (2001) [1] using observed infrared
brightness temperature as a proxy for surface sensible and latent heat flux inferring,
(2003) [21] with a fully coupled model; as well as the work of Patton et al. (2005)
[26] with a fully coupled model. It remains difficult to couple both models because

of several technical issue. The specification of the initial profiles in both the soil and
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the atmosphere must be appropriate, since the simulation of an entire day with LES
remains an issue, in particular because of the abrupt change in the structure of the
ABL between nighttime and daytime. There does exist a strong horizontal variability
of land-surface conditions, which leads to complication in the boundary conditions for
LES. Yet near the ground because of the large scalar gradients, this parameterization
will be of great importance for soil-atmosphere interactions as small scale changes
will play an important role.

In the future, coupled SVAT-LES will certainly become an invaluable tool to
further investigate the coupling between the soil and the atmosphere if those issues
are further solved but at the time of this thesis, LES always fail to resolve the large-
scale motions at the first few gid points. Therefore the restricted ability of LES to
resolve very close to the ground raises some fundamental difference between LES
and field data and will consequently remains the fundamental issue faced to obtain
accurate representation and understanding of the coupling between the soil and the

atmosphere.

7.7 Time-dependent ABL height

One of the necessary improvements to our study would be to take into account the
time variations of the ABL height. In particular the nighttime collapse of the ABL
will add more physical realism to the daily solution. In addition, the change in
ABL height dring daylight hours will modify the surface layer response and thus the
changes in screen-level variables. The time variations of the ABL height might be
fundamental to better understand the land-atmosphere coupling at the land surface,
since it will modify the surface heat fluxes and thus the coupling. The effect of the
ABL height changes and the non-linearities its induces still needs to be much further

investigated.
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Figure 7-1: Non-dimensional vertical turbulent velocity variance, giving the eddy-
diffusivity coefficient of the K-theory(from Holtslag and Moeng 1991). Solid curve
is parameterized to fit the AMTEX data (circles) and 96 LES experiment (shaded
region) and convection tanks (squares)
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Figure 7-2: Profiles of the mean potential temperature (solid line) and sensible heat
flux (dotted line) in steady state from Stevens (2000)
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Figure 7-3: Normalized creation/destruction terms of turbulent sensible heat flux
equation (7.5) as function of relative height (from Holtslag and Moeng 1991).
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Figure 7-4: Non-dimensional counter-gradient term a)HM91 bh)D72 ¢)HM91 with
parametrized (w2)*? (from Holtslag and Moeng 1991).
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Figure 7-5: Non-dimensional eddy-diffusivity coefficient for heat a) HM91 with param-
eterized counter-gradient, b) HM91 with parameterized counter-gradient and velocity
variance ¢) parameterized Ky (from Holtslag and Moeng 1991).
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Conclusions

In this PhD thesis, we have investigated the coupling of the land and the atmosphere
at the daily timescale, using a linearized coupled land-atmosphere model responding
to incoming radiation forcing at the land surface. This model couples the heat and
water fluxes in the atmosphere and in the land through the energy budget at the and
surface. Since the coupled model is linear it is solved in the (temporal) Fourier do-
main, yielding important new insights on the spectral behavior of the land-atmosphere
coupling.

In a first deterministic study, ground heat flux was shown to act as a high-pass filter
emphasizing the highest frequencies of the daily incoming forcing, thus explaining its
high variability. Turbulent fluxes on the opposite side are low-pass filters of the
incoming radiation since their response is limited by the slower response of land-
surface temperature in response to radiative changes. In this first study the existence
of the diurnal surface and mixed layers was theoretically confirmed with the existence
of two distinctive scales for the scalars and fluxes. The response of these layers to
surface forcing could be further highlighted emphasizing the role of the frequency of
the incoming radiation forcing on the depth of these layers. Moreover the heat fluxes
in the ABL were further confirmed to be in quasi steady state since the temporal
delay of the land-surface temperature response limits the rapidity of the turbulent
heat flux release. Indeed the propagation of the ABL fluxes in the ABL is nearly
instantaneous compared to the changes in the land-surface temperature and thus of
surface heat fluxes, which are controlled by the former. Finally, in a near-neutral
ABL, friction velocity and vegetation height were shown to have a much stronger

impact on the surface-layer height compared to the surface aerodynamic resistance
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and evaporative fraction. In that case, the mixed-layer height is mainly controlled by
friction velocity alone.

In a second study the linearized land-atmosphere model was further shown to well
reproduce the daily course of land-surface and screen-level variables. Moreover the
model was used to determine and derive the minimum asymptotical "plateau" value
of the diurnal evaporative fraction. In addition evaporative fraction was shown to
be a diurnal constant under very restrictive environmental conditions with a smooth,
elevated solar incoming radiation forcing. Therefore the constant evaporative frac-
tion assumption is mostly valid in fair-weather conditions experiencing elevated solar
radiation.

In a last study, we investigated the response of the coupled model to surface energy
balance noise: that is how does the daily energy balance noise translates onto land-
surface and screen-level scalars and heat fluxes. Specific humidity was demonstrated
to be influenced by surface energy budget errors contrary to land-surface and screen-
level temperatures. L-band microwave brightness temperature was shown to be less
influenced by radiation noise than infrared brightness temperature, thus emphasizing
the usefulness of microwave satellites for the determination of the land-surface state
(e.g. soil moisture). Finally, the synergy of air temperature and microwave brightness
temperature was shown to be helpful to reduce the effect of incoming radiation noise
on the land-surface state estimate within a data assimilation scheme.

The present PhD thesis has inherent limitations due to the strong assumptions
used to yield an analytical solution of the coupling between the land and the atmo-
sphere. A short list of possible improvements was presented:

i) the introduction of stability /instability correction in the eddy-diffusion formula-
tion.

ii) The use of a countergradient formulation in the ABL.

iii) Adding a varying ABL height, which could be a diagnostic of the system.

iv) Inclusion of a lapse rate for the potential temperature and specific humidity gra-
dients in the free troposphere.

v) Addition of a radiation in the mean potential temperature equation.
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Appendix A

Brownian Bridge

The Brownian Bridge could be expended in series form using either the Karhunen-

Loéve or Fourier decomposition.

A.1 Karhunen-Loéve (K-L) expansion

A centered stochastic process with jointly continuous covariance function Cov,(t,s)

admits the following spectral decomposition:
T
W; = / Wie;(t)dt (A.1)
0

with W; being centered orthogonal random variables and (convergence in mean, uni-

form in t):

W, = f ei(H)W; (A.2)

and

Var(Wi) = ]EWi2 = /\i (A3)

is the eigenvalue corresponding to eigenvector €;(t). In the case of Gaussian distri-
bution: the r.v have joint Gaussian distribution and are jointly independent if the

original process W, is Gaussian. From [2], [11] and [12], the Brownian Bridge K-L
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expansion is:

Bt = iei(t)wi (A4)

In this case the convergence is pathwise and in L? (square mean convergence). Note

that the K-L expansion of the Bownian Bridge is 2T-periodic and not T-periodic!

A.2 Fourier expansion

From Kloeden and Platen [20] p198: the normalized Brownian Bridge can be extended
in Fourier series with Gaussian coefficients and pairwise independent (the convergence

is pathwise and in L?):

1 X 2kt _( 2knt
B, = an + ;akcos (T) + brsin (T) (A5)

And the coefficients, which are Gaussian r.v. (linear transformation of Gaussian

process) are defined as:

2 [7 2kms
= — B .
VEk > 1 ag T/o‘ +COS ( ) ds (A.6)

T 2
Vk > 1 by = %/ B,sin ( 1‘;“) ds (A7)
0

These random variables are distributed as N (0,02T/27%k?) , pairwise independent
but correlated with ag. Therefore as in the case of the Fast Fourier Transform in
the deterministic case, a truncation of the series can be used to approximate the
Brownian Bridge and it has differentiable sample paths.

Using complex series expansion we can use the simplified version of the Brownian

Bridge in the complex Fourier domain:

+oo +o00
Bi= Y Gy =Co+ Y Cpel! + Cpe it (A8)
k=—o00 k=1

Where * denotes the complex conjugate. The Ci,k # 0 are independent complex
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Gaussian random variables, distributed as N (0, 0*T /7?k?) and Cj is a real Gaussian

random variable N (0,02T'/12). The following relationships and correlations hold:
V(nl,ng), ny 75 No, N1 7é Ng COU(Cnl,CnZ) =K (CmC';z) =0 (Ag)

i.e. the coefficient are pairwise uncorrelated Gaussian variables and are thus indepen-

dent. Moreover:

o?T
Var(C,) = 2 (A.10)
and all coefficients are correlated with Cy as:
1 o%*T
CO'U(CTL, CO) = E(CnC()) = _1;7,2—7'{'2 (All)

The Fourier extension has been chosen in our stochastic study because its T-periodicity
makes it more convenient for projection on the natural T-periodic Fourier basis of

the deterministic solution.
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