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## GEOMETRIC MEANING OF THE INTERPOLATION CONDITIONS IN THE CLASS OF FUNCTIONS OF FINITE ORDER IN THE HALF-PLANE


#### Abstract

The aim of this paper is to study the interpolation problem in the spaces of analytical functions of finite order $\rho>1$ in the half-plane. The necessary and sufficient conditions for its solvability are found in terms of the measure defined by the nodes of interpolation.
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1. Introduction, Definitions, and Notations. Interpolation problem is called simple free interpolation problem if multiplicities of the interpolation nodes are equal to unity and restrictions on the values of interpolation function $F$ at these nodes are necessary restrictions related to the fact that the function $F$ must to belong to the considered space. In [6], the problem of simple free interpolation in the spaces of analytical functions of finite order $\rho>1$ in the half-plane $\mathbb{C}_{+}=\{z: \operatorname{Im} z>0\}$ was considered. In this article, we use the definitions and notation of [6]. Denote by $[\rho, \infty]^{+}$the space of analytical functions of finite order $\rho>1$ in $\mathbb{C}_{+}[2$, Chapter I, $\S 1]$. Let $A=\left\{a_{n}\right\}_{n=1}^{\infty} \subset \mathbb{C}_{+}$be a sequence of distinct complex numbers such that all limit points of $A$ are on the real axis and infinity.

Definition 1. A sequence $A$ is called an interpolation sequence in the space $[\rho, \infty]^{+}$if for any sequence of complex numbers $\left\{b_{n}\right\}_{n=1}^{\infty}$ satisfying the conditions

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \frac{\ln ^{+} \ln ^{+}\left|b_{n}\right|}{\ln \left|a_{n}\right|+2}<\infty \tag{1}
\end{equation*}
$$
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$$
\begin{equation*}
\limsup _{\left|a_{n}\right| \rightarrow \infty} \frac{\ln ^{+} \ln ^{+}\left|b_{n}\right|}{\ln \left|a_{n}\right|} \leqslant \rho, \tag{2}
\end{equation*}
$$

there exists a function $F \in[\rho, \infty]^{+}$that solves the interpolation problem

$$
\begin{equation*}
F\left(a_{n}\right)=b_{n}, \quad n=1,2, \ldots \tag{3}
\end{equation*}
$$

Here $\ln ^{+} b=\left\{\begin{array}{l}0, b \leqslant 0, \\ \ln b, b>0 .\end{array}\right.$
Denote by $B_{q}(u, v)$ the Nevanlinna primary factor

$$
B_{q}(u, v)=\left\{\begin{array}{l}
\frac{\bar{v}(u-v)}{v(u-\bar{v})}, \quad q=0 \\
B_{0}(u, v) \exp \left(\sum_{i=1}^{q} \frac{u^{i}}{i}\left(\frac{1}{v^{i}}-\frac{1}{\bar{v}^{i}}\right)\right), \quad q \in \mathbb{N} .
\end{array}\right.
$$

Let $A=\left\{a_{n}=r_{n} e^{i \theta_{n}}\right\}_{n=1}^{\infty} \subset \mathbb{C}_{+}, r_{n}>\delta_{0}>0$, be a sequence of distinct complex numbers such that all limit points of $A$ are on the real axis and infinity, and for any $\varepsilon>0$

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\sin \theta_{n}}{r_{n}^{\rho+\varepsilon}}<\infty, \quad \rho>1 \tag{4}
\end{equation*}
$$

then the function

$$
E(z)=E_{A}(z)=: \prod_{\left|a_{n}\right|<1}\left(\frac{z-a_{n}}{z-\bar{a}_{n}}\right) \prod_{\left|a_{n}\right| \geqslant 1} B_{q}\left(z, a_{n}\right), \quad q=[\rho]
$$

belongs to the space $[\rho, \infty]^{+}$. Denote by $[\cdot]$ the integer part of a number. The function $E(z)$ is called the canonical function of the sequence $A$.

The following theorem was proved in [6].
Theorem A. The following two statements are equivalent:

1) The sequence $A$ is an interpolation sequence in the space $[\rho, \infty]^{+}$.
2) Condition (4) is true and the canonical function $E(z)$ of the sequence A satisfies the conditions

$$
\begin{align*}
& \sup _{n \in \mathbb{N}} \frac{1}{\ln \left|a_{n}\right|+2} \ln ^{+} \ln ^{+} \frac{1}{\left|E^{\prime}\left(a_{n}\right)\right| \operatorname{Im} a_{n}}<\infty,  \tag{5}\\
& \limsup _{\left|a_{n}\right| \rightarrow \infty} \frac{1}{\ln \left|a_{n}\right|} \ln ^{+} \ln ^{+} \frac{1}{\left|E^{\prime}\left(a_{n}\right)\right| \operatorname{Im} a_{n}} \leqslant \rho . \tag{6}
\end{align*}
$$

The aim of this paper is to obtain necessary and sufficient conditions for solvability of this interpolation problem in terms of measure determined by the sequence $A$. We need the following definitions. By $C(z, R)$ we denote the open disk of radius $R$ with centre in a point $z$.
Definition 2. An absolutely continuous function $\rho(r)$ on the half-axis $(0,+\infty)$ that satisfies the conditions

$$
\lim _{r \rightarrow+\infty} \rho(r)=\rho, \quad \lim _{r \rightarrow+\infty} \rho^{\prime}(r) r \ln r=0
$$

is called a proximate order.
Here $\rho^{\prime}(r)$ is the maximum absolute value of the derivative numbers.
Let us denote $V(r):=r^{\rho(r)}$ and $V_{i}(r):=r^{\rho_{i}(r)}$, where $\rho_{i}(r)$ is a proximate order such that $\lim _{r \rightarrow+\infty} \rho_{i}(r)=\rho$. From the sequence $A$, we define the Nevanlinna measure $\mu(G):=\mu_{A}(G):=\sum_{a_{n} \in G} \sin \theta_{n}$ and the families of functions

$$
\widetilde{\Phi}_{z}^{+}(\alpha)=\mu\left(C(z, \alpha|z|) \backslash a_{n}\right), \quad \Phi_{z}^{+}(\alpha)=\frac{\widetilde{\Phi}_{z}^{+}(\alpha)}{V(|z|)}, \quad \alpha>0
$$

where $a_{n}$ is the point closest to $z$ (if there are several such points, choose the one with the largest $\sin \theta_{n}$ ). Set

$$
\begin{gathered}
I^{+}(z, \delta)=\sin \theta \int_{0}^{\delta} \frac{\Phi_{z}^{+}(\alpha) d \alpha}{\alpha(\alpha+\sin \theta)^{2}}, \quad \theta=\arg z \\
I^{+}\left(z, \delta_{1}, \delta_{2}\right):=I^{+}\left(z, \delta_{2}\right)-I^{+}\left(z, \delta_{1}\right), \quad \delta_{1} \leqslant \delta_{2}
\end{gathered}
$$

Our main results are stated in the following two theorems.
Theorem 1. The following two statements are equivalent:

1) The sequence $A$ is an interpolation sequence in the space $[\rho, \infty]^{+}$.
2) Condition (4) is true, and for any $\delta>0$

$$
\begin{equation*}
\limsup _{r \rightarrow \infty} \frac{1}{\ln r} \ln \left[\sin \theta \int_{0}^{\delta} \frac{\widetilde{\Phi}_{z}^{+}(\alpha) d \alpha}{\alpha(\alpha+\sin \theta)^{2}}\right] \leqslant \rho, \quad z=r e^{i \theta} \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
\sup _{z \in \mathbb{C}_{+}} \frac{1}{\ln (r+2)} \ln \left[\sin \theta \int_{0}^{\delta} \frac{\widetilde{\Phi}_{z}^{+}(\alpha) d \alpha}{\alpha(\alpha+\sin \theta)^{2}}\right]<\infty \tag{8}
\end{equation*}
$$

Theorem 2. The following two statements are equivalent:

1) The sequence $A$ is an interpolation sequence in the space $[\rho, \infty]^{+}$.
2) Condition (4) is true, and for any $\delta>0$ there exists a proximate order $\rho(r), \lim _{r \rightarrow \infty} \rho(r)=\rho>1$, such that

$$
\begin{gather*}
\ln \left|\frac{a_{n}-\bar{a}_{k}}{a_{n}-a_{k}}\right| \leqslant V\left(r_{n}\right), \quad n \neq k,  \tag{9}\\
\Phi_{z}^{+}(\alpha) \leqslant \alpha, \quad \frac{\sin \theta}{2} \leqslant \alpha \leqslant \delta,  \tag{10}\\
\Phi_{z}^{+}(\alpha) \leqslant \sin \theta / \ln \frac{\sin \theta}{\alpha}, \quad 0 \leqslant \alpha \leqslant \frac{\sin \theta}{2}, \tag{11}
\end{gather*}
$$

where $\theta=\arg z$.
2. Preliminaries. Denote by $[\rho(r), \infty)^{+}$the space of functions, analytic in the half-plane $\mathbb{C}_{+}$and of at most normal type for $\rho(r)$, i. e., such that $\ln |f(z)| \leqslant C_{f} V(|z|)$, where $C_{f}$ is a finite constant.
Definition 3. The sequence $A$ is called an interpolation sequence in the space $[\rho(r), \infty)^{+}$if for any sequence of complex numbers $\left\{b_{n}\right\}_{n=1}^{\infty}$ satisfying the condition

$$
\begin{equation*}
\limsup _{\left|a_{n}\right| \rightarrow \infty} \frac{\ln ^{+}\left|b_{n}\right|}{V\left(\left|a_{n}\right|\right)}<\infty \tag{12}
\end{equation*}
$$

there exists a function $F \in[\rho(r), \infty)^{+}$that solves the interpolation problem (3).

The following theorem is the corollary of [5, Theorem 1, Theorem 2].
Theorem B. The following three statements are equivalent:

1) The sequence $A$ is an interpolation sequence in the space $[\rho(r), \infty)^{+}$.
2) The canonical function $E(z)$ of the sequence $A$ satisfies the condition

$$
\begin{gather*}
\sup _{n \in \mathbb{N}} \frac{1}{V\left(\left|a_{n}\right|\right)} \ln ^{+} \frac{1}{\left|E^{\prime}\left(a_{n}\right)\right| \operatorname{Im} a_{n}}<\infty  \tag{13}\\
\sup _{z \in \mathbb{C}_{+}} \sin \theta \int_{0}^{1 / 2} \frac{\Phi_{z}^{+}(\alpha) d \alpha}{\alpha(\alpha+\sin \theta)^{2}}<\infty, \quad \theta=\arg z \tag{14}
\end{gather*}
$$

We will need the following inequality [5, p. 264]:

$$
\begin{equation*}
\Phi_{z}^{+}(\alpha) \leqslant M_{0} \Phi_{a_{n}}^{+}(\alpha) \tag{15}
\end{equation*}
$$

for $\alpha \leqslant 1 / 2$, where $a_{n}$ is the point of $A$ closest to $z$.
3. Proof of Theorem 1. Now, we prove Theorem 1.

Proof. Let the sequence $A$ be an interpolation sequence in the space $[\rho, \infty]^{+}$. Then conditions (4), (5) and (6) are true. It follows from (5) and (6), that there exists a proximate order $\rho(r), \lim _{r \rightarrow \infty} \rho(r)=\rho>1$, such that condition (13) is true. By Theorem B, we obtain condition (14) from (13). Obviously, condition (14) implies conditions (7) and (8).

Now, let conditions (7) and (8) be true. Then there exists a proximate order $\rho_{1}(r), \lim _{r \rightarrow \infty} \rho_{1}(r)=\rho$, such that condition (14) is true. Let a sequence $\left\{b_{n}\right\}_{n=1}^{\infty}$ satisfy conditions (1) and (2). There exists a proximate order $\rho_{2}(r), \lim _{r \rightarrow \infty} \rho_{2}(r)=\rho$, such that condition (12) is true. Let $\rho(r)$, $\lim _{r \rightarrow \infty} \rho(r)=\rho$, be a proximate order such that

$$
\rho(r) \geqslant \max \left\{\rho_{1}(r), \rho_{2}(r): r>0\right\}
$$

Conditions (12) and (14) are true by $\rho(r)$. By Theorem B, the sequence $A$ is the interpolation sequence in the space $[\rho(r), \infty)^{+}$. Therefore, there exists a function $F \in[\rho(r), \infty)^{+}$solving the interpolation problem (3). Since $[\rho(r), \infty)^{+} \subset[\rho, \infty]^{+}$for each proximate order $\rho(r)$, such that $\lim _{r \rightarrow \infty} \rho(r)=\rho$, then $F \in[\rho, \infty]^{+}$.
4. Proof of Theorem 2. Now let us prove Theorem 2.

Proof. Let conditions (9), (10) and (11) be true. Then

$$
I^{+}(z, \delta)=I^{+}\left(z, \frac{\sin \theta}{2}\right)+I^{+}\left(z, \frac{\sin \theta}{2}, \delta\right)
$$

Using (10), we estimate the second term:

$$
\begin{gather*}
I^{+}\left(z, \frac{\sin \theta}{2}, \delta\right) \leqslant \sin \theta \int_{(\sin \theta) / 2}^{\delta} \frac{d \alpha}{(\alpha+\sin \theta)^{2}}= \\
=-\left.\frac{\sin \theta}{\alpha+\sin \theta}\right|_{(\sin \theta) / 2} ^{\delta}<\frac{2}{3} \tag{16}
\end{gather*}
$$

Let us estimate the first term. To do this, we will prove

$$
\begin{equation*}
\sup _{z \in \mathbb{C}_{+}} I^{+}\left(z, \frac{\sin \theta}{2}\right)<\infty . \tag{17}
\end{equation*}
$$

From inequalities (9) and

$$
\left|\frac{a_{n}-a_{k}}{\bar{a}_{n}-a_{k}}\right| \leqslant \frac{\left|a_{n}-a_{k}\right|}{\operatorname{Im} a_{n}}
$$

we obtain $\left|a_{n}-a_{k}\right| \geqslant \operatorname{Im} a_{n} \exp \left(-M_{1} V\left(r_{n}\right)\right), n \neq k$, where $M_{1}>0$ is some constant. From this it follows that the disks $C\left(a_{n}, \operatorname{Im} a_{n} \exp \left(-M_{2} V\left(r_{n}\right)\right)\right.$ do not intersect for some $M_{2}>0$. Then

$$
\begin{aligned}
& I^{+}\left(a_{n}, \frac{\sin \theta_{n}}{2}\right)=I^{+}\left(a_{n}, \sin \theta_{n} \exp \left(-M_{2} V\left(r_{n}\right)\right), \frac{\sin \theta_{n}}{2}\right) \leqslant \\
& \leqslant \int_{\sin \theta_{n} / 2}^{\sin \theta_{n} \exp \left(-M_{2} V\left(r_{n}\right)\right)}\left(\ln \frac{\sin \theta_{n}}{\alpha}\right)^{-1} \frac{\sin ^{2} \theta_{n} d \alpha}{\alpha\left(\alpha+\sin \theta_{n}\right)^{2}}= \\
& =\int_{2}^{\exp \left(M_{2} V\left(r_{n}\right)\right)} \frac{\alpha d \alpha}{(\alpha+1)^{2} \ln \alpha} \leqslant \int_{2}^{\exp \left(M_{2} V\left(r_{n}\right)\right)} \frac{d \alpha}{\alpha \ln \alpha} \leqslant \\
& \quad \leqslant \ln M_{2}+\ln V\left(r_{n}\right)=\ln M_{2}+\rho\left(r_{n}\right) \ln r_{n}
\end{aligned}
$$

Let $\rho_{1}(r), \lim _{r \rightarrow \infty} \rho_{1}(r)=\rho$, be a proximate order, such that for $r>0$ $\rho_{1}(r) \geqslant \rho(r) \ln r$. For this proximate order

$$
\sup _{n} I^{+}\left(a_{n}, \frac{\sin \theta_{n}}{2}\right)<\infty .
$$

To conclude the proof of (17), it remains to see that $\Phi_{z}^{+}(\alpha) \leqslant M_{0} \Phi_{a_{n}}^{+}(\alpha)$ (see (15)) for $\alpha \leqslant 1 / 2$, where $a_{n}$ is the point of $A$ closest to $z$.

Condition (14) follows from (16) and (17).
Conversely, let conditions (7) and (8) be true. Then, for some proximate order $\rho(r), \lim _{r \rightarrow \infty} \rho(r)=\rho$, condition (14) is true. Let $\beta \in[(\sin \theta) / 2, \delta]$.

Then, for some $M_{3}>0$

$$
\begin{aligned}
& M_{3} \geqslant I^{+}(z, \beta, 2 \beta) \geqslant \sin \theta \Phi^{+}(z, \beta) \int_{\beta}^{2 \beta} \frac{d \alpha}{\alpha(\alpha+\sin \theta)^{2}} \geqslant \\
& \geqslant \frac{\Phi^{+}(z, \beta)}{2 \beta} \int_{\beta}^{2 \beta} \frac{\sin \theta d \alpha}{\alpha(\alpha+\sin \theta)^{2}}=-\left.\frac{\Phi^{+}(z, \beta) \sin \theta}{2 \beta(\alpha+\sin \theta)}\right|_{\beta} ^{2 \beta}
\end{aligned}
$$

Since $\frac{\sin \theta}{\beta+\sin \theta} \geqslant \frac{1}{3}$ for $\beta \geqslant \sin \theta / 2$, we obtain (10).
Similarly, for $\beta \in[0, \sin \theta / 2]$

$$
\begin{aligned}
& M_{3} \geqslant I^{+}(z, \beta, 2 \beta) \geqslant I^{+}(z, \beta, \sin \theta) \geqslant \\
& \geqslant \frac{\Phi^{+}(z, \beta)}{4 \sin \theta} \int_{\beta}^{\sin \theta} \frac{d \alpha}{\alpha}=\frac{\Phi^{+}(z, \beta)}{\sin \theta} \ln \frac{\sin \theta}{\beta}
\end{aligned}
$$

From this, we obtain (11).
5. Interpolation in the space $\mathbf{H}^{\infty}$. Let $\mathbf{H}^{\infty}$ be the space of bounded functions in $\mathbb{C}_{+}$.
Definition 4. The sequence $A$ is called an interpolation sequence in the space $\mathbf{H}^{\infty}$, if for any bounded sequence of complex numbers $\left\{b_{n}\right\}_{n=1}^{\infty}$ there exists a function $F \in \mathbf{H}^{\infty}$ that solves the interpolation problem (3).

The following theorem is the famous Carleson theorem [1].
Carleson Theorem. The following three statements are equivalent.

1) The sequence $A$ is an interpolation sequence in the space $\mathbf{H}^{\infty}$.
2) The Blaschke product $B(z)$ satisfies the condition

$$
\begin{gather*}
\inf _{n}\left\{\operatorname{Im} a_{n}\left|B^{\prime}\left(a_{n}\right)\right|\right\}>0 .  \tag{18}\\
\inf _{n \neq k}\left|\frac{a_{n}-a_{k}}{a_{n}-\bar{a}_{k}}\right|>0
\end{gather*}
$$

and the measure $\mu(z)=\operatorname{Im} a_{n} \delta\left(z-a_{n}\right)$ is Carleson's measure, i. e., for all $x \in \mathbb{R}$ and all $h>0$

$$
\begin{equation*}
\mu((x, x+h) \times(0, h)) \leqslant K h, \tag{19}
\end{equation*}
$$

where $K>0$ is some constant independent of $x$ and $h, \delta(z)$ is the Dirac delta function.

Our result for the space $\mathbf{H}^{\infty}$ is stated in the following proposition.
Proposition. The following two statements are equivalent.

1) The sequence $A$ is an interpolation sequence in the space $\mathbf{H}^{\infty}$.
2) The following inequality is true

$$
\begin{equation*}
\sup _{z \in \mathbb{C}_{+}} \sin \theta \int_{0}^{1 / 2} \frac{\widetilde{\Phi}_{z}^{+}(\alpha) d \alpha}{\alpha(\alpha+\sin \theta)^{2}}<\infty, \quad \theta=\arg z \tag{20}
\end{equation*}
$$

This proposition is a corollary of Theorem B for the case $\rho(r) \equiv 0$, $r>0$.
Remark. Condition (13) is an analogue of condition (18) in the space $[\rho(r), \infty)$. Condition (14) is an analogue of condition (19) in the space $[\rho(r), \infty)$. In contrast to condition (19), which gives the boundary density of the distribution of the imaginary parts of the interpolation nodes, condition (20) gives the interior density of the distribution of the arguments of the interpolation nodes.
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