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Abstract. We propose a new method for constructing a polyspline on annuli, i.e.
a C2 surface on R2 \ {0}, which is piecewise biharmonic on annuli centered at 0 and
interpolates smooth data at all interface circles. A unique surface is obtained by
imposing Beppo Levi conditions on the innermost and outermost annuli, and one
additional restriction at 0: either prescribing an extra data value, or asking that the
surface is non-singular. We show that the resulting Beppo Levi polysplines on annuli
are in fact thin plate splines, i.e. they minimize Duchon’s bending energy.
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1 Introduction

Thin plate spline interpolation to scattered data was formulated by Duchon [8]
as the problem of minimizing the integral∫∫

R2

(
|Fxx|2 + 2 |Fxy|2 + |Fyy|2

)
dx dy (1.1)

among all generalized functions F with second order partial derivatives in
L2(R2) and taking prescribed values at a finite number of scattered locations.
The unique minimizer surface has a convenient radial basis representation with
translates of the fundamental solution of the biharmonic operator in R2.

For the problem of surface interpolation of smooth data at given curves
within a bounded domain Ω—in CAGD jargon: transfinite interpolation (Sabin
[16])—Kounchev’s polyspline method [13] defines a unique piecewise biharmonic
C2 surface passing through the curve data and satisfying certain boundary
conditions. Such a polyspline surface minimizes∫∫

Ω

|Fxx + Fyy|2 dxdy
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subject to the interpolation and boundary conditions.
Let T = [−π, π] and assume that F (x, y) is 2π-periodic in y and its values are

prescribed at a finite number of parallel segments {xj}×T with x1 < · · · < xn.
In [5], Bejancu constructed a C2 biharmonic polyspline on strips by replacing
usual boundary conditions with the Beppo Levi conditions:

Fxx, Fxy, Fyy ∈ L2(R× T).

For sufficiently smooth data curves, the resulting polyspline was proved to be
in fact a thin plate spline for transfinite interpolation, in the sense that it min-
imizes integral (1.1) evaluated over the infinite cylinder domain R× T, among
all interpolants F ∈ C2(R× T) with second partial derivatives in L2(R× T).

In the present paper, we obtain a new Beppo Levi polyspline surface de-
signed for transfinite interpolation of smooth data at a finite number of con-
centric circles. Expressing Duchon’s integral (1.1) in polar coordinates, we find
that the second partial derivatives of the surface may in this case develop a
singularity at the center of the domain circles. In effect, the Beppo Levi con-
ditions together with the transfinite interpolation conditions are not sufficient
anymore to determine a unique polyspline on annuli. Instead, we prove (The-
orem 1) that uniqueness is achieved by augmenting these conditions with one
more restriction imposed at the center of the circles: either prescribing one
extra data value, or asking that the surface is biharmonic (and so removing the
singularity). We also show (Theorem 2) that, under each additional restriction,
such a Beppo Levi polyspline on annuli is in fact a thin plate spline.

The construction of polyspline surfaces on annuli is based on separation of
variables, as indicated in [13]. In Section 3, we show that applying this process
to a Beppo Levi polyspline leads to a new class of univariate L-splines with
adjoint end conditions, and we also obtain a key estimate (Theorem 4) required
in the construction of Beppo Levi polysplines. The main results, Theorems 1
and 2 stated in Section 2, are proved in Sections 4 and 5, respectively.

Note that Beppo Levi conditions for polysplines were first formulated in [4]
in the context of semicardinal interpolation to smooth data at an infinite set
of parallel hyperplanes. Related, but different, interpolation problems and
approaches appear in [2, 10], and their references.

2 Beppo Levi Polysplines on Annuli

In this section, we use polar coordinates to formulate the definition of bihar-
monic Beppo Levi polysplines on annuli and we state the main results of the
paper concerning the existence, uniqueness and variational characterization of
such polysplines.

2.1 Beppo Levi conditions in polar coordinates

Functions of (x, y) will be denoted by uppercase letters such as S, F , G, and
their form in polar coordinates by the corresponding lowercase letter, as in

F (x, y) = F (r cos θ, r sin θ) = f(r, θ), r ≥ 0, θ ∈ T.

Math. Model. Anal., 18(3):446–460, 2013.



448 A. Bejancu

As is customary, all pairs (0, θ) are topologically identified with the origin 0 of
the plane. Assuming that F ∈ C2(R2 \ {0}), so f ∈ C2((0,∞) × T), we have
the following chain relations:

Fxx =
(
cos2 θ

)
frr +

(
sin2 θ

)(1

r
fr +

1

r2
fθθ

)
+ (sin 2θ)

( 1

r2
fθ −

1

r
frθ

)
,

Fyy =
(
sin2 θ

)
frr +

(
cos2 θ

)(1

r
fr +

1

r2
fθθ

)
− (sin 2θ)

( 1

r2
fθ −

1

r
frθ

)
, (2.1)

Fxy =
1

2
(sin 2θ)frr −

1

2
(sin 2θ)

(1

r
fr +

1

r2
fθθ

)
− (cos 2θ)

( 1

r2
fθ −

1

r
frθ

)
.

In particular, these imply the well-known expression of the Laplace operator
in polar coordinates:

∆F = Fxx + Fyy = frr +
1

r
fr +

1

r2
fθθ.

Lemma 1. If F ∈ C2(R2 \ {0}), the (Cartesian) Beppo Levi conditions Fxx,
Fxy, Fyy ∈ L2(R2 \ {0}) hold if and only if, in polar coordinates,

r1/2frr,
1

r1/2
fr +

1

r3/2
fθθ,

1

r3/2
fθ −

1

r1/2
frθ ∈ L2

(
(0,∞)× T

)
. (2.2)

Proof. Sufficiency is a straightforward consequence of the change of variables
formula for double integrals in polar coordinates and the fact that all trigono-
metric coefficients multiplying the functions frr,

1
rfr + 1

r2 fθθ, and 1
r2 fθ −

1
rfrθ

in the chain identities are uniformly bounded. Necessity follows in the same
way, after inverting the system (2.1) to express the above three functions in
terms of Fxx, Fyy, Fxy and noting that the 3× 3 inverse matrix of coefficients
is actually the same with the original one. ut

Denote by V2 the vector space of functions F ∈ C2(R2 \ {0}) ∩ C(R2) that
satisfy the Beppo Levi conditions of Lemma 1. For any F,G ∈ V2, using the
chain relations (2.1), we are led to the following polar expressions of Duchon’s
semi-inner product and induced seminorm (1.1) on V2:

〈f, g〉V2
=

∫ ∞
0

∫ π

−π

{
frrgrr + 2

[fθ
r2
− frθ

r

][gθ
r2
− grθ

r

]
+

[
fθθ
r2

+
fr
r

][
gθθ
r2

+
gr
r

]}
r dθ dr, (2.3)

‖f‖2V2
=

∫ ∞
0

∫ π

−π

{
|frr|2 + 2

∣∣∣∣fθr2 − frθ
r

∣∣∣∣2 +

∣∣∣∣fθθr2 +
fr
r

∣∣∣∣2}r dθ dr.

Note that V2 is a subspace of the Beppo Levi space BL2(R2) of order 2 over R2

(see [18, Definition 10.37]).

2.2 Main results

Given the radii r0 = 0 < r1 < · · · < rn < ∞ = rn+1, let ρ = {r1, . . . , rn} and
define the open annuli

Ωj = {(r, θ) ∈ (0,∞)× T : rj < r < rj+1} , j ∈ {0, 1, . . . , n} .
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Note that Ω0 is a punctured open disk.

Definition 1. A function S : R2 → R is called a biharmonic Beppo Levi (BL)
polyspline on annuli determined by ρ if the following conditions hold:

(i) S is biharmonic on each annulus Ωj , j ∈ {0, 1, . . . , n}:

∆2S(x, y) =

(
∂rr +

1

r
∂r +

1

r2
∂θθ

)2

s(r, θ) = 0, ∀(r, θ) ∈ Ωj ;

(ii) S ∈ C2(R2 \ {0}) ∩ C(R2);

(iii) the polar form s of S satisfies (2.2) in place of f .

The vector space of all biharmonic BL polysplines on annuli determined by ρ
will be denoted by SBL2(ρ). Note that SBL2(ρ) ⊂ V2.

Let W 2 be the ‘weighted’ Wiener algebra [7, p. 222] of all continuous peri-
odic functions µ : T→ C such that

‖µ‖W 2 :=

∞∑
k=−∞

|µ̂k|
(
1 + |k|

)2
<∞, (2.4)

where µ̂k := 1
2π

∫ π
−π e

−ikθµ(θ) dθ, for k ∈ Z, are the Fourier coefficients of µ.

Note that C3(T) ⊂ W 2 ⊂ C2(T). For data functions in W 2 along the con-
centric circles r = rj , the first main result below establishes the existence and
uniqueness of solutions for two types of transfinite interpolation problems with
biharmonic BL polysplines on annuli.

Theorem 1. Let ρ be a given set of n radii as above and let µj ∈ W 2, j ∈
{1, . . . , n}, be n data functions.

(a) For any real value α, there exists a unique biharmonic BL polyspline
SA ∈ SBL2

(ρ), of polar form sA, satisfying{
sA(rj , θ) = µj(θ), ∀θ ∈ T, ∀j ∈ {1, . . . , n} ,
SA(0) = α.

(2.5)

(b) There exists a unique biharmonic BL polyspline SB ∈ SBL2(ρ) such that
SB is biharmonic at 0 and its polar form sB satisfies the transfinite equa-
tions

sB(rj , θ) = µj(θ), ∀θ ∈ T, ∀j ∈ {1, . . . , n} . (2.6)

To the author’s knowledge, a polyspline satisfying both finite and transfi-
nite interpolation conditions as in part (a) above has not appeared before in
the literature. Kounchev [13, Ch. 8 & 9] has previously defined polysplines
“supported in the annulus” r1 ≤ r ≤ rn, and polysplines “supported in the
ball” 0 ≤ r ≤ rn. The latter possess a biharmonic piece on the whole inner
disk 0 ≤ r < r1, as in part (b). However, while Kounchev’s polysplines satisfy
classical Dirichlet boundary conditions on the outer circle r = rn (and on the
inner circle r = r1 if “supported in the annulus”), our automatic Beppo Levi
conditions are imposed on the unbounded annulus r > rn and on the punctured
disk 0 < r < r1.

Math. Model. Anal., 18(3):446–460, 2013.



450 A. Bejancu

Theorem 2. Consider the biharmonic BL polysplines SA and SB obtained in
Theorem 1. Then we have ‖sA‖V2

< ‖f‖V2
for any other function F ∈ V2

satisfying (2.5) in place of SA. Also, if any other function F ∈ V2 satisfies the
transfinite conditions (2.6) in place of SB, then ‖sB‖V2 < ‖f‖V2

.

The last result shows that the biharmonic BL polysplines SA and SB are
genuine thin plate splines for transfinite interpolation at the given concentric
circles. Theorems 1 and 2 are proved in Sections 4 and 5, using Fourier series
representations of SA and SB . The necessary conditions for the amplitude
coefficients of these representations are derived in Section 3.

Remark 1. The condition that the data functions belong to the Wiener-type
algebra W 2 is by no means necessary; rather, it is an assumption required by
our constructive proof of Theorem 1, based on Fourier series estimates in terms
of the norm (2.4). It remains a question for further research whether more
general biharmonic BL polysplines can be constructed to interpolate traces of
arbitrary Beppo Levi surfaces from BL2(R2).

In comparison, Kounchev’s existence results [13, pp. 446–453] on C2 bihar-
monic polyspline interpolation with Dirichlet boundary conditions are obtained
via the method of frozen coefficients for elliptic boundary value problems, which
requires data functions from the fractional Sobolev space H7/2(T). We note
that H7/2(T) ⊂ H3(T) ⊂W 2, the first inclusion being well known. The second
inclusion follows from the fact that, if µ̂k, k ∈ Z, denote the Fourier coefficients
of µ ∈ H3(T), then

2
∑
k 6=0

k2 |µ̂k| ≤
∑
k 6=0

k6 |µ̂k|2 +
∑
k 6=0

k−2 <∞.

These observations are also directly relevant to the applicability of bihar-
monic polysplines in the typical situation in which the interpolated curves are
periodic cubic splines generated from discrete data at points along the concen-
tric circles. Indeed, any periodic cubic spline on T belongs to H3(T), hence
our results guarantee the existence of biharmonic BL polysplines through cu-
bic spline curves given at the concentric circles. However, as Kounchev noted,
periodic cubic splines fail to belong to H7/2(T) and must be replaced by higher
degree splines as data curves in his results.

3 Separation of Variables

3.1 L-spline Fourier coefficients

For any F ∈ V2 and r > 0, the Fourier coefficients of f(r, θ) with respect to θ
are defined by

f̂k(r) :=
1

2π

∫ π

−π
e−ikθf(r, θ) dθ, k ∈ Z. (3.1)

For any k ∈ Z, note that f̂k ∈ C2(0,∞) and f̂k is continuous at r = 0, since
f ∈ C2((0,∞) × T) and F is continuous at 0. The effect of the Beppo Levi
conditions on these parameter-dependent Fourier coefficients is displayed in the
following result, which was also obtained in [1] by different arguments.
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Lemma 2. If F ∈ V2, then, as functions of r, the Fourier coefficients (3.1)
satisfy the conditions:

r1/2
d2

dr2
f̂0 and r−1/2

d

dr
f̂0 ∈ L2(0,∞);

r1/2
d2

dr2
f̂k and r−1/2

d

dr
f̂k − r−3/2f̂k ∈ L2(0,∞), if |k| = 1;

r1/2
d2

dr2
f̂k, r

−1/2 d

dr
f̂k and r−3/2f̂k ∈ L2(0,∞), if |k| ≥ 2.

Proof. The conclusion is a direct consequence of Plancherel’s formula:

1

2π
‖f‖2V2

=

∞∑
k=−∞

∫ ∞
0

{∣∣∣d2f̂k
dr2

∣∣∣2+2k2
∣∣∣ f̂k
r2
−1

r

df̂k
dr

∣∣∣2+
∣∣∣k2 f̂k

r2
−1

r

df̂k
dr

∣∣∣2}rdr. (3.2)

This, in turn, is established in the same way as Eq. (27) in [5, Lemma 3.5],
based on the smoothness of f and the Beppo Levi conditions (2.2). ut

We now look at necessary conditions for the Fourier coefficients of a bihar-
monic BL polyspline S from Definition 1. For each j ∈ {0, 1, . . . , n}, since S
is biharmonic, hence analytic, in the open annulus Ωj , its polar form s admits
an absolutely convergent Fourier representation

s(r, θ) =

∞∑
k=−∞

ŝk(r)eikθ, (r, θ) ∈ Ωj .

Applying the bi-Laplacean in polar coordinates, by permitted differentiation
we obtain, for all (r, θ) ∈ Ωj ,

0 =

(
∂rr +

1

r
∂r +

1

r2
∂θθ

)2

s(r, θ) =

∞∑
k=−∞

(
d2

dr2
+

1

r

d

dr
− k2

r2

)2[
ŝk(r)

]
eikθ.

Since all coefficients of the last Fourier series must vanish, letting

Lk := r

(
d2

dr2
+

1

r

d

dr
− k2

r2

)2

, (3.3)

it follows that, for each k ∈ Z, we have

Lk
[
ŝk(r)

]
= 0, ∀r ∈ (0,∞) \ {r1, . . . , rn} .

Therefore ŝk is a univariate Lk-spline, in the sense that it is piecewise in the
null-space of Lk and its pieces are joined with C2 smoothness at each knot
rj , 1 ≤ j ≤ n. Note that the factor r was inserted in (3.3) so that Lk be-
comes a formally self-adjoint operator. This agrees with the general definition
of L-splines proposed by Lucas [14], who considered non-singular self-adjoint
operators L with variable coefficients, as well as with the extended definition
of Jerome and Pierce [11], who treated singular such operators. However, these

Math. Model. Anal., 18(3):446–460, 2013.



452 A. Bejancu

generalized L-splines were defined on a compact interval, while in our setting
ŝk is defined on [0,∞).

Further, it is known (e.g. [13]) that the null-space of Lk is

KerLk =


span{r2, r2 ln r, 1, ln r}, if k = 0,

span{r3, r, r ln r, r−1}, if |k| = 1,

span{r|k|+2, r|k|, r−|k|+2, r−|k|}, if |k| ≥ 2.

Hence a straightforward evaluation of relevant integrals for each element of
this four-dimensional null-space shows the precise effect of the conditions of
Lemma 2 on the extreme pieces of such a Lk-spline, as follows.

Corollary 1 [Al-Sahli [1]]. If S is a biharmonic BL polyspline on annuli deter-
mined by ρ, then the Fourier coefficients ŝk of s satisfy:

ŝ0(r) ∈

{
span{r2, r2 ln r, 1}, for r ∈ (0, r1),

span{1, ln r}, for r ∈ (rn,∞),

ŝk(r) ∈

{
span{r|k|+2, r|k|}, for r ∈ (0, r1),

span{r−|k|+2, r−|k|}, for r ∈ (rn,∞),
if k 6= 0.

These conditions can also be expressed in differential form using Euler’s
substitution r = ev, which transforms Lk into a differential operator with
constant coefficients. We will employ the notations:

G0 :=
d3

dr3
− 1

r

d2

dr2
+

1

r2
d

dr
=

1

r3

(
r

d

dr

)(
r

d

dr
− 2

)2

,

R0 :=
1

r

[
d2

dr2
+

1

r

d

dr

]
=

1

r3

(
r

d

dr

)2

, (3.4)

and, for k 6= 0,

Gk :=
1

r

[
d2

dr2
− 2 |k|+ 1

r

d

dr
+
|k| (|k|+ 2)

r2

]
=

1

r3

(
r

d

dr
− |k|

)(
r

d

dr
− |k| − 2

)
,

Rk :=
1

r

[
d2

dr2
+

2 |k| − 1

r

d

dr
+
|k| (|k| − 2)

r2

]
=

1

r3

(
r

d

dr
+ |k|

)(
r

d

dr
+ |k| − 2

)
. (3.5)

Then, for k 6= 0, Gk and Rk are pairwise formally adjoint, R∗k = Gk, and
we have the factorization Lk = Gk(r3Rk), while, for k = 0, we have R∗0 =
1
r3 (r d

dr − 2)2 and L0 = R∗0(r3R0).

Definition 2. Let k ∈ Z. The function η : [0,∞) → C is called a Beppo Levi
Lk-spline on ρ if the following conditions hold:
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(i) Lkη(r) = 0, ∀r ∈ (rj , rj+1), ∀j ∈ {1, . . . , n− 1};

(ii) Gkη(r) = 0, ∀r ∈ (0, r1), and Rkη(r) = 0, ∀r > rn;

(iii) η is C2-continuous at each node r1, . . . , rn.

The class of all Beppo Levi Lk-splines on ρ will be denoted by Sk(ρ).

Note that, if η ∈ Sk(ρ), then η is necessarily right-continuous at r = 0.

Remark 2. For k 6= 0, the restriction of a Beppo Levi Lk-spline to the compact
interval [r1, rn] will inherit, by continuity, the conditions of part (ii) as endpoint
conditions at r1 and rn. The peculiar property that, for k 6= 0, (Gk, Rk) is a pair
of formally adjoint operators in (ii) mirrors the similar property formulated in
[5, Def. 1.2] for a class of exponential L-splines generated as Fourier coefficients
of Beppo Levi polysplines on strips. This contrasts the literature on generalized
L-splines in which ‘natural’ end conditions are usually formulated by means of
one and the same differential operator at both endpoints [17].

As the above arguments show, if S ∈ SBL2
(ρ), then ŝk ∈ Sk(ρ), ∀k ∈ Z.

Conversely, the construction and variational characterization of biharmonic BL
polysplines in the last two sections of the paper are based on the existence and
uniqueness of interpolation from the spaces Sk(ρ), k ∈ Z. The latter results,
which do not follow from the known theory of generalized L-splines due to
the new type of end conditions on the infinite domain [0,∞), are established
separately in [6] and [3], as stated below.

Theorem 3. Let ν1, . . . , νn be arbitrary real values.

(i) [6] For each k 6= 0, there exists a unique σ ∈ Sk(ρ), such that

σ(rj) = νj , j ∈ {1, . . . , n} . (3.6)

(ii) [3] Let k = 0. Given any real number α, there exists a unique σA ∈ S0(ρ),
satisfying both the system (3.6) and the additional interpolation condition
σA(0) = α. Also, there exists a unique σB ∈ S0(ρ) satisfying both (3.6)
and the condition that σB ∈ span{r2, 1} for r ∈ (0, r1).

Note that the Beppo Levi L0-splines are in fact profiles of radially symmetric
biharmonic polyspline surfaces. In particular, the above non-singular profile
σB has first been found by Rabut [15] via the theory of variational splines and
reproducing kernels. Moreover, the compactly supported profile η2 recently
constructed by Johnson [12] is also seen to be a Beppo Levi L0-spline.

The construction of biharmonic BL polysplines in the next section relies
crucially on estimating the dependence of the Beppo Levi Lk-spline interpola-
tion scheme on the parameter k. To describe this result, we need to introduce,
for each k ∈ Z with |k| ≥ 2 and each j ∈ {1, . . . , n}, the unique Lagrange
function χk,j ∈ Sk(ρ) satisfying the interpolation conditions

χk,j(rj) = 1 and χk,j(rl) = 0 for l ∈ {1, . . . , n} \ {j} . (3.7)

Math. Model. Anal., 18(3):446–460, 2013.



454 A. Bejancu

Then the Beppo Levi Lk-spline σ of Theorem 3 (i) admits the representation

σ(r) =

n∑
j=1

νjχk,j(r), ∀r ∈ [0,∞). (3.8)

Now we can state the following analog of [5, Theorem 2.5].

Theorem 4. There exist an integer k0 = k0(ρ) ≥ 3 and a positive constant
C0 = C0(n, r1) such that, for all j ∈ {1, . . . , n} and m ∈ {0, 1, 2}, we have∣∣∣∣ dmdrmχk,j(r)

∣∣∣∣ ≤ C0 |k|m , ∀r > 0, ∀ |k| ≥ k0. (3.9)

Remark 3. Kounchev [13, p. 128 & Part II] provided estimates similar to (3.9)
in the case of cardinal L-spline interpolation at all integer nodes, based on
B-spline representations. By contrast, in the next subsection, our proof of
(3.9) for finitely many non-equidistant nodes is based on representations by
translates of positive definite functions with non-compact support.

3.2 Proof of Theorem 4

For each |k| ≥ 2, define

ϕk(r) :=
1

2

{
r|k|[(1 + |k|) + (1− |k|)r2], 0 ≤ r ≤ 1,

r−|k|[(1− |k|) + (1 + |k|)r2], 1 < r.
(3.10)

By construction, ϕk is C2-continuous at r = 1, Gkϕk(r) = 0 for 0 < r < 1, and
Rkϕk(r) = 0 for r > 1.

Lemma 3. If |k| ≥ 2 and j ∈ {1, . . . , n}, there exist unique coefficients ajq,
q ∈ {1, . . . , n}, such that the Lagrange function χk,j ∈ Sk(ρ) satisfying the
interpolation conditions (3.7) admits the representation

χk,j(r) =

n∑
q=1

ajqϕk

(
r

rq

)
, r ∈ [0,∞). (3.11)

Proof. We introduce the auxiliary function

ψk(t) := e−tϕk(et) =
1

2
e−|k||t|

[(
1− |k|

)
e−|t| +

(
1 + |k|

)
e|t|
]
, t ∈ R,

whose Fourier transform is

ψ̂k(τ) =

∫ ∞
−∞

e−itτψk(t) dt =
4 |k| (k2 − 1)

[(|k| − 1)2 + τ2][(|k|+ 1)2 + τ2]
, τ ∈ R.

Note that ψk is a positive definite function, since ψ̂k(τ) > 0, ∀τ ∈ R. Letting
tj := ln rj , it follows that the n× n matrix

Nk :=
(
ψk(tj − tq)

)n
j,q=1
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is positive definite, hence nonsingular. Therefore there exist unique coefficients
bj1, . . . , bjn, such that the expression

χ̃k,j(t) :=

n∑
q=1

bjqe
−(tj−tq)ϕk

(
et−tq

)
satisfies the interpolation conditions χ̃k,j(tj) = 1 and χ̃k,j(tq) = 0 for q 6= j.
Let ajq := bjqe

−(tj−tq) and use the change of variable r = et. Then the right-
hand side of (3.11) coincides with χ̃k,j(ln r) and it belongs to Sk(ρ) due to
the noted properties of ϕk. The lemma follows from the uniqueness result of
Theorem 3. ut

Now consider the n× n matrix

Mk :=

(
ϕk

(
rj
rq

))n
j,q=1

of the interpolation system (3.7) under representation (3.11). The proof of
Lemma 3 shows that Mk is nonsingular for each |k| ≥ 2. On the other hand,
for a fixed r > 0, r 6= 1, we have lim|k|→∞ ϕk(r) = 0. This implies that, as
|k| → ∞, Mk converges to I, the identity matrix of order n. Hence, there exists
an integer k0 = k0(ρ) ≥ 2 such that

‖I −Mk‖2 ≤ 1/2

for all k ∈ Z with |k| ≥ k0, where ‖·‖2 is the matrix norm induced by the
Euclidean norm in Rn. Invoking a well-known matrix analysis result [9, p. 58],
we obtain ∥∥M−1k ∥∥

2
≤
(
1− ‖I −Mk‖2

)−1 ≤ 2, ∀ |k| ≥ k0.
Further, note that, if ej denotes the j-th column of I, then

aj := (aj1, . . . , ajn)T = M−1k ej

is the j-th column of the inverse matrix M−1k . Thus, the coefficients ajq of
representation (3.11) satisfy the uniform bound

|ajq| ≤ ‖aj‖2 ≤
∥∥M−1k ∥∥

2
≤ 2, ∀j, q ∈ {1, . . . , n} , ∀ |k| ≥ k0, (3.12)

where ‖aj‖2 is the Euclidean norm in Rn.
Next, elementary calculus shows that, for some M > 0,0 < ϕk(r) ≤ |k| − 1

|k| − 2
≤ 2,∣∣ϕ(m)

k (r)
∣∣ ≤M |k|m , for m ∈ {1, 2} ,

∀r > 0, ∀ |k| ≥ 3.

Therefore (3.11) and (3.12) imply, for all j ∈ {1, . . . , n}, m ∈ {0, 1, 2}, and
|k| ≥ max {3, k0},∣∣∣∣ dmdrmχk,j(r)

∣∣∣∣ ≤ n∑
q=1

|ajq|
∣∣∣∣ϕ(m)
k

(
r

rq

)∣∣∣∣ 1

rmq
≤ C0 |k|m , ∀r > 0,

where C0 := 2nr−21 max {2,M}. This establishes (3.9). ut
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4 Construction of Biharmonic BL Polysplines

In this section, we prove Theorem 1. To establish part (a), we start from the
absolutely convergent Fourier series representations

µj(θ) =

∞∑
k=−∞

µ̂j,ke
ikθ, ∀θ ∈ T, ∀j ∈ {1, . . . , n} ,

where µ̂j,k, for k ∈ Z, are the Fourier coefficients of µj ∈W 2. For fixed k 6= 0,
by Theorem 3 (i), let ŝk ∈ Sk(ρ) be the unique Beppo Levi Lk-spline on ρ
satisfying ŝk(rj) = µ̂j,k, j ∈ {1, . . . , n}. Therefore (3.8) implies

ŝk(r) =

n∑
j=1

µ̂j,kχk,j(r), r ∈ [0,∞).

Also, for k = 0, denote by ŝA0 the unique Beppo Levi L0-spline on ρ satisfying
both ŝA0 (rj) = µ̂j,0, j ∈ {1, . . . , n}, and the additional interpolation condition
ŝA0 (0) = α, as in Theorem 3 (ii).

Let sA(r, θ) be defined by

sA(r, θ) := ŝA0 (r) +
∑

k∈Z\{0}

ŝk(r)eikθ, (r, θ) ∈ [0,∞)× T. (4.1)

We now show that sA and its version in Cartesian coordinates SA have all the
properties required in Theorem 1 (a).

We first claim that the series (4.1) is absolutely and uniformly convergent
on compact sets in [0,∞)×T and can be differentiated term-wise for any partial
derivative operator of total order ≤ 2 on (0,∞) × T. Indeed, this follows by
estimates similar to those of [5, p. 251] (not repeated here, for brevity), based
on the stability result (3.9), which is valid for all sufficiently large |k|. Therefore
sA satisfies the transfinite interpolation conditions on the first row of (2.5) and
sA ∈ C2((0,∞) × T). Since all terms of its defining series vanish for r = 0,
except for ŝA0 (0) = α, it also follows that sA verifies the additional condition
sA(0, θ) = α.

Moreover, each term of the series (4.1) is biharmonic (in Cartesian coordi-
nates) since, for all (r, θ) ∈ Ωj , j ∈ {0, 1, . . . , n}, we have(

∂rr +
1

r
∂r +

1

r2
∂θθ

)2[
ŝk(r)eikθ

]
= eikθLkŝk(r) = 0, ∀k 6= 0,(

∂rr +
1

r
∂r +

1

r2
∂θθ

)2
ŝA0 (r) = L0ŝ

A
0 (r) = 0.

Hence, by [5, Lemma 3.4], SA is biharmonic on each open annulus Ωj , j ∈
{0, 1, . . . , n}.

Next, we show that f := sA satisfies the Beppo Levi conditions (2.2). It will
be sufficient to prove that, for each of the three functions appearing in (2.2),
its term-wise Fourier expansion derived from (4.1) is a Cauchy series in the
L2-norm on the extreme annuli (0, r1) × T and (rn,∞) × T. Let k0 be the
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value that appears in Theorem 4. If |k| ≥ k0 and r ∈ (0, r1), then using
representation (3.11), Minkowski’s inequality, the form (3.10) of ϕk, and the
uniform estimate (3.12), we obtain(∫ r1

0

∫ π

−π

∣∣χ′′k,j(r)eikθ∣∣2 r dθ dr
)1/2

≤
√

2π

n∑
q=1

|ajq|
(∫ rq

0

∣∣∣∣ d2

dr2

[
ϕk

( r
rq

)]∣∣∣∣2 r dr
)1/2

=

√
π

2

(
k2−1

) n∑
q=1

|ajq|
(∫ 1

0

∣∣t|k|−2[|k| − (|k|+ 2
)
t2
]∣∣2tdt)1/2 ≤ n√2π |k|3/2 .

Hence, for any positive integers m, p, with m ≥ k0, a new application of
Minkowski’s inequality gives(∫ r1

0

∫ π

−π

∣∣∣m+p∑
k=m

n∑
j=1

µ̂j,kχ
′′
k,j(r)e

ikθ
∣∣∣2r dθ dr

)1/2
≤

m+p∑
k=m

n∑
j=1

|µ̂j,k|
(∫ r1

0

∫ π

−π

∣∣χ′′k,j(r)eikθ∣∣2r dθ dr
)1/2

≤ n
√

2π

n∑
j=1

m+p∑
k=m

|µ̂j,k| |k|3/2 .

Therefore, since µj ∈W 2, it follows that the Fourier expansion of sArr is indeed
a Cauchy series in L2((0, r1)×T). It can be also verified that similar arguments
deliver the same conclusion for the interval (rn,∞) in place of (0, r1), as well
as for the other two functions of (2.2), which proves that sA ∈ SBL2(ρ).

In addition, as section 3 shows, any biharmonic BL polyspline from SBL2
(ρ)

satisfying the same interpolation conditions (2.5) as SA can be expanded in
an absolutely convergent Fourier series in θ with coefficients from Sk(ρ), for
k ∈ Z. Since these coefficients interpolate the same data values as those of sA,
the uniqueness statement of Theorem 3 implies the uniqueness of SA with the
properties required in part (a) of Theorem 1.

Note that similar arguments also apply to prove part (b), the main difference
being that, for k = 0, we replace ŝA0 by ŝB0 ∈ S0(ρ), such that ŝB0 (rj) = µ̂j,0,
j ∈ {1, . . . , n}, and ŝB0 ∈ span

{
r2, 1

}
for r ∈ (0, r1), as in the last statement

of Theorem 3 (ii). The corresponding series (4.1) now defines sB ∈ SBL2(ρ),
which verifies the transfinite interpolation conditions (2.6) and the additional
condition of being biharmonic at the origin. ut

5 Variational Characterization

To prove Theorem 2, we need the following orthogonality result.

Theorem 5. Let S ∈ SBL2(ρ) and F ∈ V2 such that f(rj , θ) = 0, ∀θ ∈ T,
∀j ∈ {1, . . . , n}. If, in addition, either F (0) = 0, or S is biharmonic at 0, then

〈s, f〉V2
= 0. (5.1)
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Proof. For any F ∈ V2, recall the notation (3.1) for the Fourier coefficients
of f with respect to θ. We will employ the following Parseval relation, which
holds for any S and F from V2:

1

2π
〈s, f〉V2

=

∞∑
k=−∞

Jk, (5.2)

where

Jk :=

∫ ∞
0

{
d2ŝk
dr2

d2f̂k
dr2

+ 2k2
[ ŝk
r2
− 1

r

dŝk
dr

][ f̂k
r2
− 1

r

df̂k
dr

]
+
[
k2
ŝk
r2
− 1

r

dŝk
dr

][
k2
f̂k
r2
− 1

r

df̂k
dr

]}
r dr.

The validity of (5.2) follows from (3.2) by arguments similar to those needed
to obtain Eq. (28) in [5, Lemma 3.5]. Next, letting

Ik :=

∫ ∞
0

r3
[
Rkŝk(r)

][
Rkf̂k(r)

]
dr, k ∈ Z,

where Rk is the ‘right-hand’ operator defined in (3.4) and (3.5), we claim that

Jk = Ik, ∀k ∈ Z. (5.3)

Indeed, if k = 0, then

I0 − J0 =

∫ ∞
0

(d2ŝ0
dr2

df̂0
dr

+
dŝ0
dr

d2f̂0
dr2

)
dr =

∫ ∞
0

d

dr

(dŝ0
dr

df̂0
dr

)
dr

= lim
r→∞

dŝ0
dr

(r)
df̂0
dr

(r)− lim
r→0

dŝ0
dr

(r)
df̂0
dr

(r).

Note that dŝ0
dr ∈ span {r, r ln r} for r ∈ (0, r0), and dŝ0

dr ∈ span
{
r−1
}

for r > rn,

so lim dŝ0
dr (r) = 0 as r → 0 and as r →∞. Hence I0 − J0 = 0 will follow if we

show that df̂0
dr (r) = O(1), as r → 0 and as r → ∞. Since, by Lemma 2, we

have r1/2 d2f̂0
dr2 and r−1/2 df̂0

dr ∈ L
2(0,∞), [3, Lemma 1] implies df̂0

dr (r) = O(1),
as r → 0. To obtain the same property as r → ∞, we make the simplifying
notation ψ := f̂0, then use the Newton–Leibniz formula

rψ′(r)− ψ′(1) =

∫ r

1

[
tψ′(t)

]′
dt =

∫ r

1

t1/2
[
t1/2ψ′′(t) + t−1/2ψ′(t)

]
dt

and the Cauchy–Schwarz estimate:∣∣∣∫ r

1

t1/2
[
t1/2ψ′′(t)

]
dt
∣∣∣+
∣∣∣∫ r

1

t1/2
[
t−1/2ψ′(t)

]
dt
∣∣∣

≤
∣∣∣∫ r

1

tdt
∣∣∣1/2{∣∣∣∫ r

1

∣∣t1/2ψ′′(t)∣∣2 dt
∣∣∣1/2 +

∣∣∣∫ r

1

∣∣t−1/2ψ′(t)∣∣2 dt
∣∣∣1/2}

≤ 2−1/2
∣∣r2 − 1

∣∣1/2 {∥∥r1/2ψ′′∥∥
L2(0,∞)

+
∥∥r−1/2ψ′∥∥

L2(0,∞)

}
.
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We deduce I0 − J0 = 0. If k 6= 0, we employ the notation:

T1(r) := r2
d

dr

[1

r
ŝk(r)

] d

dr

[1

r
f̂k(r)

]
, T2(r) :=

dŝk
dr

(r)
df̂k
dr

(r),

T3(r) :=
1

r2
ŝk(r)f̂k(r),

and, after some algebraic manipulation, we obtain

Ik − Jk =
(
2 |k| − k2

) ∫ ∞
0

{
(ŝk)′′

( f̂k
r

)′
+
( ŝk
r

)′
(f̂k)′′ − 2

( ŝk
r

)′( f̂k
r

)′}
r dr

+
(
k2 − 1

) ∫ ∞
0

[
(ŝk)′′(f̂k)′ + (ŝk)′(f̂k)′′

]
dr

+ 2 |k|
(
k2 − 1

) ∫ ∞
0

{(1

r
ŝk

)(1

r
f̂k

)′
+
(1

r
ŝk

)′(1

r
f̂k

)}
dr

=

∫ ∞
0

[(
2 |k| − k2

)
T1(r) +

(
k2 − 1

)
T2(r) + 2 |k|

(
k2 − 1

)
T3(r)

]′
dr

=
[(

2 |k| − k2
)
T1(r) +

(
k2 − 1

)
T2(r) + 2 |k|

(
k2 − 1

)
T3(r)

]r=∞
r=0

.

If |k| = 1, we only need to evaluate limT1(r) as r → 0 and as r →∞. Since
ŝk ∈ Sk(ρ), in this case there exist constants c1, c2, such that [ 1r ŝk(r)]′ = c1r
for r ∈ (0, r0), while [ 1r ŝk(r)]′ = c2r

−3 for r > rn. On the other hand, [6,
Lemma 1 (ii)] implies, either as r → 0 or as r →∞,

r2
[

1

r
f̂k(r)

]′
= r(f̂k)′(r)− f̂k(r) = O

(
r |ln r|1/2

)
.

We deduce limT1(r) = 0 either as r → 0 or as r → ∞, hence Ik − Jk = 0 for
k = ±1.

If |k| ≥ 2, we use the fact that ŝk ∈ span
{
r|k|+2, r|k|

}
for r ∈ (0, r0), and

ŝk ∈ span
{
r−|k|+2, r−|k|

}
for r > rn, together with [6, Lemma 1 (i)] to obtain

Tl(r) = O(r) as r → 0 for l ∈ {1, 2, 3}, as well as Tl(r) = O(r−1/2) as r → ∞
for l ∈ {1, 3}, and T2(r) = O(r−3/2) as r → 0. Therefore Ik − Jk = 0 holds in
this case, also.

To conclude the proof, we invoke the orthogonality results for Beppo Levi
Lk-splines [6, Theorem 1] and [3, Theorem 1], which show that Ik = 0, ∀k ∈ Z.
Hence (5.2) and (5.3) imply (5.1). ut

Proof of Theorem 2. This is a standard consequence of Theorem 5: replacing
f in (5.1) by the current f − s, we obtain 〈s, f − s〉V2

= 0, which implies

0 ≤ ‖f − s‖2V2
= ‖f‖2V2

− ‖s‖2V2
. Further, if ‖f‖V2

= ‖s‖V2
, then f − s must be

in the null space of the seminorm (2.3), which is equivalent to

(f − s)(r, θ) = r(c1 sin θ + c2 cos θ) + c3, ∀r > 0, ∀θ ∈ T.

Since the transfinite interpolation conditions imply (f − s)(rj , θ) = 0 for j ∈
{1, . . . , n} and all θ ∈ T, we deduce f − s ≡ 0, which completes the proof. ut
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