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A Fast Hardware Tracker for the ATLAS Trigger
System

M.S. Neubauer* on behalf of the ATLAS TDAQ Collaboration

Abstract—As the LHC luminosity is ramped up to the design possible given the small timing window available to Level-1
level of 10> cm =25~ and beyond, the high rates, multiplicities, (2.5 ;1s). Moreover, even projected CPU farms that constitute
and energies of particles seen by the detectors will pose a iguie the Level-2 trigger cannot perform global track reconsiauc

challenge. Only a tiny fraction of the produced collisions an be . L .
stored on tape and immense real-time data reduction is neede within their time budget of approximately 10 ms. Instead,

An effective trigger system must maintain high trigger effigencies Level-2 does limited tracking inside Regions of InteresD(R
for the physics we are most interested in, and at the same time identified by the Level-1 trigger.

suppress the enormous QCD backgrounds. This requires massl  Controlling trigger rates at high-energy hadron collider
computing power to minimize the online execution time of experiments in a way that maintains the physics capalsilitie

fgrgﬂeéﬁég\%ggT;bésg?&lg'ﬁgﬂéﬁger Is an effective lution is very challenging. The trigger system should be flexible

The Fast Tracker (FTK) is a proposed upgrade to the ATLAS and robust, with sufficient redundancy and operating margin
trigger system that will operate at full Level-1 output rates Providing high-quality track reconstruction as early asgiole
and provide high quality tracks reconstructed over the entre in the trigger chain is an important element in achievingéhe
detector by the start of processing in Level-2. FTK solves goals

the combinatorial challenge inherent to tracking by exploting . .
the massive parallelism of Associative Memory (AM) that can While we do not yet know what Nature has in store

compare inner detector hits to millions of pre-calculated mtterns ~ for the LHC, we do know that efficient triggering on final
simultaneously. The tracking problem within matched pattens states involving electrons, muons, missing transverseggne

is further simplified by using pre-computed linearized fitting (MET), and/or 3"d-generation fermions will be crucial for
constants and leveraging fast DSP’s in modern commercial achieving the physics goals of the ATLAS experiment. Bottom

FPGA's. Overall, FTK is able to compute the helix parameters K olept d ific tracki . t
for all tracks in an event and apply quality cuts in approximately quarks anar-leptons produce very Specific tracking signatures

one millisecond. By employing a pipelined architecture, FK is Which can be exploited in triggering. At high luminosity,
able to continuously operate at Level-1 rates without deadine.  sophisticated algorithms run at Level-2 will be needed to

The system design is defined and studied using ATLAS full syppress backgrounds. In the current system, the Leveh?® fa
simulation. Reconstruction quality is evaluated for singé muon s rdened with reconstructing tracks with the ROIs. Also,
events with zero pileup, as well asW H events at the LHC . . . L
design luminosity. FTK results are compared with the tracking gl_obal tracking W'"_be |mp(_)rFant for mglntglnlng r_easot_(ab
capability of an offline algorithm. trigger rates and signal efficiency at high interaction -pite
(large luminosity). In particular, the use of primary verte
ing and subsequent charged lepton association for improved
isolation will improve hadronic jet background rejectidfith

The Large Hadron Collider will collide proton bunchegylobal tracking, we can also usedecay events with final state
every 25 nanoseconds with a center-of-mass energy of Hddrons identified outside of ROIs and construct additional
TeV. At the design luminosity, each collision on averageombined triggers (e.g. lepton + track). Finally, it is dbssto
produces 23 minimum-bias interactions that result in higtonstruct track-based MET and jet objects, possibly comtbin
detector occupancy and create a challenging environment figth calorimeter information, that utilize primary verfag to
event readout and reconstruction. On one hand, limited dataintain stable and efficient triggering under high lumityos
store bandwidth demands a significant online rate reductiomning conditions.
of 5-6 orders of magnitude. On the other hand, events within this paper, we discuss a proposal to enable early rejec-
interesting physics signatures must be selected veryesffigi tion of background events and more Level-2 execution time
from the vast LHC background. for sophisticated algorithms by moving track reconstautti

The ATLAS experiment employs a sophisticated three-levigito a hardware system (FTK) [2], [3], [4] with massively-
trigger system to achieve these goals [1]. Level-1 seledto parallel processing that produces global track recontstmic
performed in dedicated hardware that uses coarse-grégulanith nearly offline resolution close to the start of Level-2
information from calorimeters and muon spectrometers fgocessing. The FTK system is inspired by the success of
apply cuts to a variety of objects, such as jets, muonge Silicon Vertex Trigger (SVT) [5] in the CDF detector.
electromagnetic clusters, and missing energy. Althouglirad FTK operates in parallel with the normal silicon detector
tracking information at this stage would be extremely bemeadout following each Level-1 trigger and reconstrucsks
eficial to discern certain physics objects, it is not cufsentover the entire detector volume (up tg| of 2.5) in under

o _ . a milisecond. Having tracks available by the beginning of

*M.S. Neubauer is with the Department of Physics, Univgrsit lllinois . .
at Urbana-Champaign, Urbana, IL, 61801 USA Level-2 processing allows reduced Leveb4 thresholds since

Manuscript received November 13, 2009 the Level-2 trigger is able to reject non-interesting esenore
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quickly. Furthermore, since Level-2 is freed up from traigki first received by the Data Formatter that uses fast FPGAs
the extra processing time becomes available for more aéddanto perform clustering [6]. Clustered hits proceed into one
online algorithms. of six Data Organizers depending on which of gjx— ¢
towers the hits reside, where they are buffered and merged
Il. DATA FLOW into coarse superstrips to be used in pattern recognitibe. T
superstrips are then sent into a pipelined array of Asseeiat
Memory (AM) that perform fast pattern finding using a pre-
calculated table of particle trajectories. Matched pagedre
reconnected with their corresponding full-resolutions hih
their corresponding Data Organizer and sent to the Track
Fitters. After removal of duplicate tracks, with each pégion
a Read-Out Buffer (ROB) is associated that receives thé trac
data (formatted as a ROD fragment). The ROBs transfer the

output on request to the Level-2 trigger.
2m
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Fig. 1. Cut-away view of the ATLAS Inner Detector. FTK usesadftom
the Pixel and SCT detectors.

50~100 KHz

D I, Data
levent rate 0:;:nizer %&;&}E Organizer
-
In order to perform tracking with good efficiency and reso- S-links Lo

lution, FTK uses data from the two inner-most subsystems of

. ; . Remove duplicate trks
the ATLAS Inner Detector [1] (Fig. 1). Pixel sensors provale

two-dimensional measurement of hit position and includerov #ﬂ:ﬁ:i“:ﬁiln
80 million readout channels. SCT layers are arranged irs pair

of axial and nar_row-angle stereo strips and consist of Ganill gy 3 schematic diagram of the FTK data flow
channels. A typical track passes through 11 detector layeis

can be reconstructed from the 14 coordinate measurements

(32 from two-dimensional pixels andl from SCT). Custom |, - o\ 0.0 0 RECOGNITION IN ASSOCIATIVE MEMORIES
designed splitters duplicate data output by the SCT and Pixe o o . _ . _
Readout Drivers (RODs) and send it to FTK. Since FTK non- Luminosities above0°* ¢cm™s™" combined with 86 mil-

invasively eavesdrops on the Inner Detector data, it easlign readout channels create a unique combinatorial ahgdie

integrates with the current ATLAS trigger system (Fig. 2). for tracking. FTK overcomes this with the help of speciatize
AM hardware that implements a massive, ultra-fast lookup

table that enumerates all realistic particle trajectofjpedsterns)

Interaction rate

Suncr fr:szsing [ S0 LIEL TRACK'”G] through the 11 detector layers [7]. In order to keep the sfze o
rate 40 MHz petine the trajectory lookup under control, detector hits are radrg
25ps Teehl mermories into coarse-resolutiorsuperstrips having a width of a few

(HW)

<76 (100) kHz millimeters.. The pattern bank is precalculated either from

Derandomizers FTK single track Monte-Carlo or from real data events (Fig. ¥(a)

Readout drivers .
? B and stored in the AM.
Snoutbufters Each pattern in the AM includes its own comparison logic.

1 When hits from a given event enter the AM, they are simulta-
EE NI, neously compared with millions of pre-stored patterns.riieo
Fullevent bufters to account for inefficiencies in individual detector layef3K
processar sub-farms also matches patterns with one missing layer (Fig. 4(b)).
Fig. 5 shows the efficiency for muon track reconstruction as
Data recording a function of pattern bank size for the pixel superstrip sife
3 mm and SCT superstrip size of 5 mm. With missing-layer
pattern matching, efficiency quickly rises to the% level.

In order to increase the overall throughput of the system Fig. 6 shows the current AM chip used in the CDF detector

FTK splits incoming data into 8 or monegions in ¢ with at Fermilab. It uses 0.18m custom cells and contains up to

sufficient overlap to account for inefficiencies at the edge25’500 patterns in the 12-layer configuration. Using stashdar

Each region is Serve_d bY a separate qate that consists of th?hese coarse superstrips are only used in the pattern rigoagstage; all
subsystems shown in Fig. 3. Raw Pixel and SCT data diril fits are performed with full resolution hits.

Regions of Interest

LEVEL 2
<20ms  TRIGGER

(CPUs) ~ 1 kHz

~sec EVENTFILTER
~ 100 Hz

Fig. 2. ATLAS trigger system and its integration with FTK.



(a) Construction of AM bank: (b) Pattern recognition:
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the same training data that was used in pattern generation. A
— added advantage of this approach is that when real detdtgor h
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Fig. 6. AM chip currently used in CDF detector at Fermilab
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each sector the relationship between hit positiong @nd
Fig. 4. Associative Memory and pattern bank operation track parametersgf) is approximately linear:
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05 / are used in training, misalignments and other detectocsffe
041 / FTK tracking effciency with: are automatically taken into account.

e/ " One missing it allowed Overall, the linearized approach allows FTK to achieve
0.3 —#— No missing hits allowed . . . . .

j near-offline resolution with a fitting rate of about 1 fit per
o2 nanosecond.
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TABLE |
COMPARISON OFFTK AND OFFLINE RESOLUTIONS FOR TRACKS WITH
pr > 1GeV AND |n| < 1. HITS FROM PILE-UP INTERACTIONS HAVE NOT
BEEN INCLUDED IN THE SIMULATION.

Fig. 5. Efficiency for muon track reconstruction as a functiof pattern
bank size for 3 mm pixel superstrip size and 5 mm SCT supprsize. Hits
from pile-up interactions have not included in the simalati

Track Parameter o(FTK) o(offline)
cells with 90 nm technology, the capacity can be increased 1/(2pr)[c/GeV] [ 74-107% ] 6.6-10°
to 10,000 patterns per chip, with another factor of two gain g[md] 2;5», }g:j gg : }g:j
possible with a custom cell design. Cgt[fg)ﬂ 2:0: 10-3 1:4: 103

20[mm)] 2.1-1072 ] 1.9-102

IV. TRACK FITTING

FTK computes five track helix parameters (curvatuig, Table | compares FTK track parameter resolutions for
etc) and ay? quality of fit from the full resolution hits muons with an offline algorithm. Overall performances are
within each matched pattern. Since patterns are consttuctemparable; in particular, the FTK impact parameter resolu
from reduced-granularity superstrips, multiple fullokdion tion is equal to that of offline with an additional 30 microns
hits can belong to a given superstrip. This results in soraelded in quadrature (Fig. 7). FTK reconstruction remains
ambiguity, which is resolved by fitting all combinations it  robust in higher pileup environments (Fig. 8).
the superstrips. Preliminary timing estimates obtained frarg3* cm =251

Performing fully? minimization with respect to five param-simulation show that FTK is able to reconstruct complex
eters is an extremely slow procedure. Instead, FTK redinges events in about 1 ms. At higher luminosities, the number
track fitting problem to a set of scalar products, which can loé fits performed in Track Fitters can become excessively
computed efficiently using DSP units in modern commercitdrge. This can be dramatically reduced by narrowing the
FPGAs. This is done by arranging geometrically similasuperstrip width or modifying the pattern recognition and fi
patterns into a number of groups (calkedtors), so that within strategy. Several potential approaches have been idédrdifie
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Fig. 7. FTK reconstruction performance for zero-pileup msio s
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simulated, promising to reduce FTK processing time by more B-tagging Efficiency

than an order of magnitude.
Fig. 9. Likelihood ratio b-tagging performance with FTK aaffline tracks

in simulatedW H (bb) events using the same algorithm.

0.06

o051 glel:ie-FO?};ne Hi\ ihpgéjgg Memories, it will provide a complete list of three-dimensid

e #\ H Zm ol tracks at the beginning of Level-2 processing, includimgks
c Mﬁ e S outside of the Regions of Interest. The extra time saved

0.3 +.| \w Cuatiow 0 bidtin by FTK can be used in Level-2 to apply more advanced
B li 5 SRR algorithms and ultimately extend the physics reach of the

*E ﬁ{f’ il ATLAS experiment.

001 uﬁﬁ +“% ﬁ&#u + FTK robustly and quickly reconstructs tracks at the LHC
iwwfﬁ#i%*iti. i M i design luminosity and produces efficiencies and resolstion

do3= 002 001 0 om 00z 003 comparable to offline tracking. Studies are undergoing to
Reco d0 — Truth d0 (cm) . "
evaluate the performance of the system under higher pileup
iti 34 —2.—1
Fig. 8. Impact Parameter resolution for all primary trackthwr > 1 GeV conditions § - 10_ cm- s )- o o
in WH (H — bb) events at the design luminosity - comparison between The FTK project is an R&D activity within ATLAS that
FTK and offline tracking will result in a technical design report by the end of 2009. If
the proposal is accepted, prototype boards could be fabdca
in 2010 and the final system ready for Phase | upgrade of the
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VIlI. CONCLUSIONS ANDOUTLOOK

FTK performs global track reconstruction at the full Level-
1 trigger rate and naturally integrates with the current ABL
data acquisition system. Using massively parallel Assiveia



