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Abstract:

The ATLAS detector at the Large Hadron Collidereigpected to collect an
unprecedented wealth of data at a completely nesrggnscale. In particular its
Liquid Argon (LAr) electromagnetic and hadronic @a@neters will play an essential
role in measuring final states with electrons ahdtpns and in contributing to the
measurement of jets and missing transverse energy.

The ATLAS LAr calorimeter is a system of three sdimp calorimeters
(electromagnetic barrel and endcaps, hadronic gsdmad forward calorimeters) with
LAr as sensitive medium. It is composed of 182,4é&8dout channels and covers a
pseudo-rapidity region up to 4.9. Efficient moniigy will be crucial from the earliest
data taking onward and at multiple levels of thecebnic readout and triggering
systems. Detection of serious data integrity issaleag the read-out chain during
data taking will be essential so that quick acti@mas be taken. Moreover, by
providing essential information about the perforg®rof each sub-detector, the
quality of the data collected (hot or dead channelggnment and calibration
problems, timing problems...) and their impact twgcs measurable, the monitoring
will be critical in guaranteeing that data is reddy physics analysis in due time.
Software tools and criteria for monitoring the Ldata during the cosmic muon runs,
which have been taking place since October 2006, discussed. The further
extension to the strategy for monitoring collisiateta expected at the end of year
2009 is also described.
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1. Introduction: ATLAS Data Flow

During the LHC operations, the acquisition ratéAiFLAS will be of the order of
200 Hz, each event representing on average 1.6 ddbgt data. During normal
detector running conditions (10 hours of data tgkper day), 23 TBytes per day of
raw data are expected to be recorded in ATLAS.

The raw data are stored on buffer disks at Tief@rAeconstruction, the data are
transferred to tape. The size of the buffer disksfithe order of 610 TBytes, allowing
only a few days of data storage before the mignatictape becomes necessary. After
migration to tape, the readout rate is very sloasidally the same at the data
acquisition rate, of the order of 200 Hz. Therefates very important to be able
process the bulk of the data within a limit of Yslato not accumulate any delay with
respect to the data acquisition. To achieve thigerg efficient monitoring and data
quality feedback loop are required.

2. ATLAS Data Processing and Data Quality M odel
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Figure 1: ATLASdata processing model and data quality loop
The dataflow in ATLAS is organized in streams:

- Physicsstreams. the bulk of the data to be used for physicsyaisl These data
have to be processed with the “best effort calibrétin the time scale of a few
days. Refined calibration and correction can beediuring further reprocessing.

- Calibration streams. specific data used to perform detector calibraténd
detector alignment. Those data have to be processthth 24h, in order to
provide the best possible picture of the deteator @low for database conditions
update before the first bulk processing. These dataprocessed on dedicated
farms at TierO.



- Expressstream: a fraction of the bulk data (~10%). These datauses to get a
first data quality assessment on a very short teede (of the order of a few
hours). The processing of this stream starts duheglata acquisition, and should
be finished shortly after the end of a run.

Using the output of the express stream and théradilbn stream processing, the
conditions databases can be updated. The expressnswill be processed a second
time with the new database conditions in orderrass-check the reconstruction, and
new data quality checks will be performed. If tlesult is acceptable, the processing
of the bulk can start.

The following sections will focus more specificallgn the liquid argon
calorimeter. Section 3 will briefly describe theslmadetector components and the
energy reconstruction. In Section 4, several ithtgins of the monitoring and data
guality tools necessary to validate the data vélpbesented.

3. TheLiquid Argon Calorimeter

LAr electromagnetic
end-cap (EMEC)

LAr eleciromagnetic
barrel '
LAr forward (FCal)

Figure 2: The ATLASIliquid Argon Calorimeter system

The ATLAS ligquid argon calorimeters (Figure 2) cbsof three sampling
detectors using liquid argon as the active meditine liquid argon has been chosen
for its linear behavior, its stability of respongeer time and its intrinsic radiation-
hardness. The purity and the temperature of thedigrgon are important parameters
to monitor, since they influence the charge coitecand the drift time. The absorber
consists of lead in the electromagnetic regionppeoin the hadronic endcaps, while
the forward calorimeter is made of copper and ttergsAn accordion geometry has
been chosen for the absorbers and the electrod#te aélectromagnetic barrel and

endcap to provide a full coverageg@without any cracks and a fast extraction of the
electrodes signal.



The liquid argon calorimeter has a very high grarity: 1524 front-end boards
(FEB) are necessary to read the 182 468 channetbeofletector. The front-end
boards (Figure 3) receive the raw calorimeter dgyreand perform the analogue
processing, digitization and transmission of thgnals. The shaped signals are
sampled at the LHC bunch-crossing frequency of 4@MiA switched-capacitor array
(SCA). The SCA stores the analogue signals duhird-tl trigger latency in pipelines
of 144 cells. For events accepted by the L1 trighgrically five samples per channel
and only one of the three gain scales are reaff@utthe SCA. A gain-selector chip
(GSEL) is used to select the optimal readout gadividually for each calorimeter
channel, and the signal is finally sent to the ceadrivers (ROD) through an optical
link (OTX).
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Figure 3: Front-end board (left) and digitization of the signal (right)

The RODs are responsible for processing the data the front-end electronics.
Each ROD board receives data from 8 FEBs; the I#hmels of each FEB are
processed by one Digital Signal Processor (DSR). difie most important task of the
DSP is to apply an optimal-filtering method [1] the digitized signal using
calibration constants to compute online the depdsénergy (in GeV), the signal
timing (in ns) and a quality factor for each c@lhe digits are also transmitted for the
most energetic cells (or for all cells in transpénmode), and can be used to cross-
check the DSP computation. Each step of this eewrchain will precisely be
monitored for all of the calorimeter cells duringta acquisition and reconstruction.

More details about the detector geometry, eleatrohbards and signal
reconstruction can be found in [2].

4. Liquid Argon Calorimeter Monitoring and Data Quality

The liquid argon monitoring is organized in fivdfdrent categories:

- Detector Control System: monitoring of the operational parameters like lajui
argon purity, liquid argon and front-end board tenapures, high voltage values,
low voltage power supplies and cooling [3]

- Data lIntegrity: monitoring of the electronic front-end boards aighal
transmission.

- Signal Peak position: monitoring of the detector timing.

- Misbehaving channels: monitoring of hot or miscalibrated channels thagmi
affect the physics objects reconstruction.

- Physics objects: monitoring of global object, like electrons, phagojets, missing
transverse energy.



Cosmic events recorded and processed by ATLAS since Sep 13, 2008
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Figure 4: Cosmic data recorded in ATLAS since Sept. 2008 (left).
Event display of a cosmic event seen in the ATLAS detector (right).

Since September 2008, a large campaign of cosnte w@&ing including all
ATLAS sub-detectors has been undertaken. In acditio the gain of experience
regarding the daily detector operations, the laageunt of cosmic data collected
(Figure 4) allowed us to validate the full reconstion chain, to build the data quality
criteria and to develop automatic monitoring tobisth online and offline.

In the control room, the attention is drawn to thest basic detector information
extracted from the Detector Control System and fthenfront-end boards (digits and
error words), the goal being to spot very quickdyisus problems that compromise
the data integrity and might require to stop the. Data quality checks aiming at
identifying problems that can be corrected at erlatage of the data processing (like
noisy calorimeter regions or wrong calibration danss for isolated cells) require
more statistics and more complicated treatmentd,aaa performed offline, on the
Express stream data.

In the following, a few examples of the monitoritapls and how their use to
commission the liquid argon calorimeter are pressnt
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therefore to assess a warning flag when the detstates changes during a run.



For calorimeter cells above a certain energy ttoleslitypically above a few
GeV), in addition to the energy and time, the sighgits are also transferred from
the DSP. The individual digits (in ADC counts) aised to recompute the cell energy
offine by applying the exact same optlmal filteyirmethod as the DSP. By
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Figure 6: Difference between the cell energy

computed online in the DSP and the energy
computed offline from the individual digits.

comparing the result of the offline
energy reconstruction with the
energy computed online in the
DSP, we can test the calibration
constants loading and the DSP
code. Figure 6 illustrates the
perfect reliability of the DSP over
more than 40 000 events. The few
events found in the 1 MeV tails of
the distribution lie within the
expected accuracy. The same type
of plot is produced for the
computed time and quality factor
of the cell.

For the very energetic cells with the digits aValia it is also possible to build an
average pulse shape (Figure 7). The position of&neple with maximum energy is a
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Figure 7: Average pulse shape of high energy

cellsin liquid argon calorimeter
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very simple and robust
observable to compare the
timing between the different
liquid argon detector parts. This
monitoring plot is also very

important for ATLAS. As the

liquid argon calorimeter is the
sub-detector with the largest
readout time window (for a

signal digitized in 32 samples, it
corresponds to 800 ns), it is used
to align the timing between

different ATLAS
sources.

trigger

For each calorimeter cell, the electronic noisgfFé 8) is measured in random
triggered events, and stored in a database. The@lec noise is used during physics
runs as a reference to spot channels with devianawors. Two types of problems
can be identified:

- Isolated noisy cells: these cells can be identified by counting the nemdf
events where the cell energy is above 3 timesxpeated database noise. With a
perfectly Gaussian noise, 0.27% of events shouks phae cut in each cell. A
significantly higher fraction of events, will idéfy a noisy cell (Figure 9).

- Global detector noise: for each event, assuming a Gaussian noise, théemof
cells with energy above 3 times the expected dawl@ise should be 0.27%.
Given the very low muon rate in cosmic data, thgspis signal does not bias the
expected event rate and 0.27% of cells above tble@sire expected. Therefore,



events found with a large fraction of cells abdwe moise threshold in cosmic data
are very probably triggered by coherent noise (fEdLD).
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Figure 8: Expected electronic noise of individual cellsin the various
sampling layers of the liquid argon calorimeters as a function of 77

Figure 9 shows for all the calorimeter cells thenber of events where the energy
is found above 3 times the expected database rfoiséwo different time periods.
The blue curve shows a distribution observed inoBet 2008 cosmic data. Very

large tails (more than
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Figure 9: Percentage of events where a cell is found
above 3 times its expected electronic noise. In blue, data
from October 2008, where noisy shapers were affecting
the data. In red, data taken in April 2009, after the front-
end boards were repaired. The tails disappeared.
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value 0.27%) are
clearly visible. After
investigations, it was
established that the
tails are populated with
channels with unstable
and noisy shapers,
creating large noise
pulses. A major
refurbishment of the
calorimeter  front-end
boards was done during
winter 2009 in order to
replace the faulty
shapers. In the new
cosmic data from April
2009 (red curve): the
tails vanished.

Figure 10 shows the number of cells with energhdighan 3 times the expected
electronic noise. In December 2007 (Figure 10,piop), a few tenths of events out of
3000 are located in non-Gaussian tails. In thesatsya large number of cells exhibit
a high energy fluctuation at the same time. Thélera was found to be due to a 1 to



2 volts difference between the cryostat groundtaedigh voltage module ground
(Figure 11). This grounding difference was degrgdire performances of the filter
box which is supposed to filter the coherent naseiced in the high voltage cables.
This problem was fixed in January 2008 by addig@acitive link between the high
voltage filter box and the cryostat. After the mvention, the detector went back to a
perfect Gaussian behavior (Figure 10, bottom plot).
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Figure 10: Percentage of cells above 3 times their expected electronic noise. On the
top plot, large tails are due to coherent noise not properly filtered in high voltage
cables. On the bottom plot, the source of the noise has been fixed, and a perfectly

Gaussian behavior is observed, with an average of 0.27% of cells above the threshold
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5. Conclusions

The liquid Argon Monitoring and Data Quality havedm developed and tested
with cosmic data since 2006 and extensively usedotomission the detector. The
liquid argon monitoring also provides meaningfufomrmation about timing to the
others ATLAS sub-detectors. Today, the liquid ardetector is fully operational and
in very good operating conditions, with 98.8% of readout channels active and
calibrated. The ATLAS liquid argon group is readytake data and looking forward
to see the first collisions!
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