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Introduction

The Standard Model explains the mass of the particles with the Higgs mechanism. This
mechanism requires the existence of at least one Higgs boson. Nevertheless it does
not predict the mass of this boson. The Standard Model, which has been confirmed
experimentally with an amazing accuracy, needs to be extended in order to describe
the physics beyond ∼ 1TeV energy. Its Minimal Supersymmetric extension (MSSM)
contains five Higgs bosons: two CP-even (h, H), one CP-odd (A) and two charged
bosons (H±). In the MSSM, the coupling with bb̄ quark pairs of the pseudoscalar
Higgs boson A and of the heavier neutral scalar Higgs boson H is enhanced by the
vacuum expectation value ratio, tanβ. At the Large Hadron Collider (LHC), for tanβ &
10, because of the enhancement of the A/H b b̄ coupling, the four-b final state is the
dominant A/H Higgs boson channel. Nevertheless the backgrounds for this channel are
also considerable and a detailed study is required to determine if the signal can be seen
on top of them. Large A boson mass values (mA & 300GeV ), for which a substantial
(mA, tanβ)-region is not covered by any channel yet foreseen at the LHC collider, is
particularly interesting to look at.

The data that will be collected by the Compact Muon Solenoid (CMS) experiment
will depend on the parameters of its Front-End (FE) readout electronics. Therefore the
history of the readout electronics configuration must be stored. Moreover when the
data will be analysed, one should be able to retrieve easily the FE parameter values
that were used when the data were produced. Because of the huge number of electron-
ics channels of the CMS detector, 54.5 millions channels, the amount of parameters
to store is substantial. For those reasons the configuration system of the FE electron-
ics must be designed with special care in order to optimise the storage space and to
ease data retrieving. The configuration of the FE electronics must be done online, for
instance at the beginning of a run. The control of this configuration system must be
integrated in the general control system of the experiment. The FE electronics system
which has been designed has been tested during a beam test of the Tracker subdetector.
Further developments for the control of this beam test have also been performed.

After a review of the Standard Model and of its Minimal Supersymmetric exten-
sion, the CMS experiment at the LHC collider and the prospect in CMS of a Higgs
discovery will be introduced. The configuration system of CMS readout electronics
will then be presented. Finally the observability in CMS of A/H Higgs bosons in the
four-b final state [1, 2] will be studied.
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Chapter 1

The Standard Model and its
Minimal Supersymmetric
extension

1.1 The Standard Model

The idea that matter is composed of indivisible elementary parts originated from Leu-
cippus (Vth century BC). His disciple Democritus of Abdera (c. 460–c. 370 BC) called
those elementary parts “atomos”, which means “indivisible.” In 1900, Max Planck
extended this idea to light, stating that light is made of elementary particles called pho-
tons. Quantum mechanics was born. Every measurable quantity is a multiple of an
elementary unit called a quantum.

In the 1960’s a model, namely the “Standard Model” (SM), describing the compo-
nents of matter and explaining the forces (also called “interactions”) was introduced .
In this model each interaction is mediated by a particle, called a gauge boson1. They
are three kinds of elementary particles: quarks, leptons and gauge bosons; in addition
the SM is expected to have one spin-0 boson, the Higgs, responsible for generating
particle masses.

There are three families of leptons:
(

νe−

e−

) (
νµ−

µ−

) (
ντ−
τ−

) (
0
−1

)

electric charge

three families of quarks:
(

u
d

) (
c
s

) (
t
b

) (
+2/3
−1/3

)

electric charge

and the gauge bosons are:

γ W+ Z0 g

1Boson comes from Bose-Einstein’s statistics, those followed by integer-spin particles. On the contrary
to Fermions (half-integer spin particles obeying Fermi’s statistics), two bosons can be in the same state.
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To each of these particles corresponds an antiparticle, the mirrored particle with an
opposite charge. γ , Z0 are their own antiparticles because they have a no charge and
are invariant under space-inversion.

The quarks have never been observed as free particles and it is believed that it
is to not possible to isolate them. This assumption is motivated by the nature of the
interaction between quarks, called the strong interaction or QCD (Quantum Chromo-
Dynamics). Indeed this force increases with the distance between the quarks. Trying to
separate two coupled quarks will result in the creation of a new quark pairs, resulting
in two coupled-quark pairs. The quarks can be depicted as the ends of a string, which
is stretched; if the string breaks off there are two new ends. Most of the matter mass
comes from the quarks. Quarks can couple in qq̄ pairs to give particles called mesons.
Mesons can be found in cosmic rays – and this is how the first ones were observed.
Otherwise they are produced in accelerators, in many species, some, like pions, very
numerously. Quarks can also couple in triplets to give baryons, for instance the proton
is made of a u, u, d quark combination and the neutron is made of u, d, d.

The Standard Model includes three forces:

• electromagnetic interaction mediated by the photon, γ (responsible for electric
and magnetic forces) of spin 1 and mass zero

• weak interaction mediated by the weak gauge bosons, W +, W−, Z0 (responsible
for β–decay). Those bosons have a spin 1 and they are massive (80 ∼ 90GeV )

• strong interaction mediated by gluons (8), g (responsible for nucleus cohesion).
They have a spin 1 and are massless. They are carrying colour.

The two first interactions form the “electroweak” interaction. The Standard Model does
not include gravitation.

By unifying Einstein’s (1879-1950) special relativity and quantum mechanics P.
A. M. Dirac (1902-1984) created the Quantum field Theory. Dirac has described the
electron motion with a 4-component field, called spinor.

A particle can be defined by its physical properties, such as its electrical charge, but
also its leptonic charge, baryonic charge, etc.. At the time t, the small region around
a point ~x will contain some electrical charge, some leptonic charge some baryonic
charge, etc.. Therefore a charge density can be defined for each space point. Moreover
these charges can be expressed as a function of the 4 variables, x,y,z, t. Quantum field
equations are actually expressed in terms of the “square root” of this function: “square
root” means here that if ρ(~x, t) is the density function, its “square root” is a function
ϕ(~x, t) such that ρ ≡ ϕϕ∗. It should be noted here, that ϕ(~x, t) is defined up to a phase
α(~x, t), which has no physical meaning. Such a phase is called “local gauge”, local
means that it depends on the (~x, t) coordinate. The function ϕ(~x, t) is called a field.
For a proper understanding of quantum physics, the Fourier transform of ϕ(~x, t) must
be introduced. This Fourier transform ψ(~k, t) is then interpreted as an operator, this
process is called second quantisation: see for instance [3] for more details.

One feature of Einstein’s relativity theories (both special and generalised) is the
derivation of gravity properties from the assumption of the independence of the physics
laws with respect to the frame of reference: theory is not changed by a coordinate
transformation. Properties of the other interactions can also be derived by indepen-
dence from transformation, called symmetries. Furthermore, the German mathemati-
cian Amalie Emmy Noether (1882-1935 [4]) has shown that to each symmetry invari-
ance corresponds the conservation of a physical quantity. For instance, the conservation
of the momentum corresponds to the invariance under space translations.

4



The three interactions and their corresponding gauge bosons derive from the in-
variance under local gauge transformations. A particle is defined by a few quantum
numbers which are conserved. According to Noether’s theorem, the conservation of
each of these quantum numbers results from a symmetry. If a symmetry is not exact
then the corresponding quantum number is no more absolutely conserved. It is be-
lieved that the physics is described by a symmetry group and that particles can be seen
as unitary representations of this group2.

Let’s define SU(n),n≥ 2 as the multiplicative group of unitary3 n×n matrices with
a determinant equal to 1 [5, 6]. We will also define U(1) as the set {eiθ, θ ∈ [0, 2π[}.

Fermions can be described by a field with four components called spinor.
The strong interaction is described by a SU(3) group, the electroweak interaction

by a SU(2)×U(1) group. The Standard Model is then said to obey the symmetry:

G = SU(3)C ×SU(2)L×UY (1) (1.1)

As for the physical optics and fluid mechanics, the principle of least action can be
used to describe the particle physics. The formalism developed by the French math-
ematician Lagrange (1736-1813 [7]) for the classical mechanics shows all its power
when applied to particle physics. The physics can be formulated by a function called
the Lagrangian (more correctly Lagrangian density) L , which will have the symmetries
of the physics, and a unique equation:

∂
∂xµ

(
∂L

∂(∂φ/∂xµ)

)

− ∂L
∂φ

= 0 (1.2)

Equation
name

Description Equation Lagrangian, L

Maxwell
describes electro-
magnetic fields

∂µFµν = jν − 1
4 FµνFµν − jµAµ

Klein-
Gordon

describes motion of
free spin-0 particles

(∂µ∂µ − 1
2 m2)φ = 0 1

2 (∂µφ)(∂µφ)− 1
2 m2φ2

Dirac
describes motion of
free spin- 1

2 particles
(e.g. an electron)

(iγµ∂µ −m)ψ = 0 iψ̄γµ∂µψ−mψψ

Table 1.1: Equivalent Lagrangians of selected physics equations. Inserting the La-
grangian into Euler-Lagrange equation (1.2) gives the original equation.

Table 1.1 shows the Lagrangian corresponding to some standard physics equations.
These three simple Lagrangians can be used to interpret the terms of more complex
Lagrangians.

2A d-dimensional unitary representation of a group G is a homomorphism from G to the group of unitary
matrices of dimension d ×d. The representation Γ is said irreducible if the matrices Γ(T ), T ∈ G cannot be

decomposed into submatrices of the form

(
Γ11(T ) Γ12(T )

0 Γ22(T )

)

.

3A matrix is said to be unitary if A+A = 1, with A+the hermitian adjoint of A, A+ = (A∗)T .
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1.1.1 Deriving interactions from gauge symmetries

In 1954 C. N. Yang and R. L. Mills extended electromagnetism local gauge invariance
formalism to strong interaction [8]. By requiring a non-abelian local gauge invariance
of the Lagrangian, they were lead to introduce a new field.

Requiring a local gauge invariance of the free Lagrangian,

L = iψ̄γµ∂µψ (1.3)

leads us to introduce a field, Fa
µν and change the Lagrangian expression to:

L = ψ̄γµ(i∂µ −gTaFa
µ )ψ −1

4
Fa

µνFµν
a

︸ ︷︷ ︸

gauge field
kinematic energy

with:

Fa
µν = ∂µFa

ν −∂νFa
µ −g f a

bcFb
µ Fc

ν (1.4)

and Ta, the generator of the local gauge symetry group.
The field Fa

µ can be interpreted as the field of a boson. This boson is called “gauge”
boson. It is the mediator of the interaction between the fermions.

1.1.2 Quantum Chromodynamics

As it has been already mentioned in section 1.1, the proton is made of quarks u,u,d.
The ∆++ baryon, discovered by Fermi and its collaborators in 1951 [9], is made of a
quark combination u,u,u, where the three quarks have a spin 1

2 . The Pauli principle
would be violated if no additional quantum number is introduced to distinguish the
three up quarks of the ∆++ baryon. This quantum number is called colour and has
three possible values identified by the “primary colour” names red (R), green (G) and
blue (B). However only one state of the proton is observed, therefore there must exist
some rule forbidding 5 of the 6 possible colour combinations of proton quarks. This
can be achieved by requiring invariance under rotation in R,B,G space. The proton
is then a linear combination of the uRuGdB, uBuRdG, uGuBdR states. Pions, which are
made of a quarks-antiquark pair are linear combination of qRq̄R, qGq̄G, qBq̄B states.

The theory describing strong interactions has been called Quantum Chromodynam-
ics, or shortly QCD, after the quantum number name, “colour”. Strong interactions are
mediated by gluons.

By the mechanism described in section 1.1.1, requiring SU(3) symmetry of the
Lagrangian introduces a gauge field Fa

µν, which will be denoted here as Ga
µν (“G” stands

for gluon field) and gives the Lagrangian:

L1 = q̄iγµ∂µq−g(q̄γµTaq)Ga
µ −

1
4

Ga
µνGµν

a

where Ga
µν ≡ Fa

µν is given by (1.4). Ta is the generator of the SU(3) group. q is the
quark colour triplet,





ψR

ψG

ψB
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1.1.3 Electroweak interaction

A particle which travels in the direction of its spin is said to have a positive helicity or,
in other words, to be right-handed. A particle which travels in the opposite direction
is said to have a negative helicity or to be left-handed. In the massless approximation
only left-handed neutrinos and right-handed antineutrinos can be involved in weak in-
teractions. PR ≡ 1

2 (1+γ5) (resp. PL ≡ 1
2 (1−γ5)) is the right-handed (resp. left-handed)

projector. The helicity concept can be extended to massive particles. This extension is
called chirality: the positive-chirality, or right-handed, component of a massive particle
u is PRu . Negative-chirality component is defined similarly with PL. More generally
only the left-handed component of a particle takes part in weak interactions with an
exchange of electric charge (charged current interactions).

A. Salam, S. Weinberg and S. L. Glashow show that electromagnetic and weak
interactions can be obtained by requiring invariance of the fermion field under a trans-
formation of SU(2)L ×U(1), where SU(2)L is the set of SU(2) transformation acting
only on the left-handed part of the field [10–12].

From the point of view of electroweak interactions, Leptons and quarks can then
be grouped in left-handed doublets and right-handed singlets of the SU(2) group:

(
νl

l

)

L
and lR for leptons, l = e,µ,τ

(
ui

di

)

L
, uiR and diR for quarks, ui = u,c, t di = d,s,b

By requiring SU(2)L ×U(1) invariance of the massless-fermion Lagrangian one
obtains the following expression for the Lagrangian:

L2 = ψ̄Rγµ(i∂µ − g′
2 YBµ)ψR

+ ψ̄Lγµ(i∂µ − g
2~σ · ~Wµ − g′

2 Y Bµ)ψR

− 1
4 BµνBµν

− 1
4 FµνFµν

(1.5)

with ψR (respectively ψL), the right-handed (respectively left-handed) component
of the field and~σ = (σ1,σ2,σ3) the Pauli matrices:

σ1 =

(
0 1
1 0

)

σ2 =

(
0 −i
i 0

)

σ3 =

(
1 0
0 −1

)

This Lagrangian does not contain mass terms for fermions and bosons. Adding
a −ψ̄mψ term like in the free-fermion Lagrangian will lead to a Lagrangian which
is not anymore gauge invariant. Furthermore it will not be anymore renormalizable,
which means interactions cannot be calculated in perturbation theory. The mass can be
introduced while keeping the Lagrangian renormalizable with the help of a scalar field
and a so called Higgs mechanism.

1.1.4 Breaking the gauge symmetry: the Higgs mechanism

Boson masses will be generated by coupling the gauge bosons to a complex scalar field,
denoted as φ, associated to a potential V (φ):

V (φ) = µ2φ†φ+λ(φ†φ)2 with µ2 < 0, λ > 0

7
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Figure 1.1: Higgs potential for a field of dimension two, φ ∈ C, λ = 1, µ2 = −1

Figure 1.1 shows what this potential looks like. This potential is invariant under
U(1) and SU(n), n ≥ 2 transformations. However, if this potential is developed about
one of its minima, then the resulting development is no more symmetric. This is called
spontaneous symmetry breaking.

The interaction with the SU(2)L ×U(1) gauge field will be included in the La-
grangian with the term,

(Dµφ)+(Dµφ)

Therefore the following term is added to the Lagrangian:

L3 = (∂µφ+ i
g
2
~σ · ~W µφ+ i

g′

2
Y Bµφ)+(∂µφ+ i

g
2
~σ · ~Wµφ− g′

2
YBµφ)

−V (φ) (1.6)

Gauge invariance of L3 requires φ to be a multiplet of SU(2)×U(1). The simplest
choice is to take an isospin doublet with weak hypercharge Y = 1:

φ =

(
φ+

φ0

)

φ+, φ0 ∈ C

The set of minima, {φ|φ+φ =− µ2

2λ } of V (φ) is invariant under SU(2)×U(1) gauge
symmetries. One minimum must be chosen for the development of the Lagrangian. We
will take:
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φ0 =

√

1
2

(
0
v

)

with v2 = − µ2

λ . v is called vacuum expectation value. Actually another choice
than 0 for charged component φ+ of φ0 would generate an undesirable mass for the
photon [9].

φ can be parametrised around φ0 by~θ = (θ1,θ2,θ3) ∈ R2and h ∈ R by:

φ =

√

1
2

ei~σ·~θ(x)/v
(

0
v+h(x)

)

Developing this expression for small~θ and h shows that this expression is general
enough to parametrise φ.

If the Lagrangian was not invariant under local gauge symmetry then~θ would turn
out to be the fields of three massless particles, called Goldstone’s bosons [13, 14]. Be-

cause of SU(2) gauge invariance the ei~σ·~θ(x)/v phase will cancel in the Lagrangian.
What is called the Higgs mechanism [15–17] is precisely this cancellation, which dis-
cards the Goldstone bosons. We can therefore write without loss of generality:

φ =

(
0

v+h(x)

)

(1.7)

Introducing this parametrisation of φ in the expression (1.6) of L3 leads to:

L3 =
1
2

∣
∣
∣
∣
∂µ

(
0

v+h(x)

)

+ i
g
2
~σ · ~Wµ

(
0

v+h(x)

)

+ i
g′

2
Bµ

(
0

v+h(x)

)∣
∣
∣
∣

2

−1
2

µ2|v+h(x)|2− λ
4
|v+h(x)|4

with the notation |Aµ|2 = (Aµ)
+(Aµ) = (Aµ)∗(Aµ) and |φ|2 = φ+φ. After develop-

ment of L3 and identification of the terms like 1
2 mψ |ψ|2 with mass terms of a particle

described by the field ψ, one finds that L3 contains the terms of the following particles:

Higgs boson with field h(x) and mass MH =
√

2λ

W+ boson with field W+
µ =

W 1
µ −iW 2

µ√
2

and mass MW + = 1
2 vg

W− boson with field W−
µ =

W 1
µ +iW 2

µ√
2

and mass MW− = 1
2 vg

Z0 boson with field Z0
µ =

g′Bµ+gW 3
µ√

g2+g′2
and mass MZ = 1

2 v
√

g2 +g′2

photon with field Aµ =
gBµ−g′W 3

µ√
g2+g′2

and mass MA = 0

Fields Zµ and Aµ are usually parametrised by:

Zµ = −sinθwBµ + cosθWW 3
µ

Aµ = cosθwBµ + sinθwW 3
µ

9



θW is called the Weinberg angle or weak mixing angle. For each of the three Gold-
stone bosons which were “absorbed” by the gauge, one degree of freedom was lost. On
the other three gauge bosons have acquired a mass and have therefore a new degree of
freedom, a longitudinal polarisation (which a massless particle does not have).

This Higgs mechanism can also generate the masses of the fermions.

1.1.5 Lepton masses

As for the weak gauge boson masses, the fermion masses can be generated by coupling
their fields with the Higgs field. This coupling can be written in the following term,
which must be added to the Lagrangian:

L4 = −G [L̄φR+ R̄φL]

where φ is the Higgs field. R denotes the right-handed particle (singlet), R̄ its an-
tiparticle. L denotes the left-handed particle doublet, L̄ the doublet of their antiparticle.
G is the coupling constant of the singlet R with the doublet L. Let’s take the example:

• R = eR

• L =

(
νe

e

)

L

L4 = −Ge

[

( ν̄e ē )LφeR + ēRφ
(

νe

e

)

L

]

We obtain after replacing φ by its development (1.7):

L4 = − Ge√
2

v(ēLeR + ēReL)−
Ge√

2
ēLh(x)eR −

Ge√
2

ēRh(x)eL (1.8)

Using the projector properties, P2
L(R) = PL(R), P̄L(R) = PR(L) and PL +PR = Id, it can

be easily shown that:

ēe = ēLeR + ēReL

Therefore we recognise in the first L4 term a spin- 1
2 free particle mass term (see Ta-

ble 1.1 on page 5). We have generated the electron mass:

me =
Ge√

2

Note that the theory does not predict Ge, therefore me stays a free parameter of the
Standard Model. The second and third terms of (1.8) correspond to the coupling of the
electron to the Higgs boson. Nevertheless this coupling is quite weak and negligible
compared to the coupling of W bosons to the Higgs.
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1.1.6 Quark masses:

The now well-known procedure can be used to produce the quark masses. While no
mass was generated for the upper component of the lepton doublet, the neutrino, mass
must be generated for the upper part of the quark doublet. For this purpose, the La-
grangian must also be developed about

φ =

(
v
0

)

We then obtain (see for instance [18] for a detailed calculus development):

L5 = −Gi j
d ( ui d

′
i )L

(
v+h(x)

0

)

d jR −Gi j
u ( ui d

′
i )L

(
0

v+h(x)

)

u jR +h.c.

This Lagrangian is called Yukawa Lagrangian. The doublet
(

ui d′
i

)
is an elec-

troweak eigenstate, which is related to the mass eigenstates by the 3× 3 CKM ma-
trix [19–21]:





d′

s′

b′



= VCKM





d
s
b





After proper diagonalisation, L5 simplifies in (see for instance [22]):

L5 = −mdi d̄idi

(

1+
h(x)

v

)

−mui ūiui

(

1+
h(x)

v

)

with mdi , mui being the masses of di and ui quarks.

1.2 Beyond the Standard Model

1.2.1 Why look for a theory beyond the Standard Model?

Although the Standard Model has been verified with extreme precision (∼ 0.1%) by
the experiments, it has its limits [23]:

• the origin of the symmetry group SU(3)C ×SU(2)L×U(1)Y is not explained.

• it does not include gravity. A unified description of all interactions would be
desirable.

• it contains many free parameters, especially Higgs and fermion masses

• mH is instable under radiative corrections. This issue is known as the hierarchy
problem of the Higgs sector

Let’s have a look at the last point. The Feynman diagrams represented in figure 1.2
introduce a radiative correction to the µ parameter of the Higgs potential:

µ2 = µ2(Λcut o f f )+∆µ

∆µ ∼
nW g2

2 +nHλ2 −n f h2
f

16π2 Λcut o f f

11



H

f

f
H H

W,Z,(H)

H

Figure 1.2: µ radiative corrections

For Λcut o f f & 1TeV , v can be kept of the order the W boson mass in agreement
with experiment only if a fine tuning of the parameters leads to a cancellation between
m(Λcut o f f )

2 and Λ2
cut o f f . This fine tuning is unnatural and not satisfactory. Two

possibilities are known to go beyond the 1TeV cut off:

• the Higgs field is a condensate of fermions. This is the approach of the Techni-
colour models

• each right diagram of figure 1.2 is cancelled by a left diagram of the same fig-
ure. This can be achieved if for each fermion there corresponds a boson with
the same coupling to the Higgs. The cancellation will then be explained by a
“natural” symmetry between fermions and bosons. This is the approach of the
Supersymmetry models.

We will focus on the Supersymmetry approach in the following sections.

1.2.2 The Minimal Supersymmetric extension to the Standard Model

The Supersymmetric (SUSY) models unify fermion and boson descriptions by intro-
ducing a symmetry between these particles [24–26]. The SUSY generators, denoted as
Qα, Qα̇, transform fermions in bosons and vice-versa:

Qα
F → B

Qα̇
B → F

The definition of the SUSY algebra structure contains, in addition to commutation
relations, anticommutation relations like:

{
Qα,Qβ

}
= 0

{

Qα, Q̄β̇

}

= σµ
αβ̇

Pµ (1.9)

with,

Pµ =
(

H,~P
)

and σµ = (I,~σ) , ~σ being the Pauli matrices

As relation (1.9) shows, coordinate transformations intervene in the algebra struc-
ture. Gravity can be obtained by requiring a local SUSY invariance: the resulting
model is called Supergravity.

12



normal particles Supersymmetric partners mass
eigenstate

family particle family
weak interaction
eigenstate

quarks q = u,d,s

c,b, t

squarks q̃L, q̃R q̃1, q̃2

leptons l = e,µ,τ sleptons l̃L, l̃R l̃1, l̃2

neutrinos ν = νe,νµ,ντ sneutrinos ν̃ ν̃

gluon g gluino g̃ g̃

W-boson W± wino W̃±
charginos
χ̃±

1 , χ̃±
2charged Higgs H−

1 ,H+
2 higgsinos H̃−

1 , H̃+
2

photon γ photino γ̃
neutralinos
χ̃0

i , i = 1 . . .3
Z-boson Z0 zino Z̃0

neutral Higgs H0
1 ,H0

2 higgsinos H̃0
1 , H̃0

2

Table 1.2: MSSM particles

SUSY Lagrangian can be constructed with the help of two additional fields called
Superfields and denoted θ, θ̄ [27–30]. The SUSY model extending the SM by adding a
minimal set of new arbitrary parameters is called the Minimal Supersymmetric exten-
sion to the Standard Model or shortly MSSM. The particle spectrum of MSSM is given
in table 1.2. A new quantum number is introduced, the R-parity:

R = (−1)2S+3B+L

with S,B,L respectively the spin, the baryon number and the lepton number. For
SM particles, R is equal to +1, for SUSY ones, it is equal to −1. If the R-parity
is conserved then SUSY particles cannot decay into SM ones and the lightest SUSY
particle, denoted as LSP, is stable.

The MSSM contains two Higgs doublets as we will now describe.

1.2.3 Higgs sector of the Minimal Supersymmetric Extension to
the Standard Model

MSSM requires the two Y = −1 and Y = +1 Higgs doublets [31–33]. The Y = −1
doublet, we will denote φd = (φ0

d ,φ−d ), generates the down-type quarks, whilst the Y =
+1 doublet, φu = (φ+

u ,φ0
u), generates the up-type quarks. About the potential minimum

the Higgs fields can be written:

φd =
1√
2

(
vd

0

)

φ =
1√
2

(
0
vu

)

with,
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v2
d +v2

u = v2

Breaking the Higgs symmetry, similarly to what was done for SM in the sec-
tion 1.1.4 gives five physical Higgs bosons:

a charged Higgs pair,

H± = φ±d sinβ+φ±u cosβ

a pseudoscalar Higgs,

A =
√

2(Im(φ0
d)sinβ+ Im(φ0

u)cosβ)

two scalar Higgs h, H eigenstates of the following mass matrix M0 in the base
(
√

2Re(φ0
d)− vd,

√
2Re(φ0

u)− vu):

M2
0 =

(
m2

A sin2 β+m2
Z cos2 β −(m2

A +m2
Z)sinβcosβ

−
(
m2

A +m2
Z

)
sinβcosβ m2

A cos2 β+m2
Z sin2 β

)

The eigenvalues of M2
0 are the squared masses of h and H. h is defined as the lighter

particle. By diagonalising M2
0 we obtain:

m2
h =

1
2

(

m2
A +m2

Z −
√

(m2
A +m2

Z)2 −4m2
Zm2

A cos2(2β)

)

(1.10)

m2
H =

1
2

(

m2
A +m2

Z +
√

(m2
A +m2

Z)2 −4m2
Zm2

A cos2(2β)

)

We will denote α the angle of the rotation which diagonalises M2
0 (eigenvectors

(cosα,sinα) and (−sinα,cosα)). Hence h and H can be written:

h = −(
√

2Re(φ0
d)−vd)sinα+(

√
2Re(φ0

u)−vu)cosα

H = (
√

2Re(φ0
d)−vd)cosα+(

√
2Re(φ0

u)−vu)sinα

At tree level only two parameters are required to parametrise the Higgs sector. The
usual choice is:

• the pseudoscalar Higgs mass mA

• the ratio of the vacuum expectation values tanβ = vu
vd

The other Higgs masses can then be written:

m2
H± = m2

A +m2
W

m2
h,H =

1
2



m2
A +m2

Z ±

√

(m2
A +m2

Z)2 −4m2
Zm2

A

(
1− tan2 β
1+ tan2 β

)2




The following constraint on mh can be deduced from (1.10):

mh ≤ mZ |cos(2β)|
Nevertheless this constraint is only valid at tree level.
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Higgs mass eigenstate tt̄ coupling bb̄ coupling

MSSM h gmt
2mW

cosα
sinβ − gmb

2mW

sinα
cosβ

MSSM H gmt
2mW

sinα
sinβ

gmb
2mW

cosα
cosβ

MSSM A gmt
2mW

cotβγ5
gmb
2mW

tanβγ5

Standard Model Higgs gmt
2mW

gmb
2mW

Table 1.3: Neutral Higgs couplings [32]. tanβ is the vacuum expectation value ratio
and α denotes the mixing angle between weak and mass eigenstates. γ5 indicates a
pseudoscalar coupling.

Coupling to weak bosons

At tree level, A and H± do not couple to VV, with V = W,Z. Nevertheless, h and H
couple to VV with the strengths:

ghVV = gVmV sin(β−α), gHVV = gVmV cos(β−α) (1.11)

with,

gV =

{
g for V = W
g

cosθW
for V = Z

Coupling of two neutral Higgs to a weak boson is given by gh/H,A,Z(ph/H − pA)
with:

ghAZ =
g
2

cos(β−α)

cosα
, gHAZ = −g

2
sin(β−α)

cosθW
(1.12)

Yukawa coupling

φ0
u couples exclusively to up-type quark and φ0

d to down-type quarks. The Yukawa
Lagrangian can be written:

LY = −Gt [t̄PLtφ0
u − t̄PLbφ+

u ]−Gb[bPLbφ0
d − b̄PLtφ−b ]+h.c.

The couplings being proportional the quark masses, the Higgs bosons couple mainly
with the heaviest quarks: with t for the up-type quarks and with b for the down-type
quark. The couplings to fermion pairs is given in table 1.3.

Coupling to a τ lepton pair has the same expression as coupling to a bottom pair
with mb replaced by mτ.

Charged Higgs coupling to fermion pairs is given by:

gH−tb̄ =
g√

2mW
(mt cotβPR +mb tanβPL)

gH−τ+ν =
g√

2mW
(mτ tanβPL)
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Decoupling limit

For mA � mZ , we get:

m2
h ' m2

Z cos2 2β
m2

H ' m2
A +m2

Z sin2 2β

cos2(β−α) ' m4
Z sin2 4β
4m2

A

= O

((
mZ

mA

)4
)

This limit is called the decoupling limit [34]. Indeed it can be shown that in this
limit below the scale of mA the effective Higgs sector is reduced to h, which then
behaves like a SM Higgs.

In the decoupling limit, H is weakly coupled to VV and h is weakly coupled to AZ:
see (1.11) and (1.12).

New physics is waiting for us beyond∼ 1TeV . This energy region, which has never
been explored, will be observed at the LHC collider, which is under construction.
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Chapter 2

LHC and CMS

2.1 The LHC project

The Higgs mechanism does not predict the mass of the boson it introduces. If the Stan-
dard Model describes the physics up to the GUT scale, then the Higgs boson mass must
be less than 189GeV1 [35]. The combination of precise electroweak measurements ex-
cludes a Higgs boson with a mass more than 211GeV at a 95% confidence level [36].
LEP data have excluded a Higgs boson with a mass less than 114.4GeV 1 [37]. To
probe the complete allowed mass region a more powerful machine is needed. In 1994,
the LHC project was approved. It consists of a proton-proton collider accelerating the
colliding protons to the energy of 14TeV in their centre of mass. This collider will
allow us to probe the Higgs boson masses from the limit given by LEP II up to the
theoretical limit of ∼ 1TeV . LHC will not only allow us to discover or exclude the SM
Higgs boson, but it will also permit us to test theories beyond the Standard Model like
SUSY models.

In addition to proton collisions the LHC will run few months a year with ion beams
(e.g. lead beams). Collision of nuclei will allow us to produce quark-gluon plasma, the
matter which composed our universe when it was younger than 10−10s.

Four experiments will be set up on the LHC machine:

• ATLAS and CMS are omni-purpose detectors designed for a large variety of
physics investigations. Especially, they will look for Higgs bosons and physics
beyond the standard model

• ALICE which will study heavy ion collisions

• LHCb dedicated to B-physics.

The LHC collider will be set up in the tunnel of the LEP, the former CERN big collider,
a tunnel of 27km circumference situated about 100m underground between the Geneva
Airport and the French Jura. The four experiments will be set up in four caverns dis-
tributed on the tunnel ring as illustrated in figure 2.1. Just to give a scale, ATLAS
experiment’s main cavern is 55500m3 big.

All particle beams first pass through the linear accelerator LINAC 2. Out of LINAC 2,
protons are accelerated further in the most faithful machine of CERN, the 26GeV pro-
ton synchrotron PS (see figure 2.2), which has been serving science since 1959. The

1At 95% confidence level
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Figure 2.1: LHC tunnel and the four experiment. The tunnel of the former collider
LEP is reused. New caverns have been dug for CMS and ATLAS because of the size
of these detectors much bigger than the LEP ones.

Figure 2.2: The Proton Synchrotron complex.
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t,B, q̃
H

g

g

Figure 2.3: Feynman diagrams contributing at leading order to production of the SM
Higgs boson by gluon fusion

super proton synchrotron SPS, first operated in 1976, will bring the proton momentum
from 26GeV out of the PS to 450GeV before the beam is injected in LHC which will
bring the protons to their final energy of ∼ 7TeV . The ion itinerary is identical except
that the beam is formed in the LINAC 3.

Once their nominal energy is reached, bunches of protons will collide at the ex-
perimental points and then Higgs bosons will be certainly produced. All the difficulty
will be to detect them as the probability to produce them and having a detectable decay
mode is ∼ 10−14.

2.2 Observing the Higgs boson at LHC

SM Higgs boson

At the LHC pp collider, the standard model Higgs boson is mainly produced in the
gluon fusion channel, pp → gg → H. The Feynman diagrams contributing at leading
order to this process are shown in figure 2.3 [38].

Branching ratios of the SM Higgs boson decays are shown in function of the Higgs
boson mass in figure 2.4. Up to ∼ 130GeV the Higgs boson decay is dominated by
the decay in a bottom quark pair. Because of the background level, this mode can only
be exploited when the Higgs boson is produced associated with a t t̄ pair [39] or a W
boson: see figure 2.5. From ∼ 140GeV WW and ZZ are the dominant decay modes.
Above the 2 ·mW threshold from where the W boson can be produced on the mass shell,
the ZZ mode is disfavoured in favour of WW mode. However it recovers rapidly (while
going to higher Higgs boson mass) since it is then itself produced on the mass shell.
From the 2 ·mt threshold tt̄ decay comes rapidly in the game. However it never exceeds
∼ 20% of the total decay rate. This limitation can be explained by the dependence of
the WW and ZZ decay widths on m3

H , while tt̄ decay depends only on mH [40].
Although its branching ratio is modest, thanks to its signature which is cleaner than

the di-b-jet one, the γγ channel is a good candidate for the discovery of a Higgs boson
with a moderate mass. However this channel needs a lot of integrated luminosity. The
significance is better than 5 · σ for 120 < mH < 140GeV with & 30 f b−1 integrated
luminosity [41]. This channel requires a narrow γγ mass peak to be distinguished from
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2.1.7. Total decay width and branching ratios

In Fig. 17 the total decay width and branching ratios of the Standard Model Higgs boson
are shown as a function of the Higgs mass. For Higgs masses below � 140 GeV, where the
total width amounts to less than 10 MeV, the dominant decay mode is the b�b channel with
a branching ratio up to � 85%. The remaining 10±±20% are supplemented by the t�tÿ; c�c
and gg decay modes, the branching ratios of which amount to 6.9%, 3.1% and 7% respec-
tively, for MH � 120 GeV [the b�b branching ratio is about 68% for this Higgs mass]. The
gg (Zg) branching ratio turns out to be sizeable only for Higgs masses
80 �120�GeV . MH . 150 �160� GeV, where they exceed the 10ÿ3 level.

M. Spira, QCD Effects in Higgs Physics226

Figure 17: (a) Total decay width (in GeV) of the SM Higgs boson as a function of its mass.
(b) Branching ratios of the dominant decay modes of the SM Higgs particle. All relevant
higher order corrections are taken into account.

Figure 2.4: Branching ratios of SM Higgs boson decays [40].

the backgrounds which are ∼ 10 times larger: a special effort has been put on the
resolution of the CMS electromagnetic calorimeter.

For a SM Higgs boson with a mass between ∼ 130GeV and ∼ 500GeV the four
lepton channel, H → ZZ,ZZ∗ → 4l± provides an excellent signature. For a Higgs boson
mass above ∼ 500GeV the weak boson fusion channel qq → qqH is quite promising.

MSSM Higgs bosons

In the decoupling limit and at tree level, the light MSSM Higgs boson have the same
properties as the SM Higgs boson and thereby the observation channels are bb̄ and γγ
decay modes described for the SM. For the heavy Higgs bosons, high tanβ values (& 10
for neutral ones, & 20 for charged ones) are more favourable because of enhancement
with tanβ of couplings with fermions. The most promising channels to discover the
charged Higgs bosons are gb → tH± with H± → τν. For high tanβ (& 10), the neutral
heavy Higgs bosons are mainly produced by bottom quark fusion. The Higgs boson
is then associated to two bottom quarks and decays principally in a bb̄ pair (∼ 90%),
a τ pair, a µ pair or a neutralino pair when the mass threshold of the latter is reached.
For sufficiently large tanβ a heavy neutral MSSM Higgs boson can be discovered in
ττbb [43–45] and µµbb [46] modes. The four b mode will be studied in this thesis. For
lower tanβ values, if sleptons and neutralinos are light enough sparticle decay mode
may cover the range 200 . mA . 450GeV [47–49]. The 5 ·σ discovery contour for the
heavy Higgs bosons is shown in figure 2.6.

20



3

4

5

6
7
8
9

10

20

30

40

50

60
70
80
90

100

80 90 100 200 300 400 500 600 700 800900

Figure 2.5: Expected statistical significance for the SM Higgs boson at CMS for
30 f b−1 integrated luminosity [42].
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(a) charged higgs (b) neutral heavy Higgs

Figure 2.6: Expected 5 ·σ discovery contour of the heavy MSSM Higgs bosons for a
30 f b−1 integrated luminosity. H/A → ττ → 2 jets + X corresponds to 60 f b−1 inte-
grated luminosity. [41, 42, 50].

2.3 CMS detector overview

The Compact Muon Solenoid is a 21.5m long detector with a 15.0m diameter. It
weighs 12,500 tons. It is made of 5 main components:

• a solenoid providing a high magnetic field, gives us an accurate momentum mea-
surement and an efficient muon trigger

• a tracker including a pixel detector and a microstrip silicon detector

• an electromagnetic calorimeter with a very good resolution

• a sampling hadron calorimeter

• a highly efficient muon detector system

Figure 2.7 shows the CMS detector with its different parts.
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Pixel Detector

Silicon Tracker

Forward Hadronic
Calorimeter

Electromagnetic Calorimeter

Hadronic Calorimeter

Preshower

Muon Detectors

Superconducting Solenoid

Figure 2.7: The CMS detector and its different parts.
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Before describing the different parts of CMS, we will define the coordinate frame
which is used at CMS.

Space coordinates

The following conventional frame will be used as the lab frame in this study:

(O,x,y,z) direct orthonormal frame:

O centre of the detector

z-axis along the beam

x-axis in the horizontal plane, pointing toward the collider centre

y-axis points up

In addition the following definitions will be used:

transverse plane (x,y) plane orthogonal to the beam

ϕ azimuth, i.e. angle with x-axis in the transverse plane

η pseudo-rapidity2 defined by 1
2 · ln

|~p|+pz
|~p|−pz

2.4 CMS Magnet

The momenta of charged particles are measured from the curvature of their trajectory
in a magnetic field. An intense magnetic field is necessary to measure momenta with
high precision using a relatively compact detector. A 4T magnetic field is produced by
a superconducting solenoid. The tracker, the electromagnetic calorimeter and the main
part of the hadron calorimeter are inside the solenoid. The return yoke serves also as
absorber for the muon detector. See figure 2.7.

2.5 CMS Tracker

Identification of bottom jets (“b-tagging”) is based on the decay of bottom particles
near (order of mm to cm) the primary vertex (see 4.4.3). Thereby it is crucial to recon-
struct accurately tracks close to the interaction point. This requirement is fulfilled with
a pixel silicon detector. The pixel detector is made of 2 barrels (3 at high luminosity)
at radii of 4cm and 7cm at low luminosity ( 4cm, 7cm and 10cm at high luminos-
ity) and 2 or 3 disks in each endcap covering radii from 6cm to 15cm. Rapidity up
to η = 2.4± 0.2 are covered for tracks originating from the centre of the interaction
region3.

The pixels of the detector are made of n+ implants on a n-doped layer. A p-stop
ring isolates each pixel from the neighbouring pixels. The bulk is of n-type. The pixel
layout is shown in figure 2.8. In the sensor the 4T magnetic field drifts the holes and

2This variable is preferable to polar angle because a pseudo-rapidity difference ∆η is a Lorentz invariant
under a boost in z-direction, this is important since in hadron colliders the collision centre of mass is boosted
with an unknown speed.

3The ±0.2 error corresponds to a displacement of the interaction point of 1σ.
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Figure 2.8: Layout pixel detector sensor [51].
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Figure 2.9: Charge sharing induced by Lorentz angle in the pixel detector [51].

the electrons stemming from the ionisation that the detected particle triggered with a
∼ 28o Lorentz angle. Due to this Lorentz angle, the charge is shared by two pixels. This
phenomenon is indicated in figure 2.9. Thanks to this drift charge sharing a resolution
of 10 ∼ 15µm can be achieved, despite the 150µm pixel size.

The particle tracks are reconstructed with the pixel detector and a silicon strip de-
tector. The strip detector is divided in four parts [52]:

• an inner barrel, made of 4 barrel layers and 3 disks at each end

• an outer barrel, made of 6 barrel layers

• two end-caps, made of 9 disks

The silicon strip detector covers the pseudorapidity region |η| ≤ 2.5. The operating
principle is similar to the one of the pixel detector. The sensors are made of p+ strips
on a n-type bulk: see figure 2.10. The silicon strip detector is made of a combination
of single-sided and double-sided detectors. Double-sided detectors are built with two
back-to-back single-sided ones tilted with a small stereo angle. This angle allows us to
obtain the position along the strip direction.

Single track momentum resolution is given for an isolated muon in figures 2.11 and
2.12 . The impact parameter resolution is plotted in figure 2.13.
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Figure 2.10: Sketch of a strip silicon sensor cross-section [51].

6.7 Single Track Performance

The evaluation of the single track reconstruction performance is a basic benchmark to probe the

performance of a layout. Indeed, the study of the response to a very simple and clean topology allows

to disentangle the effects of layout characteristics from the biases of the track finding algorithm.

We report in the following a study of the precision of the track parameter estimates and of the

single track reconstruction efficiency.

6.7.1 Track measurement precision

The precision of the track reconstruction performance has been evaluated studying single muon

tracks of several pT values. The studies are reported in Figs. 47 to 51. Each figure shows the AST

performance in the left plot and the ratio to the MST performance in the right plot. Each point in

the histograms has been obtained accumulating a statistics of 500 tracks (errors not shown). The

performance is quite comparable for the parameters that measure the track in the r−φ plane. The

parameters that measure the track in the r − z plane are better estimated for tracks crossing the

AST layout. The size of the improvement depends on the track pT and is consistently observable

in the plots, keeping in mind that at pT < 30 GeV multiple scattering effects become important.

This improvement is due to the better hit resolution in the z-coordinate measured by the silicon

sensors.
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Figure 47: Transverse momentum resolution as a function of detector pseudorapidity. Isolated
muons of several pT values have been reconstructed using the AST layout. The ratio of the perfor-
mance AST/MST is shown in the right hand side plot.

58

Figure 2.11: Transverse momentum resolution of the tracker in function of the pseudo-
rapidity for isolated muons of different transverse momentum values [52].
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Figure 48: Azimuthal angle resolution as a function of detector pseudorapidity. Isolated muons of
several pT values have been reconstructed using the AST layout (left). The ratio of the performance
AST/MST is shown in the right hand side plot.
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Figure 49: cotθ resolution as a function of detector pseudorapidity. Isolated muons of several
pT values have been reconstructed using the AST layout (left). The ratio of the performance
AST/MST is shown in the right hand side plot.
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Figure 48: Azimuthal angle resolution as a function of detector pseudorapidity. Isolated muons of
several pT values have been reconstructed using the AST layout (left). The ratio of the performance
AST/MST is shown in the right hand side plot.
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Figure 49: cotθ resolution as a function of detector pseudorapidity. Isolated muons of several
pT values have been reconstructed using the AST layout (left). The ratio of the performance
AST/MST is shown in the right hand side plot.
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(b) Resolution of the cotangent of the polar an-
gle.

Figure 2.12: Angle resolution of the tracker in dependence on the pseudorapidity for
isolated muons of different transverse momentum values [52].

While the tracker measures the trajectory and momentum of the particles with a
minimum of disturbance, the calorimeter will measure their energy by absorption, that
is by “destroying” completely the particle.

2.6 CMS electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) [53] is made of 76832 lead tungstate crystals
[54], PbWO4. The energy deposited through ionisation by charged particules directly
or from electromagnetic shower is converted to light via the fast luminescence of the
PbWO4 crystals. This produced light is collected and amplified by a photodetector.
Because of low PbWO4 light yield photodetectotr with gain are needed. Avalanche
photodiodes (APD) are used for the barrel and fine-mesh photomultipliers, which are
less sensitive to radiation, for the endcaps.

The typical dimension of the crystals is 21.8× 21.8× 230mm3 for the barrel and
29.6× 29.6× 210mm3 for the endcaps. ECAL extends up to |η| < 3. The region up
to |η| = 1.48 is covered by the barrel and the regions |η| ∈ [1.48,3] are covered by
the two endcaps. The barrel offers a granularity ∆η×∆ϕ = 0.0175× 0.0175. In the
endcaps the granularity increases progressively with |η| from ∆η×∆η = 0.021×0.021
to ∆η×∆ϕ = 0.050× 0.050. Resolution of the ECAL is shown in figure 2.14. The
curve denoted as “noise” includes contribution of electronic noise and of pileup. The
one denoted as “intrinsic” contains the shower containment and a constant term of
0.55%. The one labelled “photo” is the contribution of photostatistics.

For energy from 1GeV to 1TeV , the resolution can be parametrised by [53]:
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Figure 50: Transverse impact parameter resolution as a function of detector pseudorapidity. Iso-
lated muons of several pT values have been reconstructed using the AST layout (left). The ratio of
the performance AST/MST is shown in the right hand side plot.
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Figure 51: zimp resolution as a function of detector pseudorapidity. Isolated muons of several
pT values have been reconstructed using the AST layout (left). The ratio of the performance
AST/MST is shown in the right hand side plot.
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Figure 2.13: Impact parameter resolution of the tracker in function of the pseudo-
rapidity for isolated muons of different transverse momentum values [52].
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Figure 2.14: ECAL resolution at low luminosity [53].
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Table 2.1: Contributions to the ECAL energy resolution in barrel and endcap (5× 5
crystal array), at low and high luminosity [53].

Where a is the stochastic term, σn the noise term and c the constant term. The
constant term includes the heterogeneity of the longitudinal light collection, the crystal-
to-crystal intercalibration errors, the leakage of energy from the back of the crystal and
geometrical effects. Table 2.1 gives the value of these parameters with the different
contributions.

To provide π0–γ separation a preshower detector (SE) with a thickness less than
2cm is placed in front of the crystals. The preshower contains lead converters and strip
detectors. A schematic view of a preshower is shown in figure 2.15. The typical reso-
lution is 300µm at 50GeV . The endcap preshower covers the region |η| ∈ [1.65,2.61].

2.7 CMS hadron calorimeter

The hadron calorimeter is a sampling calorimeter: it is made of interleaved scintillator
plates and brass or steel absorber plates. It comprises three parts:

• the barrel HB, which covers pseudo-rapidity region |η| < 1.392.

• the two endcaps HE, which cover the pseudo-rapidity region |η| ∈ [1.305,3.0].

• the two (very) forward hadron calorimeters, which covers pseudo-rapidity region
|η| ∈ [2.85,5.19]. They are denoted as HF.
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Figure 2.15: Schematic section of the endcap preshower [53].

Scintillators are also placed in the first layers on the muon detector (for |η| < 1.305):
they form the HO (HCAL Outer) system. They are needed because the depth of inner
part, 5.12 interaction lengths, is not big enough to detect the tail of the shower.

The barrel part has 17 sampling layers in HB and one layer (two for |η| < 0.348)
in HO. Each endcap has 19 sampling layers in HE. The scintillators of HE, HB, HO
are organic scintillators whose light is collected by wavelength shifting fibres (WLS):
the primary UV photon is converted to lower energy blue photons by the scintillator,
then the WLS fibre convert the blue light to green light. The green light is measured by
hybrid photodiode (HPD): photons are converted to photoelectrons by a photocathode,
the photoelectrons are accelerated by an electric field, accelerated photoelectrons are
detected by a pad silicon detector.

HF is different than the other calorimeters. Each HF calorimeter is made of a
single brass cylindrical absorber block. Quartz fibres, running parallel to the beam, are
embedded inside the absorber. Shower charged particles are detected by the Čerenkov
effect4, which occurs in the quartz fibres. The active part of HF is 2.8m diameter and
1.65m length (about 10 nuclear interaction lengths).

The granularity of HB is ∆η×∆ϕ = 0.087×0.0873, starting from η = 1.74 in HE
the ϕ-bin increases by a factor of 2 and η-bin starts to increase. The design resolution
of HCAL is:

E = 100%/
√

E ⊕5%

The simulated (with GEANT) resolution is shown in figure 2.16. The 1 ∼ 2%
degradation about |η|= 1.3∼ 1.4 corresponds to the crack between HB and HE needed
for the cable routing: degradation is due to the small loss of hermeticity and to the
energy loss in the cables.

4A charged particle travelling in a medium faster than light (in the same medium) emits light, called
Čerenkov radiation.
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Figure 2.16: HCAL jet energy resolution for a single pion in function of the pseudo-
rapidity. [55].

2.8 CMS muon detectors

Muon identification is based on the low interaction of the muons with matter. Muon
detectors are placed after the calorimeters which absorb every particle except muons
and neutrinos, the latter being not directly detectable. Three technologies are used to
detect muons:

• Drift chambers (DT) in the barrel cover region |η| < 1.3

• Cathode strip chambers (CSC) in the endcaps cover region|η| ∈ [0.9,2.4]

• Resistive plate chambers (RPC) in the barrel and the endcaps cover region |η| <
2.1 and provide a fast response. At startup they will cover only region |η| < 1.6

In the endcaps, fours layers of CSC disks, called stations, are interleaved with the three
layers of magnet return yoke. A CSC station is made of six layers of CSC chambers. In
total the endcaps count 540 chambers. As shown in figure 2.17, a CSC is made of two
parallel cathodes separated by 9.5mm. In the middle of these two plates, parallel wires
are placed every 3.12mm. One cathode face is made of strips orthogonal to the wires
and parallel to CMS radius. Henceforth radial position is measured by the wires and
ϕ position by the strips. The chambers are filled with a mixture of argon and carbon
dioxide. The functional principle of this multiwire proportional chamber [56–58] is the
one of proportional counter: a high voltage bias is applied between the cathode and the
wires (anodes), a charged muon, passing through the gas ionises it. Resulting electrons
drift to the wire. Near the wire, where the electrical field is maximal the electrons are
accelerated enough to ionise again the gas, the resulting electrons ionise again the gas
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4. Endcap Chambers

143

The detector technology chosen for the Endcap Muon System is the Cathode Strip
Chamber (CSC), a multiwire proportional chamber in which one cathode plane is segmented
into strips running across wires. An avalanche developed on a wire induces on the cathode
plane a distributed charge of a well known shape which is defined by electrostatics [4.1]:
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where λ = x/h (x - coordinate, h - cathode anode spacing), K3 ≈0.45 for ME1/1 and ≈0.33 for
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Charpak et al. [4.3] showed that by interpolating fractions of charge picked up by these
strips, one can reconstruct the track position along a wire with a precision of 50 µm or better
(for normal track incidence, the precision is almost entirely determined by the ratio of signal to
electronic noise). The principle of operation is shown schematically in Fig. 4.1.4.

muon

cathode

cathode

wires

wires

induced charge

cathode with strips

plane cathode

avalanche

3.12 mm

9.
5 

m
m

3 - 16 mm

F i g .  4 . 1 . 4 : Principle of coordinate measurement with a cathode strip chamber: cross-
section across wires (top) and across cathode strips (bottom). Close wire spacing allows for
fast chamber response, while a track coordinate along the wires can be measured by
interpolating strip charges.

The major advantages of CSCs are:
• their intrinsic spatial resolution, being basically defined by signal-to-noise ratio, can

be as good as 50 µm,
• closely spaced wires make the CSC a fast detector,

Figure 2.17: Principle of coordinate measurement with a cathode strip chamber: cross-
section across wires (top) and across cathode strips (bottom). The small wire spacing
allows a fast chamber response, while a track coordinate along the wires can be mea-
sured by interpolating strip charges [59].

and so on. The number of Electron-ion pairs increases exponentially, this phenomena
is called avalanche. The avalanche is formed in about 1ns. The signal is produced by
the cations, which migrate slowly to the cathode.

The barrel drift tube chambers are made of anode wires, about 2.5m long, placed in
the middle of I-profile cathodes as shown in figure 2.18. The cell between two I-profile
cathodes forms a tube (with a somewhat rectangular section), these chambers get their
“drift tube” name thereafter. The pitch of a cell is 11mm×41mm. The particle position
perpendicular to the wire is given by the position of the cathode collecting the signal
and by the drift time of the electrons. The drift tubes are filled with a mixture of argon
and carbon dioxide. A DT chamber is made of three Super Layers (SL): two SL to
measure the r–ϕ coordinates and one for the z coordinate. An SL is itself made of four
layers of rectangular drift cells staggered by half a cell. Four concentric cylinders made
of DT chambers are interleaved with the three barrel magnet return yoke cylinders. In
total the whole DT detector contains about 195,000 sensitive wires. A 100µm spatial
resolution is achieved with the entire DT detector.

In the RPC [60] the electric field is generated by two parallel electrode plates sepa-
rated by a small gap of 2mm. The signal is collected by strips parallel to the electrode.
CMS RPC uses actually two pairs of electrodes in order to improve the signal level,
this is called a double gap RPC: see figure 2.19. The RPC detector provides a response
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Figure 2.18: Transverse view of the baseline cell; also shown drift lines and isochrones,
for a typical voltage configuration of the electrodes (TDR design). [59].

5. Resistive Plate Chambers

264

In each double-gap module, the front-end electronics board will be located at the strip end
which minimizes the signal arrival time. For each double-gap 96 strips will be read out.
Therefore, a total of 288 electronic channels are needed for each MB2 station and 192 for the
other stations. The strip width will increase accordingly from the inner stations to the outer ones
to preserve projectivity (each strip covers 5/16 degrees in φ). In Table 5.4.1 some global
information on the barrel detector is given.

Table 5.4.1
Barrel detector totals.

Number of stations 360

Total surface area 2400 m2

Number of double-gaps 840

Number of strips 80640

To reduce the effect of the dead zone produced along the line of contact, any station
requiring only two sets of strips will be made of two double-gap chambers of different lengths
(1230 or 1270 mm) with staggered single layers (see Fig. 5.4.4). Each double-gap will be
assembled separately and completely covered with an Al sheet carrying the ground to the
termination resistors and to the electronics. Figs. 5.4.2, 5.4.3 and 5.4.4 show schematically the
layout of the front edge of the first double-gap (A), the far edge of the second double-gap (B)
and the overlapping region.

Al sheet

Fig. 5.4.2: Double-gap module A.                                Fig. 5.4.3:  Double-gap module B.

Fig. 5.4.4:  Overlapping region.

Figure 2.19: Double gap RPC (module type A) [59].

faster than the bunch crossing of 25ns period. The time resolution of the RPCs is about
3ns. Thus it allows us to identify without ambiguity the bunch crossing, which the
muon originates from. This gives fundamental information for the LV1 trigger. The
CSC and the DT chambers are also used for the LV1 trigger.

The muon reconstruction efficiency is expected to be better than 95%. For tracks
up to 1TeV the charge assignment error is less than 0.5% (using tracker information):
see figure 2.20. The transverse momentum resolution for muons is defined here by:

∆pt

pt
=

1/pmeas
t −1/ptrue

t

1/ptrue
t

Figures 2.21 shows the pt resolution of the muon detector with and without combi-
nation with tracker information.

A flow of 1T bit/s of data (after LV1) comes from these different subdetectors.
These data must be combined, transported and selected before being stored. These
three tasks are the charge of the data acquisition system.

2.9 CMS data acquisition system

Each CMS subdetector has its own data readout. The CMS subdetector readouts pass
the data to the global data acquisition system (global DAQ or shortly DAQ). The
DAQ [61] has 3 functionalities:

• getting the data from the subdetector readouts
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Figure 2.20: Percentage of incorrect charge assignments versus track pt using both the
vertex constrained muon stand-alone track fit and the combined muon system and inner
tracker fit. For the combined fit, no misassigned charge is seen for tracks with pt lower
than 100 GeV. [59].
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(a) Using only hits from the muon system with
a primary vertex constraint

(b) Using the muon system combined with the
central tracker

Figure 2.21: Momentum resolution for simulated muon tracks at selected values of
transverse momentum. Full digitisation of the detector response was performed for the
endcap chambers. [59].

• selecting the events: trigger process

• reorganising the data collected from the various subdetector readout modules
into a consistent structure.

At high luminosity (1034 cm−2s−1), at every proton beam bunch crossing, that is every
25ns, an event representing on average about 680kByte of data5 is produced. For time
and space reasons, every event cannot be stored or even processed. Therefore events
must be selected at an early stage, while all the event data are not yet read. This
selection is made in 2 steps by the trigger system:

• at first level, called LV1, the trigger is based on muon, electron, photon and
jet identification and also on missing transverse energy. It selects 1 out of 400
events. LV1 uses the detectors with fast response: the three muon detectors, the
electromagnetic and hadron calorimeters. Thanks to data buffering, LV1 has 1µs
to take a decision. The speed constraints of LV1 are achieved by using custom
electronics cards based on programmable chips (FPGAs, ASICs).

• at final level, the high level trigger (HLT) selects 1 out of 1000 events from
the ones which have passed LV1. It reconstructs and applies selection criteria
in steps. In that way the selection decision is taken as quickly as possible. Two
main steps are distinguished: LV2 and LV3. Typcally LV2 uses information from

5The event size is rounded to 1MByte for contengency reason and the DAQ system is therefore designed
for a nominal event size of 1MByte.
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only the calorimeters and the muon system. LV3 uses information from the every
subdetectors including the Tracker. HLT is fulfilled by a computer cluster, the
“Filter farm”. The Filter farm is composed of on the order of 1000 processors.
The processors in the filter farm get the events from the Event Builder. The Event
Builder is in charge of collecting the data belonging to the same event from all
the different subdetector readout modules.

The DAQ will decouple HLT and event reconstruction from the LV1 trigger. This
decoupling is based on buffers and network switches. On LV1 trigger, fragments of
different sizes enter in the 512 CMS DAQ inputs. The CMS DAQ will deliver in
parallel “reassembled” events to its 512 outputs.

On an LV1 trigger request, the buffers of the CMS DAQ inputs are filled by frag-
ments of an event coming from the detector front-ends: in figure 2.22, each box of
the “Readout Systems” receives fragments of the same event. Asynchronously to the
trigger, the CMS DAQ collects the event fragments of its input buffers into structures,
each structure containing the data of one event. This sorting procedure is called “event
building” and is based on the Builder Network. Then the “rebuilt” event goes to the Fil-
ter systems which will start to reconstruct the event and apply selection criteria of the
HLT step by step in order to reject as early as possible the unwanted events. As soon
as the event is known to be rejected, the filtering is aborted. The selected event will
come out of the Filter systems fully reconstructed and will be passed to the computer
services, which are responsible for monitoring and storage. Actually in addition to the
selected events, a few rejected events will be also passed to the computer services for
monitoring purpose.

Figure 2.22: CMS DAQ architecture

The interface of the CMS DAQ with the subdetectors is made at the output of the
Front-End Drivers (FED). The FEDs concentrate data from the subdetector readouts,
the Front-End Systems (FES) in order to deliver event fragments to the CMS DAQ.
Every 25ns the LV1 trigger must decide if the event is retained, however 25ns is not
enough to take a such decision: several hundred of nanoseconds are needed. Therefore
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only a parallel trigger processing can achieve this stringent time constraint. This paral-
lelisation is made using a pipeline architecture. When receiving a trigger signal, a FES
must deliver the data of the event responsible for the trigger: the time elapsed when a
trigger signal is received since the fragment of the triggered event entered in the FES
is called latency. This latency depends on the time the signal takes to travel from the
trigger systems (see fibre length) and on the position of the channel inside the detector
(see particle time of flight) and is therefore different for each FES.

Figure 2.23 illustrates the mechanism of detector readout common to every subde-
tector. This common mechanism is called the FE model. The system is synchronised
on the LHC clock (bunch crossing “ticks”). The signal6 of each channel goes into a
pipeline. The pipeline can be seen as a programmable delay line for sampled signal:
the sampled signal takes a fixed time to pass through the pipeline. The signal sam-
pling, like the trigger, is synchronised with LHC clock. For calorimeters and muon
detectors part of the read data goes also to the trigger primitive generator (TPG) and
will be used for the LV1 trigger decision. When a trigger arrives from the Timing,
Trigger and Control (TTC) link, the pipeline output is read and constitutes the output
of the FES. Fragments of several detector channels are multiplexed and dressed up with
bunch number, event number, and some additional information before being passed to
the DAQ. The length of the pipeline (in other words its delay) must be adjusted to the
trigger latency. This pipeline length, which is also called latency, is configurable and
must be tuned for each FES/channel.

The readout of a channel comprises in addition to the pipeline latency many other
parameters like amplifier gains. These parameters must be set up online, for instance
before starting a run. They are crucial since the quality, and even the presence, of the
detector signals (the channel ADC counts) and therefore of the physics data depend on
them. The parameter values must be available together with the physics data for the
analysis of the latter. The huge number of detector channels makes the management of
these electronics configurations challenging.

6digital or analog depending on the subdetector.
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Figure 2.23: Front-End model
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Chapter 3

CMS DCS and database

3.1 CMS detector control system overview

3.1.1 Introduction

The controls of an LHC experiment comprise two parts:

• RCMS, the Run Control and Monitoring System

• DCS, the Detector Control System

The RCMS takes care of controlling and monitoring the DAQ and all the task which
are specific for a run. The DCS takes care of the control and monitoring tasks which
must be performed anytime, even outside of a run.

3.1.2 JCOP project

At the beginning of 1998, the Joint Controls Project, shortly JCOP was set up [62–64].
This project team is a collaboration between the four LHC experiments and the CERN
controls group from the CERN IT division, IT/CO. It aims to optimise the usage of
the limited human resources available to build the LHC experiment DCSs by using
common solutions. “The scope of JCOP is to provide a common framework of tools
and components to allow the experiments to build their own Detector Control System
(DCS) applications. The purpose of the DCS is the initialisation, monitoring and op-
eration of the different sub-detectors. It has also to interact with the Data Acquisition
system and external systems such as the CERN infrastructure services and the LHC
accelerator” [65].

3.1.3 SCADA

The DCS has tasks similar to the systems used in industry to control assembly lines,
chemical plants, nuclear plants, etc. These systems are generally built with commercial
off-the-shell software. Such software, which are used to build control systems, is called
SCADA, which stands for Supervisory, Controls And Data Acquisition.

Thereby, with the aim to minimise the required human resource, a SCADA system
will be used to build the DCS of the LHC experiments. For this, the JCOP team has
chosen PVSS II from the Austrian company ETM.
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PVSS II has its own database where the controls parameters (temperature, voltage,
etc.) are stored. Nevertheless for a very large amount of data, a specialised database
manager is needed.

3.2 Introduction to relational databases

A database is “a usually large collection of data organised especially for rapid search
and retrieval (as by a computer) “ (Myriam-Webster dictionary). There exist two types
of databases:

• object oriented database, where data are stored in objects in the sense of object-
oriented programming

• relational database, where data are stored in tables

A relational database contains in addition to the data the relationships between them.
Two main concepts are used to describe these relationships:

• tables

• and references

Data are organised in tables. The relationships between data are determined by the
definition of:

• the set of tables

• the columns of those tables

• the relations between the tables

In a table a special column or set of columns are used to identify a table row. This set
of columns is called the primary key and its content defines solely a row.

Relationships between tables are made through references. Rows of a table can
refer to a row of another table. To achieve that, the former rows must contain the
primary key of the latter. To illustrate this, we will use a simple example of a human
resource database. We define:

• a table containing the list of employees: see table 3.1

• a table containing the list of company groups: see table 3.2

Each group has a leader. This relationship is represented in figure 3.1 by an arrow
labelled “group leader”. This arrow represents also the “reference constraint” which
implements this relationship: “column ’group_leader_id’ of table ’groups’ references
column ’user_id’ of table ’employees”’.

Other references can be done:

• the referenced column can be any column defined as “unique” instead of the
primary key column. A “unique” column is a column, which cannot contain
twice the same value.
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user_id firstname lastname birthdate office phone_extension

65744 John Smith 12/02/1965 398-5-01 7873
09903 Oliver Grant 3/08/1970 345-2-03 9094
8778 Michael Brant 3/05/1956 878-6-08 8778

Table 3.1: “employees” table

group_name group_leader_id responsibilities

HR 65744 managing human resources
SA 8778 sales and client relation

Table 3.2: “groups” table

employees

firstname
lastname
birthdate
office
phone_extension

user_id
group leader

groups

group_name
group_leader_id
responsibilities

Figure 3.1: The “employees” and “groups” table relationship. The table “groups”
refers to the table “employees” through its column “user_id”. The primary keys are
represented in bold text.
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• instead of a single column, a set of columns can be referenced. In this case
each value of the referenced columns will be put in a separate column of the
referencing table. One constraint is that the set of referenced columns must
identify solely a row.

The database manager takes care of keeping the “uniqueness” constraints fulfilled by
issuing error messages on a row insertion, which would violate the constraints. Simi-
larly, it will ensure that the referenced rows actually exist. For instance it will refuse to
delete a row which is still referenced by another row.

This reference relationship mechanism will be used to map the hierarchy of the
electronics parameter in the FE electronics configuration database.

3.3 Database for electronics configuration

The FE (Front-End) electronics of the CMS subdetectors, especially the read-out elec-
tronics, needs to be configured. Because of the number of channels (about 54.5 ·106),
the number of FE electronics parameter volume is huge (about 1.6 ·106 for the tracker
readout electronics only). A database is obviously required to store these parameters.
The electronics configuration influences the physics results and therefore it is needed:

• to keep track of the parameters used for a specific run

• to control the access to the FE electronics parameters stored in the database

Since these requirements are identical to all subdetectors, a general system was de-
signed. The electronics parameters might be obtained from various sources including
from some computer processes. Therefore the access to the database must remain open.

The user interface must be well integrated into the control system’s user interface.
This means that the user must have the same look and feel as for the rest of the control
system.

The FE configuration system, which was developed, is comprised of 3 actors as il-
lustrated in Figure 3.2: the database, the controller and FE supervisor(s). The database
stores the parameters, the controller controls the operation and provides the user inter-
face and the FE supervisor(s) access(es) the FE. The controller, as well as the database,
can be distributed over many PCs on different platforms. In order to transfer the data
in parallel to the electronics, the system can have several FE supervisors.

3.3.1 Download process

On user request, or during an automatic procedure (e.g. start of run, error recovery,
calibration process), the controller sends a download command to the FE supervisors
(see figure 3.3). Then the FE supervisors fetch the data from the database and download
them into the FE electronics. It is possible to ask each FE supervisor to read back the
configuration from the electronics and send it back to the database. Then, if some
values are outside the limits, an alarm summarising the differences will be sent to the
controller.

3.3.2 Alarm handling

The alarm calculation is made inside the database and has been implemented in PL/SQL
(procedure language/standard query language). An alarm indicates that one or several
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Figure 3.2: Version registration mechanism

values read back from the FE electronics are outside of the range set in the database.
If an alarm is triggered for each wrong parameter value, then a general download will
lead to an alarm avalanche. To avoid this, the alarm is triggered only when all the
parameters have been read back. Once the FE supervisors have read back all the pa-
rameters, they set the state in the “download_state” table to “uploaded”. This triggers
(through an Oracle trigger mechanism) the verification of every parameter stored back
in the database versus its predefined range. From this check a summary alarm message
is formed. If only a few parameters are out of range, they are all mentioned in the mes-
sage, otherwise only some of them are mentioned as examples and the total number of
out-of-range parameters is given.

3.3.3 Access control

In order to keep the history of the data used for a configuration, versioning of the stored
parameters and a registration mechanism have been developed. The FE electronics pa-
rameters, and also calibration constants, may be calculated by some process, which is
independent of the SCADA. Before a configuration set can be used for a run, it should
be registered using the SCADA. Figure 3.2 describes this registration mechanism. The
user, or process, can create a new version of the parameters in the database. As long as
the version is not registered the parameter values can be modified. At registration time,
the SCADA logs the description of the new configuration and revokes the write permis-
sion on the registered configuration set. This write permission revocation is done using
the database fine grain access control provided by the Oracle package “dbms_rls”. It is
only from that time that the parameter of the new version can be used to configure the
FE electronics. In this way, all versions used for configuration will be kept unchanged
and can be consulted during data analysis.
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Figure 3.3: FE electronics configuration mechanism.

3.3.4 Database model

Each electronic device type is represented by a table. This table contains the device
parameters. In the example of the CMS Tracker described in section 3.2, the database
table named APV contains all the parameters of the APV readout chips: see figure 3.4.
A device can be part of a higher-level device (e.g. a chip is part of a board). Such
membership relationships are specified in the database by a standard relational database
"reference constraint" between the device and the subsystem. A "controlled by" rela-
tionship or any N-to-1 relationship is represented by such a constraint.

The parameter versions are managed by a specific table, typically called "version",
which contains the list of all available versions. A version is identified by two numbers:
the major and the minor version ids. The whole set of parameters of major versions
M.0, where M is the major version number and 0 the minor version number, is stored
in the database. On the other hand, for a minor version an incremental storage is done:
only parameters of version M.m, m > 0 which differs from version M.0 are stored. Data
access speed and storage space are optimised.
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The version table is composed of a minimum of five columns: one for the major
id, one for the minor id, one for the version creation date, one for the description and
one which specifies if the version has been registered. Each row of device type tables
contains the values of one device for a specific parameter version. The row includes
the version ids, which refer ("reference constraint") to the version table. Actually if a
device contains versioned parameters and version-independent parameters, the device
type table can be split into two tables: one for the versioned parameters and one for
the version independent parameters. Finally, in order to use the alarm mechanism, the
device type table must have a "device_type" column which specifies if the row contains
set values, the minimum allowed values, the maximum allowed values or the monitored
values. The "value_type" column and the version table are optional and are not needed
if alarming or versioning are not required.

3.3.5 Implementation

Code specific for the database has been implemented in PL/SQL as stored procedures.
A stored procedure is a subroutine whose code is stored in the database. It is executed
in the database. These subroutines can be organised, as it has been done in packages.
Use of stored procedures facilitates maintenance by keeping code dependent on data
structure together with the data. In addition it has some benefits on the performance.

It was originally decided that the FE electronics configuration was part of the DCS.
In this context the so called controller had to be developed using the tools of the DCS,
that is the PVSS II SCADA. In the future the responsibility for the FE electronics
configuration may be transfered to the Run Control, in which case the controller will
be implemented using the Run Control tools.

For the user interface, I have developed a set of PVSS II panels: for version cre-
ation, for version registration, for database browsing, etc. These panels can be used as
complex widgets. The database-browsing panel, called DBNav, is a generic user inter-
face for Oracle 8i databases. It is able to discover itself the structure of the database and
display it in a tree. These panels are based on two underlying PVSS II script libraries
which can be used directly to develop custom scripts or panels.

3.4 A Java interface for the PVSS II SCADA system

3.4.1 PVSS II C++ API

The SCADA PVSS II product provides an Application Programming Interface (API)
for C++ programming. This API gives full access to the PVSS II functionalities. Nev-
ertheless its usage is more difficult than the usual way to build PVSS II applications,
which uses the PVSS II C-like script language. In particular the necessity to call in a
loop a “dispatch” function makes the programming of PVSS II C++ application diffi-
cult. The Java API, which I will describe here, combines the flexibility of the C++ API
with the ease of use of the scripting language.

3.4.2 PVSSJava, a Java API for PVSS II

The alarm system described in 3.3.2 needs to access PVSS II from the Java program-
ming language. Furthermore, in the case of the Tracker, the FE supervisor had been
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implemented in Java. For this reasons a complete Java API for PVSS has been devel-
oped. This API is based on the PVSS C++ API and on the Java native interface, JNI.
The so called PVSSJava interface [66] is based on a Java library bundled with a shared
library. The shared library, written in the C++ language, is linked with the PVSS II
API libraries in order to access PVSS II. It has been provided for Linux and Windows
operating systems.

The PVSSJava interface offers two operating modes: a local mode and a server
mode. In the local mode, the user program is directly linked to the PVSS II API
libraries, which implies that the PVSS II API libraries must be installed on the machine
hosting this program. In the server mode, a JavaManager server runs as a PVSS II API
manager on a machine running PVSS II. Then clients, which are user applications,
can remotely access PVSS II via this server using RMI (Remote Method Invocation)1.
The client code is then no longer specific to an operating system and can be run on
any system supporting Java. The client can even run in a web browser as an Applet:
this gives a powerful way to build a web interface to a PVSS II system. The use of
RMI is transparent to the programmer; changing the access mode of an application
from “local” to “remote client” just requires to change one line of code, which actually
specifies the access type and the server location.

3.4.3 Usage of the PVSSJava interface

Most of the functionality of PVSS II is provided with the PVSSJava interface. The
missing ones are the multi-language support, which is of no use for LHC applications,
and the possibility to modify archived values (equivalent to the “dpSetTimed()” script
function). The PVSSJava interface allows us also to call Java code from PVSS and
for instance open a Java window from a PVSS II graphical user interface. Conversely
a PVSS II user interface window (called “PVSS panel”) can be opened from a Java
program, although this is not so recommended since this is based on undocumented
features of PVSS.

The PVSSJava interface has been used for the CMS FE electronics configuration
system, but also for other applications like the CERN Gamma Irradiation Facilities
(GIF) [67] in order to provide a web interface for the control system and for the LHC
Alarm SERvice project (LASER) [68] to connect PVSS II control systems to a Java
based alarm system.

3.5 Front-End electronics configuration system usage

3.5.1 Electronics-specific part

Two parts are specific to the front-end. The first part is the database content: typically
each device will have a table which will contain its parameters. A general database
scheme is given as a template. The other specific part is the FE supervisor. The FE
supervisor is the software that fetches the data from the database and downloads it to
the front-end electronics. It receives commands from the SCADA system. This part
needs to know how to access the specific front-electronics hardware. It can get the data
from the database using a standard interface like JDBC, as it has been done for the
Tracker (see next section) or with a more Oracle-specific interface like OCI or Pro*C
or in XML format (provided as standard by Oracle 8i). There is actually one part of

1RMI is a method to access Java applications remotely.
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the FE supervisor which is generic: the interface to PVSS. This generic part has been
developed as a library for C/C++ and Java.

3.5.2 CMS tracker front-end electronics and its parameters

The Tracker readout is based on custom chips called APV (stands for “Analogue Pipeline –
Voltage mode”). An APV embeds a preamplifier, a shaper, an analog memory, a decon-
volution filter (APSP) and a multiplexer for 128 channels. The memory consists of an
array of 128x160 capacitors. This memory will store the signal during the LV1 latency
(up to 3.2us as already mentioned). On the LV1 trigger, samples from the memory pass
through the APSP filter. The 128 channel output is multiplexed to 1 output channel.
The level of the 128 consecutive samples corresponds to the peak amplitude of either
the amplifier output signal or APSP filter output depending on the operation mode: the
former is called “peak mode”, the latter is called “deconvolution mode” [69]. Outputs
of the APVs are multiplexed 2 by 2: the 128 samples of each of the 2 APVs are inter-
leaved in order to give a signal with 256 samples. This multiplexing is done by a chip
called the APVMUX. Parameters of the APV and APVMUX can be changed online.
Examples of APV parameters are:

• the latency, which corresponds to the LV1 latency

• the amplifier parameters

• the APSP filter parameters (in principle two capacitances)

The Tracker FE has in its final design about 80,000 APV readout chips of which each
has about 20 parameters. Therefore each version of parameters will contain several
Mbytes. With the expected number of versions we arrive at the order of GBytes. The
Tracker is organised in modules. Each module has 2 to 6 APVs, 1 PLL chip and
1 channel multiplexer APVMUX. Chips, called CCUs, control the APVs. CCUs[5]
communicate through a Token Ring controlled by a FEC[4] board. In the current pro-
totypes the FECs are PCI cards hosted in a PC, finally they should be VME cards. The
FE supervisor described above has been called in the specific case of the Tracker FEC
supervisor. Figure 3.5 shows the control system of the tracker FE electronics with each
of its components. Because they are put in chain, the control modules will receive the
trigger signal at different times: see the signal propagation time. In addition to the APV
latency, which can be set with 50ns granularity, each PLL has a delay which allows us
to set the read out latency with a finer granularity. Therefore the difference between
the timestamp of the data read out of an APV and the time of a LV1 trigger depends on
two parameters:

• the APV latency, which is the delay of the APV pipeline (see section 2.9)

• the PLL delay

The quality of the detector signal depends obviously on these two parameters: they
set the position of the time window, in which the signal is read out. Figure 3.6 shows
an example of “delay curves”, which represents the ADC count (average in the reading
window) versus the read out delay setting. These curves are used to calibrate the latency
and the PLL delay. The two curves correspond to two of the six detector modules which
were installed in the beam. The effect of an APV latency shift from its optimal value
is shown in figure 3.7. In this figure the signal over noise ratio (S/N) distribution is
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51



-20

0

20

40

60

80

40 60 80 100 120
delay (ns)

A
ve

ra
ge

 c
ou

nt
s 

in
 w

in
do

w

-20

0

20

40

60

80

40 60 80 100 120
delay (ns)

A
ve

ra
ge

 c
ou

nt
s 

in
 w

in
do

w

Figure 3.6: Delay curves for two modules plotted during the October 2001 beam test.

represented. The S/N is lower for a −50ns shift (right plot) than for a +50ns shift
(centre plot) because of the asymmetry of the delay curve (see figure 3.6, Det. 3).

3.5.3 FEC supervisor

Java DataBase Connectivity (JDBC) was used to access the database. The choice of
JDBC was mainly based on the ease of use of this interface.

3.5.4 Database structure

The hierarchy of all FE electronics is shown in figure 3.8. This hierarchy is reflected
in the database through "reference constraints" (see section 3.2). For each item in
figure 3.8 a table is defined in the database. The setup has been used successfully in
the tracker beam test which took place at CERN in October 2001. Figure 3.9 shows
the FE configuration in the context of DCS. During this beam test, PVSS II was also
controlling a HV power supply and was monitoring the humidity and the temperature
around the detector. A PLC was used to interlock the high voltage depending on the
detector temperature. In case of interlock, the PLC was notifying PVSS II in order
to generate an alarm. An electronics logbook using an Oracle database with a user
interface in PVSS II and a web interface was also been developed for this beam test.
Finally a communication between the DAQ and SCADA was implemented in order to
synchronise them.
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Figure 3.9: Tracker DCS overview. The supervision of the DCS is made by a PC
running PVSS II (“SCADA” box), which provides also the user interface. The FE
chips are controlled and monitored through the FEC, which is a PCI card plugged into
a PC running Linux (“FE supervisor” box). The FE configuration is stored in an Oracle
DB managed by a PC running Linux (“DB” box).

3.6 CMS Tracker beam test DCS and run control

The integration of the FE electronics configuration system with DCS was tested at the
CMS tracker beam test. The control was based on the tools foreseen for the final CMS
DCS.

3.6.1 Tracker DCS overview

In addition to the control of FE electronics, the Tracker beam test required other fea-
tures:

• High-Voltage used for detector bias

• Temperature alarm

• Humidity monitoring

3.6.2 Controls of High-Voltage power supply

OPC (Object Linking and Embedding for Process Controls) has become a de facto
standard to interface control system software to control hardware like PLCs. By defin-
ing an interface, based on client-server paradigm, prevents the need of a specific driver
for each software/hardware combination. Indeed hardware products need only to be
delivered with an OPC driver, called an OPC server and then can be controlled by any
software compliant with OPC. OPC is based on the Microsoft Distributed Component
Object Model (DCOM) and thus is mainly dedicated to Windows platforms.
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The bias HV is provided by a CAEN power supply SY127, connected via propri-
etary CAENET protocol to an ISA card (CAEN A303A) plugged into a DCS super-
vision PC. At that time, a CAEN OPC server was not yet available for the old SY127
power supply. A custom OPC server, which I developed, was used to interface the
power supply to the SCADA. The user interface for the power supply control was
made using PVSS SCADA features.

3.6.3 Temperature alarm

To limit radiation damage, the CMS silicon microstrip tracker must be kept at −10oC
during running. When not operated, the temperature can go up above zero for short
periods during maintenance. Therefore the tracker will be equipped with numerous
temperature sensors for monitoring purposes. Some of these sensors will be used for
raising alarms and taking automatic actions (e.g. electronics power-off) in case of a
cooling problem. As a system test, a temperature alarm and interlock system was
used for the beam test. This system uses a programmable controller NETMASTER
from Elsist based on a Dallas TINI module. The TINI module contains a Java virtual
machine and the controller can be programed in Java. It has an Ethernet connection
which is used for the communication. A Pt 100 sensor is read and monitored by the
controller. The alarm decision is taken by the controller and sent to a client running
on a PC via the Ethernet connection and using the TCP/IP protocol. The client/PVSS
connection was implemented using the PVSSJava interface.

3.6.4 Humidity monitoring

Humidity monitoring was done by legacy software implemented in C language, which
wrote the humidity data into files. An existing web server based on a Java servlet gave
access to the data stored in the files. This servlet provided the display of the humidity
versus time. An interface to the SCADA system based on a PVSS C++ API interface
was developed in order to transfer humidity measurements into the SCADA online.
This interface, called HummidPVSS, was implemented as a library to link to the legal
C application. The modification made to the legacy software code is reduced to the
insertion of one call to the new library. This library has been designed such that it is ro-
bust against PVSS connection lost and it reconnects automatically. If PVSS connection
is not available, the humidity read program can still be started, the connection to PVSS
being automatically established as soon it is available. PVSS panels with humidity
trending plots were also developed.

3.6.5 Run controls

Although the final CMS Run Controls (RC) will not be implemented using PVSS, for
practical reasons the run control of the beam test setup, I implemented, was developed
using the same software tools as the DCS. The communication with the DAQ control
was implemented using the Distributed Information Management System (DIM) [70,
71], a robust and easy to use network transparent inter-process communication system
which was used in the DELPHI and BaBar experiments. It will also be used for the
LHC experiments.

Figure 3.10 shows the RC panel. It allows the selection of the run type: physics or
calibration, and the versions of the FE electronics configuration to be used. Some DAQ
options are also set via the RC interface:
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• the maximum number of events per spill

• the number of events after which the run must be stopped (also possible on user
request)

• if the data must be saved on disk

Each run is logged into a Oracle database with the version of the electronics configura-
tion used, the type of run, a description entered by the user at run start-up and the start
and stop time.

When the user starts a run from the RC interface:

• he is requested to enter a run description

• the electronics configuration is downloaded: the RC sends a request to the FEC
supervisor and waits for the successful completion (or failure) of the download-
ing

• the run number, run type, run description, electronics configuration number and
date is entered in Oracle DB

• a run start request is sent to the DAQ control with the type of run and the run
number. The run number is generated by the RC

During the run, the DAQ sends regularly the event count to the RC for display purposes.
After a user request to stop the run:

• a stop request is sent to the DAQ control

• the time stamp of the run end is written into the Oracle DB

It is possible to suspend the run: clicking on “Pause” sends a suspend request to the
DAQ control. The run could then be resumed on user request.

Conclusion

A general FE electronics configuration system was designed. It was tested with great
success during a Tracker beam test. The database designed, with the versioning mech-
anism, has also been adapted to the ECAL electronics configuration. The FE config-
uration system was integrated with the DCS framework in such a way that the user
had a homogeneous interface to the DCS, whether he was controlling a high voltage
power supply or configuring the FE electronics. Nevertheless the dependence on the
DCS tools is limited and adapting the system for another environment, such as the run
control one, can be done with a minimal effort.

The FE electronics configuration is a key part of the detector read-out chain. This
read-out will deliver the data, which will certainly lead to the discovery of the Higgs
particle.
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Figure 3.10: Test beam run control panel
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Chapter 4

4 b-jet final state MSSM Higgs
boson channel

4.1 Introduction

4.1.1 Higgs boson production cross section at LHC

At the LHC pp collider, the standard model Higgs boson is mainly produced in the
gluon fusion channel, pp → gg → H. The Feynman diagrams contributing at leading
order to this process are [38, 72]:

t,B, q̃
H

g

g

This is still the main Higgs boson production process in the MSSM for low tanβ
values. However, the production associated with two b quarks of the pseudo-scalar
Higgs boson A and the heaviest Higgs boson H, pp → gg → A/H bb̄ (see figure 4.1) ,
are enhanced by a factor (tanβ)2 for A and (cosβ)−2 for H: table 1.3 shows the Higgs
boson coupling with heavy quark pairs with their dependence on tanβ. Therefore for
tanβ & 10, these Higgs bosons are mainly produced in association with two b quarks.
In this study radiative corrections to the Yukawa coupling will not be taken into ac-
count. These corrections depend on many SUSY parameters: mb̃1

,mb̃2
,m g̃,mt̃1 ,mt̃2 ,µ.

For a detailed description of these corrections see [73].
Figure 4.2 and 4.3 show the production cross section for two values of tanβ, for the

two CP-even states h and H and for the pseudoscalar A. It can be seen on these figures
that at tanβ = 1.5 gluon fusion is the dominant Higgs boson production process, while
at tanβ = 30 it is the process associated with 2 b-jets.
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Figure 4.1: Feynman diagrams contributing at tree level to MSSM Higgs boson pro-
duction associated with 2 b-jets.
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However, the leading order calculation of gg→ H/Abb̄ is heavily dependent on the
scale choice, which means that the uncertainties on this cross-section are quite large.
This behaviour is due to a term in log

mH/A
mb

appearing from the exchange of a virtual

b-quark. Considering the process bb̄ → H and using b distribution functions with a
proper treatment of double counting circumvents this problem [74–77]: the logarithm
terms are intrinsically resumed in the heavy quark distribution function. Nevertheless
this calculation requires an approximation on the kinematics: b quarks are assumed
to be massless and to travel predominantly in forward and backward direction. This
approximation can lead to an overestimate of the cross-section [78]. In this study we
will use the cross-sections from the leading order full gg→ H/Abb̄ process calculation
computed with hqq program [38, 78, 79] with Yukawa coupling evaluated at b pole
mass.

3.2.5. Cross sections for Higgs boson production at the LHC

Previous studies of MSSM Higgs boson production at the LHC [113] were based on low-
est-order cross sections or included a part of the QCD corrections. We have updated these
analyses by including all known QCD corrections to the production processes and the two-
loop corrections to the MSSM Higgs sector, thus rendering the results more accurate and
reliable than in the previous studies.

The cross sections of the various MSSM Higgs production mechanisms at the LHC are
shown in Figs. 54a±±d for two representative values of tan b� 1:5; 30 as a function of the
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Figure 4.2: Lighter (h) and heavier (H) CP-even MSSM Higgs boson production cross
section at LHC [40]. Cross sections are shown for two different tanβ values.

corresponding Higgs mass. The total c.m. energy has been chosen as
��
s

p � 14 TeV, the
CTEQ4M parton densities have been adopted with as�MZ� � 0:116, and the top and bot-
tom masses have been set to Mt � 175 GeV and Mb � 5 GeV. For the Higgs bremsstrah-
lung off t; b quarks, pp ! FQ �Q� X, we have used the leading order CTEQ4L parton
densities, because the NLO QCD corrections are unknown. Thus the consistent evaluation
of this cross section requires LO parton densities and strong coupling. The latter is normal-
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Figure 54: Neutral MSSM Higgs production cross sections at the LHC [
��
s

p � 14 TeV] for
gluon fusion gg ! F, vector-boson fusion qq ! qqVV ! qqh=qqH, vector-boson brems-
strahlung q�q ! V* ! hV=HV and the associated production gg; q�q ! Fb�b=Ft�t including
all known QCD corrections. (a) h;H production for tan b� 1:5, (b) h;H production for
tan b� 30, (c) A production for tan b� 1:5, (d) A production for tan b� 30.
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strahlung q�q ! V* ! hV=HV and the associated production gg; q�q ! Fb�b=Ft�t including
all known QCD corrections. (a) h;H production for tan b� 1:5, (b) h;H production for
tan b� 30, (c) A production for tan b� 1:5, (d) A production for tan b� 30.

Figure 4.3: pseudo-scalar MSSM Higgs boson cross-section at LHC [40]. Cross-
section are shown for two different tanβ.

4.1.2 MSSM Higgs boson decay

Figure 4.4 shows the branching ratio of the various decay channels of H and A in no
stop mixing scenario for high tanβ (tanβ = 40). If the mass threshold for decays into
neutralinos is not yet reached then ∼ 90% of the H/A Higgs bosons decay into a bb̄
pair.

61



�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������

�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������

0 200 400 500 700600300 800 1000

10−1

10−2

10−3

10−4

10−5

1

A mass (GeV) �������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������

�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������
�������������������������������������������������������������������������

10−1

10−3

10−4

10−5
300 400 500 600 700 10008002000

1

10−2

(GeV)H mass

Figure 4.4: A/H MSSM Higgs boson decay branching ratios [80, 81].
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Once the mass threshold has been passed, the decay to neutralinos can be important
and the bb̄ branching ratio is decreasing [82]. Figure 4.5 compares the bb̄ decay branch-
ing ratio for a moderate neutralino mass (with higgsino parameter m2 = 200GeV ) and
for a high neutralino mass (with higgsino parameter m2 = 1000GeV).

In this study we will consider the maximal mixing scenario with µ = M2 = 1000
and MSUSY = M g̃= MQ = MU = MD = 1TeV, as in [32], avoiding this way decays in
gauginos.

In this section, we propose to study the A/H Higgs boson channel with the Higgs
boson produced with two associated b-jets and the Higgs boson decaying in 2 b-jets,
that is with a final state made of 4 b-jets. In the studied (mA, tanβ) region A and H
Higgs boson have almost the same mass and the two masses cannot be distinguished.

4.2 Simulation tools and analysis methods

4.2.1 CMS detector simulation

In this study, the CMS detector response will be simulated with the “fast simulation”
package CMSJET [83]. CMSJET simulation is parametrised according to the full CMS
simulation (CMSIM [84]) itself based on Geant [85]. Simulation of the electromagnetic
and hadron calorimeters (for jet reconstruction) and of the tracker (for track impact
parameters used in b-tagging) are used.

The details of the detector response parametrisation can be found in [83].

4.2.2 Jet reconstruction

The modified UA1 jet-finder algorithm implemented in CMSJET [83,86,87] is used to
reconstruct the jets.

• Calorimeter cells with a transverse energy deposit above a threshold E calo threshold
t

depending on the calorimeter (HCAL, ECAL or HE) and muons above a thresh-
old Emuon threshold

t are used as seeds. For muons, the energy obtained from the
generation is used, muon chambers are not simulated. A hit will be defined as a
calorimeter cell where some energy has been deposited.

• These seeds are ordered according to decreasing Et .

• Preclusters of seeds are built the following way: at start up there is no precluster.
The seed list is scanned starting from the first element, if the seed is inside one
or several precluster cones, then it is assigned to every one of these preclusters1,
otherwise a new precluster is formed and this seed is assigned to it. The energy-
momentum four-vector of the precluster is the sum of the energy-momentum
four-vectors of the seeds which were assigned to it; it is updated each time a
hit is assigned to the precluster. The precluster cone is defined as the set of
momenta P such that ∆R =

√

∆ϕ2 +∆η2 ≤ ∆R jet reconstruction , where ∆ϕ is the
angle in the transverse plane between P and the precluster momentum and ∆η is
the pseudo-rapidity difference between the P and the precluster momentum.

1Actually a hit can be assigned to a maximum of 3 preclusters, if it is inside to more than 3 preclusters,
then it is assigned in priority to precluster built in first.
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Parameter value

EECALthreshold
t 0.5GeV

EHCALthreshold
t 1.0GeV

EV FCALthreshold
t 1.0GeV

Emuonthreshold
t

a 0

E preclusterthreshold
t 5.0GeV

∆R jet reconstruction 0.4
αoverlap 75%

aMuon chambers are not simulated, momentum from generation is taken as such from generation.

Table 4.1: Jet finding algorithm parameters.

• Hits which were not selected as seeds but are inside one or several preclusters
are assigned to them (still to a maximum of 3 preclusters) in order to form the
clusters.

• Clusters with transverse energy below a threshold, E precluster threshold
t , are dis-

carded.

• Overlapping clusters are merged if they share more than αoverlap of the transverse
momentum of one of the precluster, otherwise they are split.

The values for the jet finding algorithm parameters which were used are listed in
table 4.1.

4.2.3 Jet energy correction

CMSJET does not calibrate jets. Therefore the reconstructed jet energy distribution
is shifted toward lower values: energy deposited outside the reconstruction cone is
systematically discarded.

To recover from this jet energy bias, a scale factor depending on the measured jet
energy and pseudo-rapidity can been applied to the jet four-momentum absolute values.

This scale factor has been parametrised with a polynomial in 10 different |η| bins
in the|η| ∈ [0,2.5] range. Jets outside of this pseudo-rapidity range will be used only
to select events and a bias on their energies is not penalising.

A simulation of the signal (A/Hb̄b → b̄bb̄b), for mA = 600GeV , with initial and
final state radiation switched off were used to calculate the scale factors, C(E,η). With
real data, jet energy calibration will be done with events like γ-jet, Z0-jet and top decay
exploiting the W boson and top masses [61]. The C(E,η) factor was defined as the
ratio of the mean value of the parton energy over the mean value of the reconstructed jet
energy. C(E,η) versus E obtained from this simulation has been fitted by a polynomial
Pη(E) in each η bin for E ∈ [50,500GeV ]. C(E,η) is then defined as:

C(E,η) = Pη(50GeV ) for E ≤ 50GeV
C(E,η) = Pη(E) for E ∈ [50,500GeV ]
C(E,η) = Pη(500GeV) for E ≥ 500GeV
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4.2.4 Identifying bottom jets

Identifying b-jets among jets of other flavors is called b-tagging. This is done by ex-
ploiting the relatively long lifetime of the bottom hadrons: at rest the mean lifetime is
about 1.5 ·10−12s, i.e. c ·τ ' 0.5mm [88], see table 4.2. A b-particle with a momentum
|~p| = 100GeV will flight on average about 0.9cm in the lab frame. This means that
two vertices can be distinguished: the first one being where the b-particle has been
produced, that is the collision vertex, the second one being where the b-particle has
decayed.

particle
mean lifetime at

rest
(τ in ps)

c · τ at rest
(mm)

mean decay length
for a particle with a

momentum
p = 100GeV

(mm)
B+ 1.674±0.018 0.502 9.51
B0 1.542±0.016 0.462 8.75
B0

s 1.461±0.057 0.438 8.16
Λ0

b 1.229±0.080 0.368 6.54
B+/B0/B0

s/b−
baryon/CP con jugates

admixture at high
energy (LEP, Tevatron,

Spp̄S)

1.564±0.014 0.474
∼ 8.8 (assumes an
average mass of

5.4GeV )

Table 4.2: mean lifetimes and decay lengths of b mesons and baryons [88].

The long lifetime of the bottom particles can be exploited to identify b-jets.
To b-tag a jet, we must look at the tracks it is made of and identify if they are

coming from a bottom particle decay. The impact parameter can be used as a criterion
to identify a track as coming from a bottom particle decay. As shown in figure 4.6
the 3-D impact parameter of a track is the shortest distance of the primary vertex to
the reconstructed track. Tracks coming from the primary vertex will have an impact
parameter within the detector resolution, while tracks from a bottom particle decay
will have a significant non-zero impact parameter. A sign can be defined for the impact
parameter. If the point of the track closest to the primary vertex is in front (resp.
behind) of the latter relative to the jet direction, then a positive (resp. negative) sign
is assigned to the impact parameter. As the measurement resolution of the impact
parameter depends strongly on the momentum, a better criterion to identify a track as
coming from the decay of a bottom particle is the impact parameter significance. The
impact parameter significance, denoted σ(ip), is defined as the ratio of the measured
impact parameter by its measurement error. There are two different ways to use this
impact parameter significance criterion:

• a threshold can be applied on the impact parameter significance: track with an
impact parameter significance above this threshold are assigned as b-tracks, the
others as non-b-tracks [89].

• or a probability to come from the decay of a bottom particle, called b-probability,
can be assigned to each track according to the value of their impact parameter.
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In the former case, a jet is tagged as a bottom jet if it contains at least a certain number
(typically 2 or 3) of b-tracks. This method is called track counting method. In the latter
case the probability that the jet is a b-jet can be derived from the b-probabilities of the
individual tracks. The jet is then tagged as a b-jet if its b-probability is greater than a
given value.

The impact parameter can be also defined as the z-component (longitudinal) of the
3-D impact parameter, or as the projection of the 3-D impact parameter in the xy-plane
(transverse impact parameter). The transverse impact parameter has the advantage of
not requiring the reconstruction of the primary vertex and it is not affected by event
pile-up.

Jets can also be tagged by reconstructing the secondary vertex.

reconstructed track

pp PV

−  

−  
−  

0

B +   

π

−  
ip(K )

K
K

γ

D

γ

Figure 4.6: impact parameter. The distance ip(K−) is the impact parameter of the K−

track.
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Figure 4.7: b-tagging performance of CMS at low luminosity. b-tagging efficiency
versus u-mistagging is plotted for different transverse energy and different pseudo-
rapidity regions. xy and 3-D b-tagging are compared on the right plot [61].

To evaluate the tagging quality we define two quantities:

• the b-tagging efficiency, εb: the probability to tag a real b-jet as a b-jet. The
estimator of this quantity is:

ε̂b =
number of tagged real-b jets

number of real-b jets
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Trigger 95% efficiency value threshold on measured Et

single jet 177 GeV 135 GeV
three-jet 86 GeV 104 GeV
four-jet 70 GeV 85 GeV

Table 4.3: Jet LV1 trigger Et thresholds [61].

• the mistagging probability, εnon−b: the probability to tag a non-b-jet as a b-jet.
The estimator of this quantity is:

ε̂non−b =
number of tagged non-b jets

number of non-b jets

It can be convenient to distinguish:

• the u-mistagging probability, εu: the probability to tag a u-jet as a b-jet

• the c-mistagging probability, εc: the probability to tag a c-jet as a b-jet

Indeed the latter is much higher to the former due to the lifetime of charm hadrons.
Figure 4.7 shows the tagging performance of CMS detector calculated from a full

detector response simulation. In principle if 1% of u-mistagging probability is toler-
ated, the tagging efficiency averaged over the full detector acceptance is better than
58% using a xy impact parameter b-tagging (see left plot). However we can see on
the right plot that b-tagging is worse in forward region of the detector than in central
region. The right plot shows also that by using 3-D impact parameter instead of 2-D
one gains 10% of efficiency. A 2D b-tagging can be performed already by the High
Level Trigger.

4.2.5 Inclusive b-trigger simulation

The four-b final state MSSM A/H Higgs boson channel can be triggered at level one by
the jet trigger, mainly by the single jet trigger. The foreseen CMS LV1 trigger thresh-
olds are shown in table 4.3. The LV1 trigger jet thresholds are defined by their 95%
efficiency values, E95%

t . This value means that for a n-jet trigger, the LV1 threshold on
measured Et of the nth-highest-Et jet will be set such that 95% of the events containing
n jets with a transverse energy Egen

t greater than E95%
t will pass the trigger. The jet defi-

nition used to calculate Egen
t is defined, at generation level, as the set of particles inside

a cone of size ∆R = 0.5. The measured Et thresholds corresponds to the transverse en-
ergy values of jets reconstructed after full simulation of the detector response and after
a scale calibration. This jet calibration, which is described in [61], consists of scaling
the jet four-momentum norm according to its transverse energy and pseudo-rapidity by
a factor Egen

t /Emeasured
t .

B-tagging at HLT is required for this four-b channel. The Data acquisition and
high-level trigger TDR [61] proposes for HLT inclusive b-jet trigger:

• at least one jet tagged as follow,

• for jets with Et < 80GeV , 2 tracks with 2-D impact parameter significance
(see 4.4.3) σ(ip) > 1.5
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• for jets with 80 < Et < 150GeV , 2 tracks with 2-D impact parameter significance
σ(ip) > 2.0

• for jets with Et > 150GeV , 2 tracks with 2-D impact parameter significance
σ(ip) > 2.5

To meet the bandwidth constraints, the HLT will require an additional Et cut on the
leading jets. A 5Hz rate can be obtained by applying a cut of 160GeV on the measured
Et of the 2nd highest-Et jet [61]. The other 5Hz stream menu proposed in [61] with a
cut at 237GeV on the measured Et of the highest Et jet will not be considered. It should
be noted here that such a single jet cut would be rather penalising for this channel for
Higgs boson masses below ∼ 500GeV .

The trigger has been included in the simulation by using the impact parameter
significance given by the FATSIM [90] part of CMSJET and using the Et obtained
from CMSJET as “measured” Et . The LV1 trigger with single jet, three jets and four
jets were included. For HLT the impact parameter trigger has been implemented using
the three Et regions and the threshold on the second highest-Et jet was applied. Trigger
simulations must be a bit pessimistic because the threshold on measured Et of the LV1
and HLT are given for calibrated jets and they were applied on uncalibrated ones. The
trigger efficiency will be discussed in 4.4.4.

4.3 Event reconstruction

4.3.1 Signal topology

In this study the signal was generated with Pythia 6.203 [91] using the gg → Hbb̄
process.

Figure 4.8 shows the topology of a typical event for a Higgs boson mass, mA =
600GeV : transverse momenta pt of the four partons are plotted versus the angle in the
transverse plane ϕ and the pseudo-rapidity η. This plot is done at parton level with final
and initial state radiation turned off. In this event the two back-to-back (∆ϕ = 3.23)
high-pt jets are coming from the Higgs boson decay, the two soft ones from the Higgs
boson production bb̄H.

Looking at the distribution of the ∆ϕ angle in the transverse plane between the two
partons produced in the Higgs boson decay, it can be seen that for most of the events
the two partons are back-to-back: the most probable ∆ϕ angle value is 3.10± 0.03.
However the angular distribution is rather broad: for 50% of the events this angle is
less than 2.9. This distribution is wide because —in spite of the Higgs boson mass—
there is enough energy to give transverse momentum to the Higgs boson. This can be
seen on the pt distribution of the produced Higgs boson in figure 4.9.

Because its decay bb̄ products are light compared to the Higgs boson mass, they
are expected to have a large momentum and this is confirmed by their pt distribution
shown in figure 4.11 (a).

On the other hand the two other b-jets being produced together with a heavy par-
ticle, should be soft (that is with a relatively low transverse momentum in the c.m.).
This is verified on their pt distribution shown in figure 4.11 (b).

Figures 4.12 and 4.13 show the corresponding jet transverse momentum distribu-
tions after detector response simulation. To identify which jets are coming from Higgs
boson decay and which ones are coming from Higgs boson production, the jets have
been matched with the partons the following way (subroutine QJMAT of CMSJET):
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• the algorithm loops over the jet list (pt ordered) starting from the highest-pt one

• if a b-quark is inside the cone
√

∆ϕ2 +∆η2 ≤ 0.4 around the jet axis, then the
jet is marked as a b-jet and is matched with this quark. If there are several such
b−quark then the highest-pt one is selected

• if there is no such b-quark then the jet is matched with the highest-energy quark
inside the cone

Once a jet has been matched with a b-quark, then the generator particle history listing
(PYLIST) is consulted to find out the origin of the quark. The shown histograms cor-
responds to 105 generated events and are rescaled to represent te expected number of
events with 60 f b−1. Only events whose four b-jets (from Higgs boson production and
decay) have been reconstructed with the jet algorithm within the detector acceptance,
have been retained: without final and initial state radiation 37% of events would have
their four jets reconstructed with the jet algorithm within the detector acceptance, but
with final and initial state radiation this rate falls down to 29%.

The distributions of the parton transverse momentum for the same events is also
shown (in dashed line) in figures 4.12 and 4.13 .

Concerning the pseudorapidity distributions, the soft jets should be rather affected
by the collision boost and therefore have a wide-spread pseudorapidity distribution:
the distribution obtained from the generations presented in figure 4.14(b) shows that
the most probable value of |η| is 2.35 and that 50% of the events have one of the jets
coming from the Higgs boson production with |η| ≥ 2.4. Conversely, the jets from the
Higgs boson decay should be less affected by the longitudinal boost and therefore be
more central (that is a narrower distribution centred on η = 0). Figure 4.14(a) shows the
pseudo-rapidity distribution for these jets: the distribution is centred at 0, as expected,
with a variance of 1.28, 95% of the events have at least one jet produced in the Higgs
boson decay with |η| ≤ 2.4, i.e. within the pseudo-rapidity region where impact pa-
rameters, needed for b-tagging, can be measured with the tracker. Figure 4.15 and 4.16
show the same distributions but after detector response simulation and jet reconstruc-
tion (solid line plots). The pseudo-rapidity distribution of the Higgs boson decay jets
is barely affected by the detector response and the initial and final state radiation: see
figure 4.15. The distribution of the b-jets associated to Higgs boson production is cut
by the detector acceptance. The two peaks cannot anymore be distinguished, this shape
change is due to the missing events, those which do not have their four jets detected
by the calorimeters: figure 4.16 shows the jet pseudo-rapidity distribution. The parton
pseudo-rapidity distribution for the same events is superposed onto the plot (in dashed
line).
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Figure 4.13: Transverse momentum distribution of the jets associated to the Higgs
boson production obtained in bb̄H/A final states with the detector simulation for
mA = 600GeV . Dashed curves correspond to the pt distribution of the matched par-
tons. The distributions include the 2 jets without distinction. Scale and missing-Et (see
section 4.3.3) correction have been applied on the jets.
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Figure 4.15: Pseudo-rapidity of the jets produced in the A/H → bb̄ decay obtained
with the detector simulation. Fluctuations around η = 3 correspond to the transition
between HE and HF calorimeters. Dashed curves correspond to the η distribution of
the matched partons. Jet η distributions have been fitted within η ∈ [−2.8,2.8] and are
thus limited to a region covered by HB and HE. mA = 600GeV . Scale and missing-Et

(see section 4.3.3) correction have been applied on the jets.
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Figure 4.16: Pseudo-rapidity of the jets associated to the Higgs boson production ob-
tained with the detector simulation. Dashed curves correspond to the η distribution
of the matched partons. The distributions include the 2 jets without distinction. Fluc-
tuation around η = 3 corresponds to the transition between HE and HF calorimeters.
mA = 600GeV . Scale and missing-Et (see section 4.3.3) correction have been applied
on the jets.
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Figure 4.17: Jet resolution for the jets produced in the Higgs boson→ bb̄ decay with
jet correction described in section 4.2.3. In dashed line, without initial and final state
radiation, in solid line with them. mA = 600GeV

4.3.2 Jet resolution

Figure 4.17 shows the jet energy resolution for the two jets coming from Higgs boson
decay. The jet energy resolution is defined as:

jet energy−quark energy
quark energy

Same plots are shown in figure 4.18 without the jet correction.

4.3.3 Higgs boson mass reconstruction

The criterion for signal presence in this study will be based on the distribution of the
reconstructed Higgs boson mass. The reconstructed Higgs boson mass is the invariant
mass of the two jets, which are believed to come from the Higgs particle decay. The
signal significance, S/

√
B will be calculated in the mass window which maximises this

ratio. We will consider in this section Higgs bosons with a mass mA = 600GeV .
The reconstructed mass distributions before any cut and correction is compared to

the real Higgs boson mass distribution (due to natural width and generated with Pythia)
in figure 4.19. The natural width (FWHM of a Breit-Wigner distribution) —obtained
from the fit shown in figure 4.19(a)— is 19.1GeV . A Gaussian with the same FWHM
would have a variance σ = 19.1/2.355 = 8.11. On the other hand, after the detector
response simulation, with the initial and final state radiation included and before any
cut and correction, the FWHM of the reconstructed mass is 212±25GeV . This width
comes from:

• detector resolution
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Figure 4.18: Jet resolution for the jets produced in Higgs boson decay without jet
correction described in 4.2.3. In dashed line, without initial and final state radiation, in
solid line with them. mA = 600GeV

• initial and final state radiations as already shown in figure 4.19(b)

• semi-leptonic decays of b’s, escaping ν’s diminishing systematically the measur-
able jet Et

When the selection cuts described in section 4.4 are applied then the mass resolution
is improved: the low-mass tail is cut by the transverse momentum cuts. Figure 4.20
show the mass resolution after the cuts. Because without jet correction the jet energies
are lower, the pt used to plot the mass distribution without jet correction are lower
than the one given in section 4.4: 180GeV instead of 200GeV on the second highest
pt -jet. This cut value have been optimised to get the best statistical significance when
no jet correction is applied. The mass resolution is 10.23% and the mass mean is
530.7GeV . The mass distribution have been fitted by a sum of three Gaussians. The
Gaussian containing the upper mass tail have been discarded and the mass mean has
been defined as the mean of the distribution composed of the two remaining Gaussians.
The resolution is defined as the RMS of this distribution divided by its mean. When jet
corrections are applied (see figure 4.21) the mass mean is getting closer to the 600GeV
Higgs boson mass: 571GeV has been obtained. The mass resolution is also improved.

Missing energy, due to semileptonic decays of bottom particles contributes also to
the reconstructed mass width. Figure 4.23 shows the contribution to the mass resolution
of events with different missing energy; by comparing the four histograms of this figure
one see that the distribution of the reconstructed Higgs boson mass is shifting toward
lower values when the missing energy is increasing. Therefore, events with missing
energy contributes to the lower tail of the reconstructed Higgs boson mass. It must
be noted that for the plots of figure 4.23 the missing transverse momentum cuts are
applied on the generated values and not on the measured ones. A simple correction is
applied to recover from this resolution loss when the missing energy is mainly due to
the semileptonic decay of a single b:
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Figure 4.19: Higgs boson mass distribution. The distribution of figure a is fitted with a
Breit-Wigner functions: P1

P3
(X−P2)2+(P3/2)2 . Except the requirement to have at least four

jet, no cut is applied. No jet correction is applied.

• if the ∆ϕ angle in (x,y)-plane between the missing energy and a b-jet is less than
∆ϕcut

miss = 0.9 then the following correction is applied

• the projection on the jet direction of the transverse missing momentum is added
to the jet transverse momentum, we get pcorr

t .

• the jet momentum is scaled up in order that its transverse momentum is equal to
pcorr

t . We get pcorr = p · pcorr
t
pt

.

The correction is only applied if the measured missing energy is greater than 30GeV .
Indeed below this value the missing energy resolution is too poor to apply the correc-
tion. Figure 4.22 shows the reconstructed Higgs boson mass after the missing energy
correction: this correction improves the mass resolution from 9.79% to 8.67%. The
mass mean goes to 601GeV .

The reconstructed mass distribution contains still a tail toward high-masses, which
is explained by combinatorial background, that is, by a bad choice of the 2 jets to
reconstruct the mass. It is hard to improve this jet selection without introducing a
bias, which will increase the number of background events whose reconstructed mass
is close to the Higgs boson mass.

In summary the jet correction applied improves the mass resolution from 10.23% to
8.67%, and recentres the mass distribution peak to about the input Higgs boson mass.

4.4 Selection and triggering

4.4.1 Channel signature

Because of the high mass of the Higgs boson and low mass (compared to the Higgs
boson) of the b quarks, the b-jets associated to its production will be soft, and for the
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same reason, the products of the Higgs boson decay will be hard. The signature of the
process is:

2 soft b-jets + 2 hard b-jets,

the 2 hard jets coming from the Higgs boson decay and the 2 soft jets coming from
the associated Higgs boson production mechanism pp → bb̄H/A. The kinematics will
be treated in more details in section 4.4.3.

4.4.2 Generation of backgrounds

Backgrounds come mainly from QCD events. Events with four real-b jets will be clas-
sified as “irreducible”. Other backgrounds are events with less than four b-jets but with
some jets mistagged as b-jets. Backgrounds have been generated with Pythia 6.203 [91]
in shower approximation from the 2 → 2 processes:

• qiq j → qiq j

• qiq̄i → qkq̄k

• qiq̄i → gg

• qig → qig

• gg → qkq̄k

• gg → gg

i, j,k indexes denoting the quark flavour. Irreducible backgrounds and reducible
backgrounds were produced together including any QCD multijet background with a
least four jets of any flavour.

We are aware that Pythia may underestimate the background cross-section because
of the shower approximation . However it has been shown in [92] that for t t̄bb̄ events
with,

• four b-quarks in the |η| < 2.5 region

• one b-quark of the top decay with a transverse momentum greater than 15GeV

• two b-quarks coming from initial and final state radiation with pt > 30GeV

Pythia was overestimating the cross section compared to CompHEP (initial and final
state radiation included) by 6%. It is only when the transverse momentum cut on the
b-quarks coming from initial and final state radiation are increased that Pythia under-
estimates the background. For instance when this cut is increased to 50GeV , then the
CompHEP cross-section is 1.19 times higher than Pythia one and for a 200GeV cut it
is 6.73 times higher. Since we are requiring two hard b-jets and two other jets with a
low pt cuts (20GeV ), we can expect that Pythia does not underestimate significantly
the background. However a proper check with every background would be needed to
be sure of this assertion.

The total cross-section of the background processes is very high. The generation of
the backgrounds has been weighted (the weights depending on the transverse momen-
tum in the center of frame of the main process, p̂t ) in order to get a similar statistics
in the whole relevant p̂t range. In addition, a cut at p̂t ≥ 50GeV has been applied.
Even with this Monte-Carlo generation optimisation, a lot of background events must
be generated: about 150 million events were generated.

83



other
g,g− b,bbar
qi,b− qi,b
qi,g− qi,g
b,g− b,g
gg− gg

(GeV)

ev
en

t c
ou

nt

0

2000

4000

6000

8000

10000

12000

0 200 400 600 800 1000 1200 1400 1600 1800 2000

m(b,b)

>
>
>

>
>

Figure 4.24: Composition of the background after all the selection cuts according to
the various main 2 → 2 generation processes. The distribution of the mass of two
highest-pt jet system is shown. The QCD events with at least four jets of any flavor are
included. L = 60 f b−1.

Figure 4.24 shows the composition of the background surviving after the selection
cuts according to the main 2 → 2 process. The main contributions come from gg→ gg,
where the two final state gluons splits into b̄b pairs, and from gb → gb. Figure 4.25
shows the composition of the background according to the number of b-jets. Here
are considered jets that have been reconstructed from the detector response simulation.
They are identified as b-jet by matching them with the b-partons of the generation with
the procedure described in section 4.3.1. These histograms are obviously subject to
matching errors. The reducible background with two or three b-jets is dominant.

4.4.3 Extracting the signal

As already said, the signature of the process is:

2 soft b-jets + 2 hard b-jets,
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Figure 4.25: Composition of the backgrounds after all the selection cuts according
to the number of b-jets. The distribution of the mass of two highest-pt jet system is
shown. L = 60 f b−1.
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with the 2 hardest jets coming from the Higgs boson decay and the 2 softest jets
coming from the Higgs boson production.

At least three b-tagged jets are requested in the analysis. B-tagging of soft jets being
less efficient than for hard jets, the b-tagging requirement of the former jets should be
less stringent than for the latter. Tagging a third jet implicitly requires to have 4 jets
in the event —but not necessarely in the b-tagging acceptance (|η| < 2.4)— since in
QCD events b-jets are coming in pairs . Therefore tagging a 4th jet will surely improve
the tagging purity, but at the expense of statistics due to the acceptance and the tagging
efficiency. Because the jets 3 and 4 are rather soft (〈Et〉 ' 30GeV ), the efficiency loss
is too big and tagging a 4th jets degrades the significance too much. Concerning the
kinematics, hard Pt cuts must be applied to the two highest-pt jets . Applying cuts on
η on the hardest jets does not really help.

To fix ideas we will first look for a fixed Higgs boson mass, mA = 600GeV , then
we will deal with the full mA ∈ [300,800GeV ] mass range.

Kinematical cuts

The kinematics does not depend on tanβ.
Jet n will denote the n-th highest-Pt jet. Jet 1 and jet 2 are used to reconstruct the

Higgs boson mass.
The cuts applied on the transverse momentum (corrected with scale correction and

missing energy correction) of the four leading jets are:

• Pt1 ≥ 220GeV

• Pt2 ≥ 220GeV

• Pt3 ≥ 20GeV

• Pt4 ≥ 20GeV

These kinematical cuts reject the backgrounds by a factor 1.2 ·107, while 9.6% of signal
passes the cuts. Table 4.4 summarises the effects of this selection. The samples used to
calculate figures given in this table are statistically independent from the ones used to
optimise the cuts. In that way these figures are not sensitive to statically insignificant
features of the sample used to obtain the values of the cuts.
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Selection
Signal accep-
tance (cumula-
tive)

Background re-
jection (cumula-
tive)

S/B (full mass
range)

S/
√

B in optimal
mass window

none 100.00% 1 1.96e-10 ±8.1E-13
At least 4 jets
(Pt>10GeV) in the detec-
tor acceptance(|η| ≤ 4.5)

56.48% ±0.42% 4.28E+03 ±2.8E+02 4.73E-07 ±2.0E-09 1.57E+00 ±2.7E-01

Pt(jet1)>220GeV 36.29% ±0.31% 1.77E+06 ±4.8E+04 6.60E-05 ±1.6E-06 7.78E+00 ±2.2E-01
Pt(jet2)>220GeV 19.07% ±0.20% 5.97E+06 ±2.9E+05 1.12E-04 ±5.4E-06 8.73E+00 ±4.6E-01
Pt(jet3)>20GeV 18.10% ±0.19% 6.33E+06 ±3.2E+05 2.24E-04 ±1.3E-05 8.43E+00 ±4.5E-01
Pt(jet4)>20GeV 13.00% ±0.16% 8.33E+06 ±4.8E+05 2.12E-04 ±1.4E-05 6.70E+00 ±3.8E-01
deltaR(jet2,jet3)>1. 9.61% ±0.13% 1.21E+07 ±8.3E+05 2.27E-04 ±1.8E-05 5.89E+00 ±4.1E-01
jets to tag in tagging η acceptance 8.38% ±0.12% 1.77E+07 ±1.5E+06 2.90E-04 ±2.7E-05 6.66E+00 ±5.7E-01
b-tagging of 1 jet 5.11% ±0.09% 1.75E+08 ±4.5E+07 1.75E-03 ±4.8E-04 2.63E+01 ±1.4E+01
b-tagging of 2 jets 3.13% ±0.07% 3.06E+09 ±8.1E+07 1.87E-02 ±8.1E-04 2.78E+01 ±1.2E+00
b-tagging of 3 jets 1.45% ±0.04% 3.04E+10 ±1.0E+09 8.62E-02 ±5.1E-03 4.18E+01 ±2.7E+00
LV1 trigger 1.45% ±0.04% 3.04E+10 ±6.6E+08 5.37E-02 ±2.5E-03 4.18E+01 ±2.7E+00
HLT trigger 1.42% ±0.04% 3.06E+10 ±1.0E+09 8.49E-02 ±5.1E-03 4.09E+01 ±2.7E+00
without DR cut 1.70% ±0.05% 1.89E+10 ±4.8E+08 6.28E-02 ±3.0E-03 3.84E+01 ±2.0E+00

Table 4.4: Selection of the signal . These figures correspond to an integrated luminosity of 60 f b−1 at LHC and mA = 600GeV , tanβ = 100.

87



B-tagging

Previous studies [2,93,94] were assuming a global b-tagging efficiency and mistagging
probability independent of the transverse energy and of the pseudorapidity. This anal-
ysis uses a b-tagging counting algorithm based on track transverse impact parameters
obtained from a fast simulation of the CMS tracker [95]

Figure 4.26 shows the tagging performance (from fast simulation) in the case of
the topology of our channel and its backgrounds. We have focused our interest on the
selection of the signal events and rejection of background events. Therefore the tagging
efficiency for signal sample versus the mistagging probability for background samples
was plotted (for the four highest-pt jet). In our selection at least three b-tagged jets are
required, but they are not necessarely the three highest-pt jets: for instance it can be
the two highest- pt jets and the fourth highest-pt one.

4th highest−Pt jet3rd highest−Pt jet

2nd highest−Pt jetHighest−Pt jet

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

10
−3

10
−2

10
−1

1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

10
−3

10
−2

10
−1

1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

10
−3

10
−2

10
−1

1

b−tagging eff. vs misstagging b−tagging eff. vs misstagging

b−tagging eff. vs misstagging b−tagging eff. vs misstagging

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

10
−3

10
−2

10
−1

1

Figure 4.26: b-tagging performance for the four highest-pt jets of the studied channel.

B-tagging rejects backgrounds by a factor 2500 and has signal efficiency of 15%
(for a 600 GeV Higgs boson). The signal acceptance and background rejection can be
found in table 4.4.
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Figure 4.27: Mass distribution of the two highest-pt jet system for the backgrounds
and, in dashed line, smoothed parametrisation of the background shape.
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trigger efficiency
mA LV1 HLT
300 33.2% ±0.3% 4.5% ±0.1%
400 68.9% ±0.5% 20.2% ±0.2%
600 87.5% ±0.6% 57.3% ±0.4%
800 91.8% ±0.6% 73.2% ±0.5%

Table 4.5: Trigger efficiency. HLT efficiency is given relative to the number of events
passing the LV1 trigger.

Figure 4.28 shows the reconstructed Higgs boson mass distribution for signal and
backgrounds. Since there is much less statistics in the Monte-Carlo simulation than
what is expected for 3 years of low luminosity run, the reconstructed Higgs boson
mass for the backgrounds has been parameterised: see figure 4.27. The background
distribution of figure 4.28 has been generated according to this parametrisation. Statis-
tics of signal and background distribution of figure 4.28 and the error bars corresponds
to the expected statistics for a 60 f b−1 integrated luminosity.

4.4.4 Trigger efficiency

Trigger efficiencies of LV1 and HLT are shown for different assumptions on mA in
table 4.5. As it can be seen in table 4.6, the LV1 trigger has no effect on the significance.
This is because LV1 threshold is superseded by the offline cuts. However for more
sophisticate analysis where no sharp threshold is applied on the two leading jets it can
have some effect.

The HLT is much more critical. This is due to the Et threshold at 160GeV on the
two leading jets. For masses below ∼ 400GeV this threshold just cuts off the mass
distribution peak leaving only the upper tail. In general the b-tagging cuts at trigger
level (HLT) are more safer than just Et threshold cuts since they do not bias the mass
distribution.

91



no trigger constraints LV1 HLT

mA S/
√

B S/B
tanβ |
S/

√
B = 5

S/
√

B S/B
tanβ |
S/

√
B = 5

S/
√

B S/B
tanβ |
S/

√
B = 5

300 167.6 ±8.9 0.153 ±.011 17.3 169.7 ±8.8 0.158 ±0.011 17.2 80.0 ±6.8 0.141 ±0.015 25.0
400 111.1 ±7.6 0.275 ±.028 21.2 111.1 ±7.6 0.275 ±0.028 21.2 96.5 ±7.6 0.282 ±0.033 22.8
600 41.8 ±2.7 0.190 ±0.019 34.6 41.8 ±2.7 0.190 ±0.019 34.6 40.9 ±2.7 0.186 ±0.019 35.0
800 16.6 ±0.9 0.103 ±0.009 54.8 16.6 ±0.9 0.103 ±0.009 54.8 16.6 ±0.9 0.103 ±0.09 54.8

Table 4.6: Effect of trigger efficiency on signal significance. tanβ corresponds to tanβ = 100. The tanβ value giving a 5 ·σ signal significance is also
given. The signal significane is calulated within the mass window which optimizes it. The S/B ratio is calculated within this mass window.
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A 5 ·σ significance is required to claim a discovery. Let’s look for which (mA, tanβ)
region we can get such a significance.

Conclusions

Figure 4.29 shows the 5 · σ significance contour which was obtained for the pp →
φb̄b → b̄bb̄b,φ = A,H channel. The uncertainties on the cross-section of the signal and
of the backgrounds are rather large and the radiative corrections have a big effect on
the signal cross-section [32]. Therefore it is hard to have a strong conclusion on the
expected significance at this stage.
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Figure 4.29: MSSM Higgs boson discovery contour for the process pp → bb̄H/A with
H/A → bb̄. The significance is greater than 5 ·σ for the region above the curves. The
solid curve is assuming a 100% efficient HLT , while the dashed one takes into account
the HLT.

Every QCD multi-jet backgrounds with at least four jets, of any flavour, have been
taken into account. However the backgrounds have been generated in shower approx-
imation from 2 → 2 processes, the other jets coming from the initial and final state
radiations. In the future, more sophisticated Monte-Carlo generators producing the
four jets with a full matrix calculation, like ALPGEN [96], should be used.

The 5 ·σ signal significance contour given in figure 4.29 assumes a perfect knowl-
edge of the background shape. We will certainly not have this knowledge, especially
in the first years of run, and therefore the limiting quantity will not be the statitics but
the S/N ratio: at 600GeV mass at the 5 · σ limit (tanβ = 35) the S/N ratio is only
1.04%. Moreover the signal is located at the maximum of the background distribution
as a consequence of the background suppression kinematical cuts. For those reasons,
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a very good understanding of the backgrounds will be needed to exploit this channel
and the 5 ·σ contour shown in figure 4.29 will be rather shrink once the background
uncertainties will be included.

The results which are obtained for this channel are less conclusive than the ones for
the A/H → ττ mode, which is more promising in the relevant (mA, tanβ) region as the
backgrounds to bb̄H/A → bb̄τ+τ− are smaller and much easier to reduce and control.
However this four-b channel can be a cross-check for the discovery once it is known
which Higgs boson masses must be looked at. It could also be used in combination
with the ττ mode to calculate the coupling of the Higgs with the bb̄ pair or get the
relative A/H → ττ branching ratio.

Recent calculations [97] lead to a cross-section of the process gb → Hb an order of
magnitude higher than the cross-section of the gg → Hbb process. Thus, the three b-
final state channel might be an alternative to the one studied here although backgrounds
with three jets must be much more important than with four jets.
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Conclusions

Two aspects of the CMS experiment were covered in this thesis: the Front-End elec-
tronics configuration and the observability of the A/H Higgs bosons in the four-b final
state.

A Front-End electronics configuration system for the CMS subdetectors was devel-
oped and was tested with great success. It has been integrated in the DCS framework,
but can be also easily adapted for use within another framework as the Run Control
and Monitoring System.

The study of the observability of the A/H Higgs in four-b final state pointed out
the importance of an efficient b-tagging with a low mistagging probability and of an
accurate jet reconstruction. The irreducible backgrounds —events with four b-jets—
represent only 12% of the backgrounds which pass all selection cuts. 72% of the back-
grounds have one or two mistagged jets.

For a pseudoscalar Higgs mass mA = 400GeV , a significance of at least 5 · σ is
expected for tanβ > 25 (trigger efficiency included). The significance diminishes with
the A mass because of the cross-section decrease: for mA = 600GeV , a 5 ·σ significance
is reached for tanβ = 35. Those significances include only statistical errors. For mA =
600GeV and tanβ = 35 —corresponding to a significance of 5 ·σ— the signal over
backgrounds ratio S/N is only 1.04% . Therefore, this study lead to the conclusion that
this channel does not extend the (mA, tanβ) discovery region already covered by the
H/A → ττ mode.

The four-b channel can still be used as a confirmation in case of a Higgs discovery at
high tanβ value (tanβ & 25) and also to calculate, in combination with the ττ channel,
the A/H Higgs boson coupling with bb̄ pairs.
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