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#### Abstract

A methodology to achieve the preliminary design of a surveillance, data validation and control system (SDCS) for a power plant is developed. This method is applied to the specific case of designing a surveillance, data validation and control system for the N.S. Savannah nuclear propulsion plant. The study has two major sections. The first part develops the procedure for the preliminary design of the SDCS. The second part has the design and analysis of tiie pressure and volume control system for the N.S. Savannah pressurizer. This second part is included as an example of the procedure to be followed beyond the preliminary design stage.

The preliminary design stage starts with a study of the N.S. Savannah nuclear propulsion plant to obtain the input-output characteristics required for control. With this information, the SDCS is sized and eight alternative architectures are developed.

The selection of the best alternative is made by means of a figure of merit calculated as the Expected Monetary Value for each architecture. The results of this study indicate that a distributed architecture using star interconnection with serial communication is the optimal alternative for the specific case of N.S. Savannah nuclear propulsion plant.

The proposed design of the pressure and volume control system is made on the basis of a Proportional-Integral-Derivative (PID) controller, and motor operated valves. In order to test the transient responses obtained with the control system, a quasi-steady state model for the pressurizer is developed.


The pressurizer and the control system models are simulated in a programable calculator code. The results of the simulation indicate that no integral action is required for the controller. Also the PID controller is tuned with a strong derivative action. The response of the system under transient conditions is predicted to be within the quarter amplitude decay criterion.
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## INTRODUCTION

In order to satisfy social needs, and with the assistance of accelerated technological development, complex industrial processes have been developed. Examples include the chemical industry, the metallurgical industry and the electric power generation industry. All of these industries are characterized by a coordinated operation among several devices which are organized to perform a specific task. Another feature of these processes is the high volume of data flowing between the processes and their central control systems. Central control systems are responsible for coordinating all the tasks and guiding the complex toward the optimal point of its capabilities.

Traditionally it has been the human operator who bore most of the control and coordination burden, but the volumes of information together with the short time constants involved in complex industrial processes, have threatened to overwhelm human reaction capabilities. This is especially true in situations with sharp changes in process parameters. Recent trends have been to utilize automatic controls which can handle such situations, thus making the process operation safer and more closely optimal.

The detailed analysis on industrial trends performed by Merrit (Reference Int.l) makes clear that direct digital control (DDC) and distributed digital control are the best automatic control system design alternatives for the near future, to replace the present analog control instruments that are now used in most process control systems. The reasons for replacing the analogic control with digital control are
related to the following peculiar characteristics of digital control:

1. Digital control can handle a larger amount of information simul taneously.
2. Digital control has the capability of making iogical decision.
3. Digital control has the capability of storing and recalling information.
4. Digital control algorithms can be easily updated by changing the software.
5. Digital control hardware can be used in association with very important tasks of sensor validation, process surveillance, and aiding the operator in critical situations.
These characteristics make digital control ideal for controling devices to be used in a nuclear power plant in which a high availability plus an optimal fuel utilization, and overall, a high level of safety, are required. What is desired then is to find the appropriate digital architecture which performs these functions in the best possible way.

This thesis seeks mainly to answer the question of finding the digital architecture most appropriate for controlling the plant, performing data validation, plant surveillance, and operator aid. The plant chosen for the analysis (the N.S. Savannah nuclear propulsion plant) is a marine propulsion plant: this plant has a pneumatic-electrical control system (analog control system). Alternatives for replacing the original control system with a digital' control system with data validation and surveillance capabilities are
studied, and a method for selecting the best architecture to perform these tasks is demonstrated.

The work has been divided into two major areas:

1. Design and selection of the optimal digital architecture.
2. Design of the automatic control system of one dedicated control loop in the plant. The loop chosen is the pressure and volume control at the pressurizer.
Because the scope of the work is broad, it was decided to develop a general methodology which first leads to the design and then to the selection of the optimal architecture. The design of the pressurizer control loop is intended as an example which can be followed with further work in other distributed control loops.

Although the design will be performed on a specific N.S. Savannah case, the methodology developed is intended to be general and it can be applied to other nuclear power control systems.

The sequence of the work performed in the first part of this study is summarized as follows.

1. Eight feasible architectures are selected among several
alternatives, by using a weighting factor method. This step narrows the number of possibilities to a manageable group of al ternatives.
2. Each one of the alternative designs is detailed to the component level.
3. A figure of merit for selecting the optimal alternative is developed. This figure of merit is a more elaborate method than
the weighting factors and requires: knowledge of the probability of failure for each alternative, their corresponding costs, and the payoff (negative or positive) that the failure or success of the architectures will involve.
4. In order to calculate the probability of failure for each
alternative, the corresponding fault trees are derived. The basic event probabilities will be calculated on the basis of data supplied by component vendors.
5. The figure of merit is calculated and the best architecture is selected by analyzing the sensitivity of the figure of merit to changes in its parameters.

The complete process of designing the eight alternatives and selecting the optimal is explained in detail in Chapter 2. The methodology for the design process and the background for implementing the figure of merit are described in Chapter 1.

The second part of this work concerning with the design of the pressure and volume control system for the primary circuit of the N.S. Savannah nuclear reactor, follows these steps:

1. A statement of the methodology for designing the control system is given. Because the transfer functions of the devices involved in the control process are highly nonlinear, the common linear approaches (Back, Nyquist, root locus) are discarded. Thus, the only practical method available is to perform an analysis in the time domain in order to find the appropriate control system.
2. The time domain approach requires the state equations governing the
whole system (plant and controller). Therefore the state equations are developed. In order to simulate the pressurizer behavior a two-control volume approach has been used.
3. The control system chosen is a common PID controlier operating on DC (direct current) actuators. The transfer functions for the controller and actuators are also developed.
4. Using the state equations, a computer code which will simulate the whole system behavior is then written.
5. The final step is to adjust the constants of the controller in the computer code, to demonstrate that the response of the system is acceptable for its future tasks.

The criterion for analyzing the acceptability of the control system will be based on the overshoot (quarter-amplitude decay criterion) and rise time of the response. (No unstable behavior will be accepted.) The state equations and transfer functions are developed in Chapter 3. Chapter 4 is devoted to the design of the simulating code, and the tuning process of the controller. Chapter 5 is the final section, and contains the conclusions obtained from the work and some recommendations for further work in this field.
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## CHAPTER 1

DESIGN METHODOLOGY

### 1.1 INTRODUCTION

The flow diagram (Figure 1.1.1) shows the stages that have been followed in order to complete the new design for the control system of the N.S. Savannah nuclear propulsion plant. The A and B feedbacks (Fig. 1.1.1) point out the need of comparing the results obtained at the end of each stage with the boundary conditions previously stated. That is, if the system characteristics do not meet the operational requirements, the specific set of characteristics should be modified until the set meets the requirements.

The three last feedbacks are adjustments to the previous design. For example, if at the end of the plant integration and validation stage, the system does not work, the design process has to be fed back to the preliminary design stage where the changes that the designer deems appropriate should be made.

The scope of this work will cover up to the preliminary design stage. The preliminary design stage is considered finished when the optimal digital architecture is selected.

### 1.2 OPERATIONAL REQUIREMENTS

The operational requirements are implicit in the design objective. The design objective is defined as follows: "To replace the automatic control system of the N.S. Savannah nuclear plant by a modern system which offers better performance and safer operation than the original.


Figure 1.1.1 Design Process Flow Diagram.

The implementation of the new system has to be done with a minimum of changes in the propulsion plant itself, and using the technology available in the market." The performance of the control system can be judged by the behavior of the plant during transients. The improvement in safety during operation can be judged in terms of the features added to the control system which help the operator's performance. (This is a characteristic that the original design did not have.)

### 1.3 SYSTEM CHARACTERISTICS

The characteristics that the system must have in order to meet the stated objective are the following:

1. To supply, automatically, the necessary power to follow the load demand.
2. To assist the operator continuously on the state of the plant, supplying the necessary information with reliable values. This set of critical parameters displayed to the operator is called the safety state vector (Ref. 1.5).
3. To perform surveillance on-line over the plant, in order to make early detection of malfunctions.
4. To advise the operator, in case of accidents or malfunctions, on probable courses of action to follow.
5. To supply offline data related to the plant, as required by the plant management staff.

Each one of these characteristics requires a separate explanation.

### 1.3.1 COORDINATED CONTROL OF THE LOAD

Basically, this characteristic is similar to that of the original system. Appendix A has a brief description of the N.S. Savannah nuclear plant that is helpful in the following description. A detailed description of the plant is given in References 1.1 and 1.2.

The ship propulsive plant can be seen as a system of variable load, which must adapt to the different speeds ordered from the bridge. This situation is especially critical when the ship arrives or leaves ports, and when the ship is crossing channels. The variable load has to be matched by the power supply system (the reactor).

Seven loops of dedicated automatic control make up the whole coordinated control system.

- Pressure and volume control in the pressurizer
- Level control in the steam generators
- Steam pressure and flow control in the secondary circuit
- Load following and temperature control in the primary circuit
- Propeller speed control (optional, only when manoeuvring)
- Pressure and temperature control in the buffer seals system
- Temperature and flow control of the primary purification system


### 1.3.2 SAFETY CONTROL

Safety control is another characteristic retained from the original system. The distinguishing characteristic of the safety control is its absolute independence from the diagnostic and coordinated control system. This type of control will not be examined in this study.

### 1.3.3 DATA VALIDATION

Validation of the information coming from the sensors is a new operation required by the control system. Fundamentally, data validation means to eliminate the failure uncertainty related with the information given by the instruments. This uncertainty is caused by sensor failures, sensor aging or large random noise added to the readings.

One method used to validate instrument readings is to take 3 signals coming from 3 different sensors (same parameter). The readings are averaged; if one sensor deviates by a specific amount from the average, it is considered to have failed, and the readings coming from that sensor are neglected. The validation process follows with the remaining sensors. The obtained averages are smoothed by means of a fitting algorithm (for example, the least squares method) applied to a group of previous readings, e.g., the ten readings immediately before the current reading. In this way it becomes a smoother signal showing clearly its trend. Finally, the signal is input to a mathematical filter (for example the Kalman filter) with the aim of obtaining a signal which is the best estimation of the variable that can be obtained. Another consequence of using a mathematical filter is that some variables which are not directly measureable can also be estimated.

The information validated in this way can follow four different paths:

1. It can be displayed directly to the operator
2. It can be used as an input to the automatic control algorithms
3. It can be used as an input to the diagnosis algorithms
4. It can be stored offline for further analysis

In the new control system design the data coming from the following subsystems will be validated.

1. Nuclear parameters of the reactor
2. Control rods
3. Primary circuit with its pumps
4. Steam generators
5. Main feed pumps
6. Condensate pumps
7. High and low pressure heaters
8. Main condenser
9. Deaerating tank
10. Main turbines
11. Buffer seals system
12. High pressure steam circuit
13. Primary purification system
14. Electrical generation system.

Only the validated data which are meaningful to the operator will be displayed on a top level display. (Other information can be obtained on demand.) This preselective process is intended to relieve the operator from considering unimportant signals and to show him the significant variables which will help him in making decisions. The preselected set of variables is called the safety vector of the plant (Ref. 1.5).

### 1.3.4 SURVEILLANCE AND DIAGNOSIS

This is one particularly interesting feature added to the control system. This characteristic is defined as the ability to detect a malfunction and to diagnose its cause.

There are several techniques which aim to achieve these capabilities. To detect malfunctions, the following techniques are available (Refs. 1.6, 1.7, 1.8, 1.9):

- Spectral densities method
- Reactivity balances method
- Coherence function method
- Linear discriminating function
- Multivariable analysis

To diagnose the detected errors the following techniques are available (Refs. 1.10, 1.5):

- Linear regression analysis
- Pattern recognition
- Thermodynamic balances
- Cause-consequence analysis.

In order to estimate the implicit variables (variables which are not directly measureable), the control algorithm will have a model of the process which is controlled. The reactivity balances and thermodynamic balances method also use a model of plant to perform their diagnosis functions. This makes the two latter techniques suitable to be employed together with the filtering technique by shearing the common model of the plant.

### 1.3.5 OPERATOR ADVICE

Once the malfunction or accident is detected and diagnosed, the system must advise the operator on the proper course of action to cope with the emergency. To do so a predicting algorithm has to be added, which functions foreseeing the behavior of the variables if the situation continues as at the actual moment. There are also several techniques devoted to this advising function. Some of them are (Refs. 1.3, 1.11):

- Fault treee analysis
- Cause consequence charts.


### 1.3.6 OFFLINE DATA SUPPLY

This feature is intended to be a help to the reactor plant managers. All relevant data will be stored offline to be available for consulting.

### 1.4 PRELIMINARY DESIGN

The goal of the preliminary design stage is to produce several alternatives satisfying the operational requirements and system characteristics. After that the most suitable alternative will be selected by means of a figure of merit. This figure of merit has to reflect the design policy governing the work.

Once the minimum acceptable requirements of safety and performance are satisfied, the process of selecting the best alternative has to be ruled by a figure of merit which penalizes high cost and low
availability. Cost is defined as the total cost of the system calculated at its Net Present Value (NPV). By availability is meant the percentage of operating time compared with its useful life, measured over the life cycle of the control and surveillance system.

The whole problem shows the characteristics of a decision analysis case. The decision maker has several alternatives to decide, each alternative has its own cost. Moreover, the success or the failure of each alternative involves a certain amount of benefits or losses. Finally each alternative has a particular probability of being successful during its time between repairs.

Therefore a figure of merit obtained by applying decision analysis theory is appropriate to this case.

### 1.4.1 EXPECTED MONETARY VALUE

The Expected Monetary Value (EMV) is a technique used to assess the decision process among several feasible alternatives. Each one of the alternatives satisfies the basic requirements, but they have different costs and different benefits. These benefits are also tied to different probabilities of achieving them.

The EMV of one alternative with several outcomes is obtained by multiplying each possible cash outcome by its probability of occurrence and summing these products over all possible outcomes. The decision analysis theory states that a decision maker will be indifferent between two alternatives with the same EMV and he will prefer the alternative with the higher EMV (Ref. 1.4).

Thus the EMV has the appropriate characteristics to be used as a figure of merit for this study.

The first step to achieve the figure of merit (EMV) is to develop a decision tree which is a graphic display of the alternatives faced by the decision maker. The alternatives that can be controlled by the decision maker are represented by a square, or if they are ruled by chance, and they appear as circles.

Figure 1.4.1 shows a decision tree for a simple but general case. A manager placed at $S$ faces $N$ alternatives $e_{0}, e_{1} . \ldots e_{N}$ and each one of them has a set of further decisions to be taken by the person, for example, at the point $A_{0}$ are $a_{01}, a_{01}, \ldots a_{0 N}$ alternatives to choose. The same rules for the $A_{i}$ nodes. The subset of alternatives $a_{i 1}, a_{i j}, a_{i p}$ which is a general branch of the decision tree, has a related cost and a related payoff. The payoffs are tied with a finite probability of success of the alternative, in other words, the alternative has a finite probability of obtaining a positive revenue (success) measured in money, and a finite probability of getting a negative revenue also measured in money, or a less desirable revenue than the first one (failure).

The following nomenclature will be used.

$$
\begin{aligned}
& \operatorname{POS}\left(a_{i j}\right)=\text { Payoff of success in alternative } a_{i j} \\
& \operatorname{POF}\left(a_{i j}\right)=\text { Payoff of failure in alternative } a_{i j} \\
& \operatorname{PF}\left(a_{i j}\right)=\text { Probability of failure in alternative } a_{i j} \\
& \operatorname{PS}\left(a_{i j}\right)=\text { Probability of success in alternative } a_{i j}
\end{aligned}
$$ Fran the theory of decision analysis the EMV of $e_{i}$ branch is



Figure 1.4.1 Generalized Decision Tree.

$$
\begin{equation*}
E M V_{i}=\sum_{j} \operatorname{POS}\left(a_{i j}\right) \times \operatorname{PS}\left(a_{i j}\right)+\operatorname{POF}\left(a_{i j}\right) \times \operatorname{PF}\left(a_{i j}\right)-c_{i j} \tag{1.4.1}
\end{equation*}
$$

To make the decision the manager has to choose the higher EMV ${ }_{i}$, in other words:
selected al ternative $=\max \left[E M V_{i}\right]$
The main obstacle to following this procedure is the process of obtaining the probability data. Most architectures have no probability data available because they are not even implemented. To solve this problem, the designed architectures are detailed to a level of standard market components, and those devices do have probability data supplied by the vendors. To reach the probability of failure of the whole system, the fault tree analysis theory is required.

The component costs come from direct questioning of suppliers.
The cost of the software and its probability of failure are special issues which require careful study. These considerations are developed later in the work.

Once the EMV analysis is finished, the best architecture is that with the higher EMV; a consistency check with experience and common sense should, of course, also be performed. The next step is to perform a sensitivity study to detect critical points in the design and correct them. Also the sensitivity analysis gives a good insight of the variables' impact; finally most of the conclusions and recommendations come from this sensitivity study.

With all the mentioned steps completed, the preliminary design is achieved.

The next chapter is devoted to the goal of designing the feasible architectures competing as alternatives in the special case of the N.S. Savannah propulsion plant.
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## CHAPTER 2

PRELIMINARY DESIGN

### 2.1 INTRODUCTION

This chapter develops the expected money value (EMV) technique al ready explained in Chapter 1. The specific case under design is the N.S. Savannah nuclear propulsion plant (Ref. 2.9); the information concerning that system is unclassified and is accessible in the open literature.

The aim of this thesis is not to seek an actual replacement of the N.S. Savannah nuclear plant control system. Rather, that plant is used as a basis for a general design procedure, permitting the development of comparisons between current designs and proposed alternatives. Comparative figures are to be developed based on those parameters which are not common for every design alternative. With this constraint the given costs are not the final costs, but are the costs of every distinct parameter which is not common with the other alternatives. Installation, operation, and maintenance costs are assumed to be similar for every alternative. These costs and those for other external factors such as power sources are not included.

The design analysis procedure starts in Section 2.2 with the description of functions required for the surveillance, diagnostic, and control system (SDCS). The next step is given in Section 2.3 where the specific tasks required of each block of the SDCS are explained in detail. The data given in this section form the basis for sizing the possible architectures.

Because the range of possible alternatives to be used in the design is wide, Section 2.4 develops a method to narrow down the spectrum of architectures, ending up with eight feasible alternatives. Section 2.5 explains in detail how these eight different architectures are designed, and what their components are.

Once the hardware modules are specified, the next step is to develop the fault trees appropriate for each alternative; that procedure is given in Section 2.6. In Section 2.7 event probabilities are applied to the fault trees already developed. Costs for each alternative are determined in Section 2.8 and expected money value (EMV) analysis is performed in Section 2.9. Finally, this analysis identifies the architecture with the best figure of merit (EMV), thereby identifying the preferred SDCS preliminary design. This selection is analyzed further in Section 2.10 where sensitivity analyses are performed. The assumptions and uncertainties involved in the design process are tested to detèrmine if they could seriously affect the final decision.

### 2.2 ORGANIZATION AND DEFINITION OF THE FUNCTIONS

The proposed list of the control system functions is independent of the chosen digital architecture, in other words, all candidate design alternatives must follow a common functional organization. In Reference 2.1 Trchka and Ash propose the following task division for a control system.
a. Control functions

- basic control
- advanced control
b. Communications functions
- tactical communications
- strategic communications.

This task division implies a hierarchical order within it. The following subsections broaden the concept more.

### 2.2.1 CONTROL FUNCTION

Control functions are related to process variables and the actions needed to keep them at specific levels. These functions are divided into two groups:

- Basic functions or level one functions are those involved in regulating simple variables such as temperature, pressure, etc.
- Advanced functions (also called supervisory or level two functions) are related to variables which require the calculation of special complex algorithms not used in a routine fashion in the control of basic variables.


### 2.2.1.1 BASIC CONTROL FUNCTIONS

The seven basic control functions required by the N.S. Savannah propulsion plant are (Ref. 2.9):

- water level control at both steam generators
- pressure and volume control at the pressurizer
- temperature control at the primary system tied to a load following capability
- speed control at the propeller shaft (optional)
- temperature and pressure control in the buffer seals system
- temperature and flow control in the primary purification system
- pressure control in the secondary system.

The original system does not have data validation functions, but the new design will be required to have them. Thus the following subsystems may require validation:

- nuclear parameters
- controi rods
- primary circuit
- pressurizer
- steam generators
- feed water system
- secondary steam system
- main condenser
- turbines
- buffer seals system
- primary purification system
- electrical generation and distribution.


### 2.2.1.2 ADVANCED CONTROL FUNCTIONS

The following functions performed by the system are considered to be advanced:

- acquisition and display of safety parameter display (SPDS) (validated plus estimated measurements)
- detection and diagnosis of malfunctions
- forecasting the behavior of the variables and advising the operator
- communication control
- continuous checking of hardware failures

Most of these functions are identified as required for on-line plant disturbance analysis (Ref. 2.11) as well as for direct digital control.

### 2.2.2 COMMUNICATION FUNCTIONS

The communication functions are divided into two groups: tactical and strategic.

### 2.2.2.1 TACTICAL COMMUNICATIONS

This kind of communication is a short-term value communication, such as the representation at the display of current values of the process variables. Tactical communications occur on-line in the following links:

- sensor-processor communications
- processor-actuator communications
- processor-processor communications
- operator-processor communications.


### 2.2.2.2 STRATEGIC COMMUNICATIONS

The strategic information has a long-term value and is used in planning new goals for the plant or planning changes in operations. Strategic communications are typically employed offline since they imply background analysis of data previous recorded and observed on line.

They consist only of:

- processor-operator communications.


### 2.3 FUNCTIONS SPECIFICATIONS

The control functions listed in Section 2.2 are distinguished in such a way that their performance can be sustained with reasonable independence. Accordingly each can be considered as a unit or block of processing power with its own inputs and outputs. The remainder of this section is devoted to the specification of the inputs and outputs áppropriate for each block based on information given in Ref. 2.9. Also the number of channels required for each type of signal is enclosed by parentheses. This information is used later when sizing the architectures. Table B. 3 (Appendix B) has a summary of all the parameters shown in this section.

### 2.3.1 BASIC CONTROL FUNCTONS

### 2.3.1.1 WATER LEVEL CONTROL OF STEAM GENERATORS

## The inputs are

```
-reference level signal (1)
```

-actual level signal (2)
-feed water flow signal (2)
-stean flow signal (2).
The outputs are:
-position signal to the feed water valve (2)
-hardware failure signal (1).

### 2.3.1.2 PRESSURE AND VOLUME CONTROL IN THE PRESSURIZER

## When the system is in the automatic mode, the inputs are

 -reference level signal (1) -reference pressure signal (1) -actual level signal (1) -actual pressure signal (1) -overpressure reference signal (1). The outputs are:-position signal to spray valves (1)
-position signal to make-up valve (1)
-position signal to let-down valve (1)
-control signal to heaters (5)
-control signal to relief valve (1)
When the system is in the manual mode, the input signals are:
-position signal from make-up valve (1)
-position signal from let-down valve (1)
-position signal from spray valves (1).
The output signals are:
-position signal to make-up valve (1)
-position signal to let-down valve (1)
-position signal to spray valve (1).
In both modes, the inputs are:
-signal for changing spray valve (1)
-signal for transferring auto-manual spray valve (1)
-signal transferring auto-manual spray valve (1)
-signal transferring auto-manual let-down valve -control signal to close overpressure valve.

The outputs are:
-status mode signal for make-up valve (1)
-status mode signal for sprays (1)
-status mode signal for let-down valve (1)
-cut the heaters down signal due to low water level (1)
-hardware failure alarm signal (1)
2.3.1.3 LOAD FOLLOWING AND PRIMARY TEMPERATURE CONTROL

When the system is in the automatic mode the inputs are:
-steam flow signal from secondary system (1)
-temperature signal from cold leg (1)
-temperature signal from hot leg (1)
-neutron flux level signal (1)
-reference temperature signal (1).
The outputs are:
-position signal to the control rod in service (1)
-position signal from control rods (5)
-position signal from groups of control rods (21)
The output signals are:
-position signals to control rods (21)
-position signal to groups of control rods (5)
In both modes the inputs are:
-command signal to auto-manual (1)
-signal to start fast insertion (1)
-signal to stop fast insertion (1)
The outputs are:
-status mode signal (1)
-signal to start fast insertion (1)
-signal to stop fast insertion (1)
-hardware failure alarm signal (1)
2.3.1.4 STEAM PRESSURE CONTROL OF SECONDARY SYSTEM

The input signals are:
-reference pressure signal (1)
-actual pressure signal (1)
-main condenser back pressure signal (1)
-command signal to fast closing valves (2).
The outputs are:
-control signal to bypass valve to the main condenser (1)
-command signals to fast closing valves (2)
-hardware failure signal (1)
2.3.1.5 SPEED CONTROL OF THE PROPELLER SHAFT

When the system is in the automatic mode, the input is: -reference speed signal (1).

The outputs are:
-position signal to throttle valve (1)
If the system is in manual mode the inputs are:

```
-command signal to ahead throttle valve (1)
-command signal to astern throttle valve (1)
-command signal to guardian throttle valve (l)
```

The outputs are:
-command signal to ahead throttle valve (1)
-command signal to astern throttle valve (1)
-command signal to guardian throttle valve (1)
In both modes the inputs are:
-command signal to quick-closing valves (2)
-command signal auto-manual (1)
-shaft speed signal (1).
The outputs are:
-status mode signal (1)
-valve closing signal due to overspeed (2)
-valve closing signals by operator command (2)
-hardware failure signal (1).

### 2.3.1.6 TEMPERATURE AND FLOW CONTROL OF THE PRIMARY PURIFICATION SYSTEM

 When the system is in the automatic mode, the inputs are:-total flow signal (1)
-reference total flow signal (1)
-temperature signal (1)
-reference temperature signal (1).
The outputs are:
-position signal to flow control valves (2)
-position signal to cooling flow control valve (1).
If the system is in the manual mode the inputs are:
-position signal to flow control valves (3)
-position signal to cooling flow control valve (1).
In both modes the input signals are:
-cormand signal auto-manual for flow control (1)
-command signal auto-manual for temperature signal (1)
-open-close signal to 18 circuit valves (18).
The output signals are:
-status mode flow control valves (1)
-status mode cooling flow control valve (1)
-command signals to the 18 valves (18)
-hardware failure signal (1).

### 2.3.1.7 PRESSURE AND TEMPERATURE CONTROL IN THE BUFFER SEALS SYSTEM

The inputs when the system is in the automatic mode are:
-pressure signal from the reactor (1)
-buffer seal water pressure signal (1)
-reference signal for differential pressure (1)
-reference temperature signal for desurger's tanks (1)
-temperature signals from desurger's tanks (3)
-buffer seal water temperature (1)
-discharge pressure signal from booster pumps (1)
-reference pressure signal for discharge pressure of booster pumps (1)
The output signals are:
-position signal to bypass valve controlling differential pressure (1)
-command signals to booster pumps (3)
-command signals to desurger heaters (3)
-position signal to valve controiling the cooling flow (1)
-command signal to emergency booster (1).
If the system is operating under manual mode, the inputs are:
-position signal to bypass valve (1)
-position signal to valve controlling the cooling flow (1).
The output signals are:
-position signal to bypass valve (1)
-position signal to cooling flow control valve (1)
-command signals to charging pumps (3).
In both modes the inputs are:
-command signal auto-manual for differential pressure control (1)
-command signal auto-manual for temperature control (1).
The outputs are:
-status signal manual-auto mode in controlling differential pressure (1)
-status signal manual-auto mode in controlling water temperature (1)
-hardware failure -signal.

### 2.3.1.8 VALIDATION OF NUCLEAR PARAMETERS

The inputs to this block are:
-log count rate from start-up channels (3)
-log count rate from intermediate range channels (3)
-neutron flux level from power range channels (3).

The outputs of this block are:
-period signal (1)
-count rate signal (1)
-neutron flux level signal (1)
-hardware failure signal (1).

### 2.3.1.9 DATA VALIDATION OF PRIMARY SYSTEM

This block does not include the primary pumps. Its inputs are:
-starboard reactor outlet temperature (3)
-port reactor outlet temperature (3)
-discharge temperature port steam generator (3)
-discharge temperature starboard steam generator (3)
-reactor outlet pressure (port) (3)
-primary flow port circuit (3)
-primary flow starboard circuit (3)
-cooling flow to primary pumps (12)
-status signals cooling water valves (12)
-status signals from main isolation valves (12).
The outputs from the block are:
-primary pressure port circuit (1)
-primary temperatures reactors outlets (2)
-primary temperature at the suction of primary pumps (2)
-average temperature for each circuit (2)
-total average temperature (1)
-temperature differential at each circuit (2)
-status signals for main isolation valves (4)
-low temperature alarm signals primary circuits (2)
-high temperature alarm signal at the reactor outlet (1)
-low primary flow alarm signals (2)
-high pressure alarm signal (1)
-low reactor pressure alarm signal (1)
-hardware failure alarm signal (1).
2.3.1.10 DATA VALIDATION OF CONTROL RODS 1 -10 AND GROUPS 1-3

The overwhelming amount of data related to this function make it advisable to divide the block into two parts. This block includes the data coming from control rods 1-10 and the group 1-3. The inputs to this block are
-position signals from the control rods (30)
-position signal from the groups (9)
-status signal of the control carrier clutches (30)
-status signal of the control rod motors (30)
-status signal of the control rod groups (9)
-temperature signals from the control rod motors (30)
The output signals are:
-position signal of the control rods (10)
-position signals of the groups (3)
-status signals of the carriers (10)
-status signals of the control rod motors (10)
-high temperature in control rod motors alarm signal (1)
-status signal of the control rod groups (3) -hardware failure signal (1).

```
2.3.1.11 DATA VALIDATION OF CONTROL RODS 11-21 AND GROUPS 4-5 The input signals are:
-position signals from control rods (33)
-position signals from the groups (6)
-status signals of the control rod carrier clutches (33)
-status signals from control rod motors (33)
-status signals from control rod groups (6).
The output signals are:
-position signals from control rods (11)
-position signals of control rod groups (2)
-status signals of the control rod carrier clutches (11)
-status signals from control rod motors (11)
-high temperature at control rod motor alarm signals (11)
-status of control rod groups (2)
-hardware failure signal (1).
```


### 2.3.1.12 VALIDATION FOR PRESSURIZER DATA

The input parameters are:
-water leve1 (3)
-pressurizer pressure (3)
-pressurizer temperature (3)
-surge line temperature (3)
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-status signal of each heater bank (15)
-status signal of each spray valve (6)
-status signal of each relief valve (6).
The outputs are:
-water level signal (1)
-pressure signal (1)
-temperature signal (1)
-surge line temperature signal (1)
-status signal for each heater bank (5)
-status signal for each spray valve (2)
-status signal of each relief valve (2)
-high temperature alarm signal (1)
-high water level alarm signal (1)
-low water level alarm signal (1)
-high pressure alarm signal (1)
-low pressure alarm signal (1)
-hardware failure signal (1).
2.3.1.13 DATA VALIDATION OF BUFFER SEALS SYSTEM

Because of the high number of signals involved, the validation task is split into two blocks. Buffer seal flows are discussed in Section 2.3.1.21.

The inputs are:
-surge tank level signal (3)
-surge tank pressure signal (3)
-surge tank temperature signal (3)
-discharge pressure from booster pumps (3)
-pressure signal from charging pumps discharge (3)
-temperature signals from desurger tanks (18)
-status signals of booster pumps (6)
-status signal of charge pumps (9)
-status signals of desurger tanks' heaters (18)
-status signal of bypass valves (6)
-status signal of cooling flow control valve (3)
-status signal of surge tank drain valve (3).
The output signals are:
-surge tank level signal (1)
-surge tank temperature signal (1)
-surge tank pressure signal (1)
-discharge pressure signal of charge pumps (1)
-temperature signals from desurger tanks (6)
-status signal of booster pumps (2)
-status signal of charge pumps (3)
-status signals of desurger tanks' heater (6)
-status signals of bypass valves (2)
-status signal of cooling flow control valve (1)
-status signal of cooling flow control valve (1)
-high surge tank temperature alarm signal (1)
-high surge tank level alarm signal (1)
-low surge tank level alarm signal (1)
-high surge tank pressure alarm signal (1)
-low discharge pressure of booster pumps alarm signal (1)
-low differential pressure alarm signal (1)
-high cooler's discharge temperature alarm signal (1) -hardware failure alarm signal (1).

### 2.3.1.14 DATA VALIDATION OF STEAM GENERATORS

The input signals are:
-water level for each steam generator (6)
-pressure signal for each steam generator (6)
-steam flow signal for each steam generator (6)
-feed water flow for each steam generator (6).
The outputs are:
-water level for each steam generator (2)
-pressure of each steam generator (2)
-steam flow of each steam generator (2)
-feed water flow for each steam generator (2)
-high water level alarm for each steam generator (2)
-low water level alarm for each steam generator (2)
-high pressure alarm for each steam generator (2)
-high steam flow alarm for each steam generator (2)
-hardware failure alarm (1).
2.3.1.15 DATA VALIDATION OF THE FEED WATER SYSTEM

The inputs are:
-main condenser vacuum (3)
-main condenser temperature (3)
-discharge pressure of condensate pumps (3)
-discharge temperature of ejector condenser (3)
-discharge temperature from low-pressure heater drain pump (3)
-steam pressure at deaerating tank (3)
-temperature at discharge of deaerating tank (3)
-main feed pump discharge pressure (3)
-high pressure heater discharge temperature (3)
-status signal of main circulating pump (3)
-status signal of sea water intake valve (3)
-status signal of scoop valve (3)
-status signal of circulation water discharge valve (3)
-status signal of condensate pumps (6)
-status signal of drain pumps (6)
-status signal of the main feed pumps (6)
-status signal of the emergency feed pumps (3)
-status signal of the main feed valves (6)
-status signal of the auxiliary feed valves (6)
-position signal of main feed valves (6)
-position signal of the auxiliary feed valves (6)
-status signal of isolation valves (6)
-oil pressure signal from main feed pump 1 (3)
-oil pressure signal from main feed pump 2 (3).
The output signals are:
-main condenser vacuum (1)
-main condenser temperature (1)
condensate pumps discharge pressure (1)
-main ejector condenser discharge temperature (1)
-drain pump discharge pressure (1)
-deaerating tank level (1)
-deaerating tank discharge temperature (1)
-main feed pump's discharge temperature (1)
-high pressure heater discharge pressure (1)
-high pressure heater discharge temperature (1)
-status signal for main circulating pump (1)
-status signal for water intake valve (1)
-status signal of circulation water discharge valve (1)
-status signal of condensate pumps (2)
-status signal of drain pumps (2)
-status signal of main feed pumps (2)
-status signal of main feed valves (2)
-status signal of auxiliary feed valves (2)
-status signal of isolation valves (2)
-position signal for main feed valves (2)
-position signal for auxiliary feed valves (2)
-low deaerating tank level alarm signal (1)
-low oil pressure main feed pump 1 alarm signal (1)
-low oil pressure main feed pump 2 alarm signal (1)
-hardware failure signal (1).

### 2.3.1.16 DATA VALIDATION OF TURBINES

The inputs are:
-steam pressure to the seals (3)
-steam pressure to ahead nozzle of high-pressure turbine (3)
-steam pressure to low-pressure turbine (3)
-steam pressure to astern nozzle of low-pressure turbine (3)
-position signal of ahead throttle valve (3)
-position signal of astern throttle valve (3)
-status signal of guardian throttle valve (3)
-status signal of ahead throttle valve (3)
-status signal of astern throttle valve (3)
-speed signal of propeller shaft (3)
-oil pressure signal from high-pressure turbine (3)
-oil pressure signal from low-pressure turbine (3)
-lubricating oil pressure signal from lubricating system (3)
-oil temperature signal at lubricating oil tank (3).
The outputs are:
-steam pressure to turbine seals (1)
-steam pressure to high-pressure turbine nozzles (1)
-steam pressure to low pressure turbine (1)
-steam pressure to high-pressure turbine astern nozzles (1)
-position signal of ahead throttle valve (1)
-position signal of astern throttle valve (1)
-status signal to guardian throttle valve (1)
-status signal of ahead throttle valve (1)
-status signal of astern throttle valve (1)
-propeller shaft speed signal (1)

```
-status signal for main lubricating pump MLP 1
-status signal for MLP 2 (1)
-lubrication system oil pressure (1)
-oil pressure to high pressure turbine (HPT) (1)
-oil pressure to low pressure turbine (LPT) (1)
-oil temperature at lubrication system (1)
-oil level at lubrication tank alarm signal (1)
-low oil pressure HPT alarm signal (1)
-low oil pressure LPT alarm signal (1)
-high oil temperature oil system alarm signal (1)
-hardware failure signal (1)
```

2.3.1.17 VALIDATION OF HIGH PRESSURE STEAM SYSTEM

The inputs are:
-total steam flow signal (3)
-total steam pressure signal (3)
-main condenser back pressure signal (3)
-status signal of quick closing valves (6).
The output signals are:
-total steam flow signal (1)
-total steam pressure signal (1)
-main condenser back pressure signal (1)
-status signal of quick closing valves (2)
-high steam flow alarm signal (1)
-low steam flow alarm signal (1)
-high steam pressure alarm signal (1)
-low steam pressure alarm signal (1)
-high main condenser back pressure alarm signal (1)
-hardware failure signal (1)

### 2.3.1.18 VALIDATION OF PRIMARY PURIFICATION SYSTEM

The inputs are:
-purification flow signal (3)
-purification pressure signal (3)
-purification temperature signal (3)
-water conductivity at cooler's discharge (3)
-PH signal (3)
-differential pressure at the filters (3)
-conductivity signal at the surge tank inlet (3)
-status signals for 22 valves (66).
The outputs are:
-purification flow (1)
-purification pressure (1)
-purification temperature (1)
-conductivity at discharge of let-down coolers (1)
-PH signal (1)
-differential pressure at the filters (1)
-conducitivity at the surge tank inlet (1)
-status signal for 22 valves (22)
-high purification flow alarm signal (1)
-low purification flow alarm signal (1)
-high purification temperature alarm signal (1)
-high differential pressure at filters alarm signal (l)
-hardware failure signal (1).

### 2.3.1.19 DATA VALIDATION OF ELECTRICAL GENERATION SYSTEM

 The inputs are:-electric load signals from generators (12)
-voltage signals from generators (12)
-DC voltage signal (3)
-voltage signal for lighting (3)
-emergency power voltage signal (3)
-shore power voltage signal (3)
-shore power load signal (3)
-status signal for 24 breakers (72)
-status signal of AC/DC groups (12)
-status signal of DC/AC groups (12)
-status signal of emergency diesel generator (3)
-voltage signal from main bus (6)
-oil pressure at turbo generator no. 1 (3)
-oil pressure at turbo generator no. 2 (3)
-oil pressure at diesel generator no. 1 (3)
-oil pressure at diesel generator no. 2 (3)
-back pressure signal from turbo generator no. 1 (3)
-back pressure at turbo generator no. 2 (3)
-cooling water temperature at diesel generator no. 1 (3)
-cooling water temperature at diesel generator no. 2 (3)
-starting air pressure for diesel generators (3).
The outputs are:
-electric load for turbo generators nos. 1 and 2 and diesel
generators nos. 1. and 2 (4)
-generator vol tage (4)
-DC voltage (1)
-lighting voltage (1)
-emergency power voltage (1)
-shore power voltage (1)
-shore power load (1)
-status signal from 24 breakers (24)
-status signal of $A C / D C$ groups (4)
-status signal of DC/AC groups (4)
-status signal of emergency diesel generator (1)
-main bus voltage (2)
-low oil pressure at turbo generators nos. 1 and 2 and diesel
generators nos. 1 and 2 alarm signals (4)
-high temperature diesel generators nos. 1 and 2 alarm signal (2)
-high cooling water temperature at diesel generators nos. 1 and 2
alarm signal (2)
-low starting air alarm signal (1)
-hardware failure alarm signal (1)

### 2.3.1.20 DATA VALIDATION FROM PRIMARY PUMPS

The inputs are:
-primary pumps cooling flow signal (12)
-primary coolings water temperature (12)
-status signal of primary pump (12)
-electric load of primary pumps motors (12).
The outputs are:
-primary pump cavity temperature (4)
-electric load of primary pump's motors (4)
-status signal of primary pumps (4)
-abnormal load primary pump's motors alarm signal (4)
-cooling water flow to primary pumps (4)
-primary pump's cooling water temperatures (4)
-hardware failure signal (1).

### 2.3.1.21 DATA VALIDATION OF BUFFER SEAL'S FLOW PARAMETERS

The inputs are:
-total input flow signal (3)
-seals flows signals (63)
-total output flow signal (3).
The output signals are:
-total input flow (1)
-seals flows signals (21)
-total output flow signal (1)
-high output flow alarm signal (1)
-hardware failure alarm signal (1).
It should be noted that almost every signal given by the conventional system has been triplicated in the new design. The reason for this redundancy is to provide the validation algorithm with three independent measurements. A real implementation may not contain this level of redundancy, but the digital design has to be sized to allow that possibility.

### 2.3.2 ADVANCED CONTROL FUNCTIONS

The advanced control functions block requires the data previously validated as input. The outputs from this block are the following variables:
-safety state vector
-communications control signals
-polling signals for detecting hardware malfunctions.
The validated signal traffic is given by the output of the validation blocks (28). The signal traffic involved in the communication process is assumed to be one signal for each block (validation, control, and peripherals) (49). The same assumption is made with the polling signals (49).

The number of variables included in the safety state vector is a matter still under study, but an approximate number is 30 (Ref. 2.2)

### 2.4 SELECTION OF BASIC ALTERNATIVES <br> Basically four types of control systems are available:

```
-analog control
-supervisory control
-direct digital control
-distributed digital control.
```

These approaches are analyzed in detail in Ref. 2.3. The referenced paper proved that direct digital control and distributed digital control have shown a positive trend in applications, while analog or supervisory control is declining. Moreover, considering the requirements of data validation, plant surveillance, and operator advisory inputs required of the system, a designer has no choice but to discard the first two alternatives.

Narrowing down the spectrum of choices to direct digital control and distributed digital control still leaves several alternatives for further consideration. For example, direct digital control has two possible applications

1) the use of one central computer performing all functions;
2) the use of two processes working in parallel. One computer is in service connected to the plant and receiving and sending signals; the other is in warm stand-by only receiving signals from the plant. If the computer on service fails, a switch changes the plant from the output of the failed device to the output of the back-up computer (Ref. 2.6). Both alternatives are analyzed in greater detail in subsequent sections.

Distributed systems are analyzed in Ref. 2.4, where their main advantages and defects are identified. From Ref. 2.4 five distributed architectures can be used in this process. They are:
-100p architecture
-interconnection architecture
-multiprocessor architecture
-global bus architecture
-star architecture.
Even these five alternatives are too numerous to be compared in detail; a further selection procedure is needed to narrow the choices. To this end, the following definitions are used by Thurber and Masson in Reference 2.4:
-Cost modularity (CM): is the incremental cost of adding a processing element (PE). In some systems this could be free (zero cost); in others it could require that $n-1$ paths be added to accept the nth PE.
-Placement modularity (PM): is the degree to which the function on location of an element is restricted. In some systems, a path, switch, or PE can be easily added to improve perfomance. In others, for example, STAR (see Section 2.5.3), the central computer is not amenable to placement modularity. In this case, addition of another computer sharing the processing task would change the architecture to another category.
-Connection flexibility (CF): primarily important in message-switched systems. This is a measure of the alternative cost associated with adding a PE. When a processor is added, whether extra long-distance connection paths or extra local paths have to be added is one measure of the connection flexibility. This issue is similar to the
modularity trade-offs associated with path-oriented systems.
-Fault tolerance (FT): is the measure of the effect of a fault in a system. In system configurations, this manifests itself in terms of how the system is reconfigured by architectural changes, performance modifications, or both. Systems with decentralized control are considered most amenable to fault-tolerant design because of their flexibility to share the same function by processors placed at different physical locations.
-Local complexity (LC): deals with a measurement of the amount and complexity of decisions necessary to route information (send a message) within a system.
-Bottleneck (B): deals with resource perfomance limitations created by saturation or congestion of a system facility such as a data link due to system resource demand.
-Development and application: deals with the degree of theoretical and practical development shown by the architecture. The trend in actual applications is also included in this idea. The concepts defined above will be the basis of choosing two alternatives among the five mentioned. These two will be developed in detail. To decide which alternatives to choose, a weighting factor method is used together with the quantification of each alternative's properties.

### 2.4.1 THE WEIGHTING FACTORS METHOD

This method is based on quantifying a set of properties for each alternative. After quantification, the desirability of each property is
assigned a weighting factor. The desirability is given by the operational requirements asked of the design. This part of of the decision process is under designer control because he has to quantify the weighting factors by considering the importance of each property in relation with operational requirements.

The process starts when the quality of the properties (definitions) themselves are quantified, that is, the analysis of each architecture in relation to the applicability of every property. This process is explained in Ref. 2.4; here the given qualities are translated by the following scale:
extremely good 9.0
very good 8.0
good 7.0
moderate 5.0
bad, poor 3.0
very bad 1.0
The weighting factors have to reflect the importance of each property in light of the operational requirements. For example, fault tolerance is considered to be the most important and receives a weighting factor of 10 . On the other hand, bottleneck and local complexity are the least important and they receive a 1.0 . The list of weighting factors is:

Fault Tolerance (FT) 10.0
Cost Modularity (CM) 8.0
Connection Flexibility (CF) 8.0

| Development and Application (DA) | 8.0 |
| :--- | :---: |
| Placement Modularity (PM) | 5.0 |
| Local Complexity (LC) | 1.0 |
| Bottleneck (B) | 1.0 |
| The figure of merit is reached by multiplying each property by the |  |
| weighting factor and making the summation of these products for every |  |
| alternative. The final results are shown in Table 2.1. |  |

TABLE 2.1
WEIGHTING FACTOR METHOD

| (Ref. 2.4) <br> Architectures | PM |  |  |  | DM | CF | FT | LC |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| B | DA | Figure of <br> of Merit |  |  |  |  |  |  |
| Loop | 9 | 9 | 1 | 3 | 9 | 1 | 7 | 221 |
| Interconnection | 1 | 9 | 1 | 8 | 9 | 8 | 7 | 214 |
| Multiprocessor | 5 | 9 | 1 | 5 | 1 | 1 | 8 | 209 |
| Global bus | 8 | 8 | 1 | 8 | 8 | 3 | 9 | 275 |
| Star | 8 | 8 | 1 | 3 | 5 | 3 | 9 | 222 |
| Weighting factor | 8 | 5 | 8 | 10 | 1 | 1 | 8 |  |

From Table 2.1, the two best architectures are Global bus and Star.
Therefore, these, together with the central computer ones, will be used
in the next stage of the design process.
2.4.2 DESCRIPTION OF THE SELECTED ARCHITECTURES

### 2.4.2.1 CENTRAL COMPUTER

The central computer architecture concentrates all the processing intelligence and the communications control in one processor. The processor receives all the data, processes them, and sends the information to the connected elements. Devices connected with the central computer include man-machine interfaces (MMI), plant actuators, or data storing devices. Every signal produced by the plant sensors is wired individually to the interfaces placed in the central computer. The computer/plant interface is usually a I/O hardware device designed to translate real time signals coming from the plant into digital language intelligible to the computer. The process is also performed in the opposite way. Figure 2.4 .1 shows a scheme of this architecture.

A typical option in this kind of architecture is to add another computer with its own MMI and I/O interfaces, working in parallel no stand-by. This feature is one way of improving the fault tolerance of the architecture. Figure 2.4 .2 presents a scheme of such architecture.

### 2.4.2.2 GLOBAL BUS ARCHITECTURE

This global bus configuration is show in Figure 2.4.3. As seen on the figure, the processing intelligence is now distributed along several microprocessors located close to the loop they are controlling or watching. A central computer is also needed to coordinate the actions of the distributed microprocessors and to perform general tasks not performed by the dedicated microprocessors. A distinctive feature of this distributed proceṣs is the common communication bus used by all the processors. Any processor can communicate with another by means of the


Figure 2.4.1 Central processor architecture, block diagram.


Figure 2.4.2 Dual central computer architecture, block diagram.


Figure 2.4.3 Global data bus architecture, block diagrall.
common bus. The global bus architecture uses a direct transfer strategy; thus there is no switch device acting as a bridge routing the data through it. The communication path is shared, and access to the bus is regulated by the central computer. The communications through the bus are typically made in a serial protocol. The bus can be duplicated to improve the fault tolerance or to achieve higher data traffic.

On the microprocessor side, they are duplicated to improved fault tolerance, control microprocessors have a switch to change the control load from the microprocessor on service to the hot stand-by unit, if the former fails. The latter feature is taken from the dual central computer architecture.

The global bus architecture also has a dual option, shown in Figure 2.4.4. This architecture is the result of adding a complete central computer plus a new bus to the single global bus. Switching from one computer to another is implemented by software.

### 2.4.2.3 STAR ARCHITECTURE

Star architecture also has the processing power distributed along the plant. This architecture uses an indirect transfer strategy (data crosses through an intelligent processor). The information is routed by the central computer and the communication path is dedicated for each microprocessor (Figure 2.4.5). A distinct feature of this architecture. is that validation microprocessors communicate directly with control microprocessors and with the central computer. The communications protocol can be serial or parallel depending on the required volume and


Figure Dual global data bus architecture, partial block diagrail.
2.4.4


Figure 2.4.5 Star architechure, block diayrall.
speed of the information.
Also the Star architecture has dual options consisting of adding a complete central computer as a hot standby and connecting it to every microprocessor. When dual Star architecture is considered, the communication protocol chosen defines a change in the hardware figure 2.4.6) shows a dual Star architecture using parallel communications. This specific option requires a hardware switch to change from one computer to the other. On the other hand, a dual Star architecture using serial communications (Figure 2.4.7) does not require the switch.

### 2.5 IMPLEMENTATION OF THE ALTERNATIVES

The standard procedure to choose appropriate hardware is to examine the whole computer market and make the selection on purely technical grounds. This procedure proves to be difficult to perform because most vendors are not unwilling to supply confidential reliability data about their products. In addition, choosing one vendor for all the devices assumes component compatibility and simplifies the problem. Therefore it was decided to use one component manufacturer as the component supplier for the purpose of this design study. This decision by no means implies that only one supplier would be used in the case of an actual implementation; the purpose of this work is to find the best architecture and not to make a final installation. The actual devices used for doing that is a matter for further study. Moreover, in order to protect the propietary reference condition of the data supplied by the manufacturer, only generic names will be related with the


Figure 2.4.6 Dual star architecture, parallel transmission (partial design).


Figure Dual star architecture, serial transmission, partial block diagram.
2.4.7
reliability data.
The procedure followed in choosing the proper components is first, to calculate the memory capacity and data rate requirements, and with that information, to choose the appropriate devices. Finally, the configuration sheets are filled out for every architecture.

To estimate the memory capacity requirements is particularly troublesome, since the actual software has not yet been developed. Therefore, in order to estimate the memory required, a general theory developed by Maurice H. Halstead (Ref. B.l) is used. This is a general theory, and the actual application could differ from the outcome given by the theory, but nevertheless it is the best tool available to quantify the size of a software not yet developed. The reader is referred to Appendix B to see how the theory is applied to our particular case.

The following subsections analyze particular architectures.

### 2.5.1 CENTRAL COMPUTER ARCHITECTURE

The design of this architecture is based on the experiece acquired by using central computers in process control (Reference 2.5). The actual design has the reductions appropriated for the size and lower complexity of the N.S. Savannah nuclear plant.

Peripheral devices are:
1 disk system (non-volatile memory)
1 tape system (back-up memory)
3 consoles (CRT plus keyboards)

1 line printer
1 card reader.
To calculate the total amount of memory required, it will be assumed that it is equal to the summation of all individual memory requirements. From Table B. 2 this amount is 1482.54 (kby). A1so only the advanced control algorithm needs to store data in non-volatile systems. From past experience it has been noted that only 15 percent of total memory is held in solid state memories, the remaining goes on disks. From the above considerations, the SDCS algorithm requirement is approximately 175 kby. plus 317 kby. for control and validation, or 492 kby total solid state memory and approximately 989 kby in volatile systems. (The values are rounded.)

A system from DEC which meets the above requirements is a PDP 11/70 system. With this model and using an updating time of 2 seconds, each signal will share an average of 735 instructions. Figure 2.5.1 shows the details of the design and calculations appear in the corresponding design sheet in Appendix $C$.

### 2.5.2 DUAL CENTRAL COMPUTER ARCHITECTURE

This kind of architecture is intended to improve the fault tolerance of central computer architecture. The back-up computer is designed exactly in the same way as the single central computer. The architecture is based on a reliable switch system, which selects the outputs coming from both computers. The selection process is a combination of the switch hardware and a special software implemented in


Figure 2.5.1 Central computer architecture, detailed desi!̣n.
*See legend on next paye.

1. MMI
2. Secondary storage
3. Processor
4. VSII-AP (3)(monitors and keyboards)
5. CR-11 (1) (card reader system)
6. LP11-VA (1) (printer system)
7. TSO3-NA (1) (magnetic tape system)
8. RLll-AK (1) (disk system)
9. 11/70 NK (CPU and memory)
10. 19" color monitor
11. CRO4-A card reader
12. LPO5-VA printer
13. TSO3-SA magnetic tape drive
14. RLO1-AK disk drive
15. MK11-CA (1) memory
16. PDP 11/70 (1) CPU
17. VSII-AA

VRVO2
18. Documation M200 controller
19. LP11 controller
20. TSO3 master
21. RLll controller
22. Unibus
23. LFAll-K (9)

A/D controller
24. LPAll-K (27)

D/A controller
25. ADIl-K (18) (A/D interface)

AM11-K (18) (multiplier)
26. AAll-K (27) (D/A interface)
27. Control line
28. Diagnosis line
both processors. An inter-computer link is provided to facilitate the decision process.

The dual computer feature is widely used in control applications, especially in nuclear power plants (References 2.5, 2.6). The switch has been designed to be one for each analog output (after the D/A devices). The switches are simply analog multipliers whose driving signal comes from the computers in service. With this design, a partial failure will make shift only the switches involved in that failure, thus both computers will be working on-1ine, sharing the processing task. Although this situation could happen with some frequency, the current assumption will be to consider a total shift when a failure occurs.

The final architecture is shown in Figure 2.5.2; the design sheets appear in Appendix $C$.

### 2.5.3 STAR ARCHITECTURE

As explained previously, Star architecture is a distributed architecture. The basic control functions and the data validation processes are distributed in dedicated microprocessors installed near the plant. The advanced control function remains in a central minicomputer installed in the control room. This minicomputer requires less memory than the previous control computers because of its process-sharing feature.

To improve the fault tolerance of the architecture, the dedicated microprocessors are designed to be redundant. Control microprocessors follow the same pattern of dual central computers by using a switch to


1. MMI 1
2. Secondary storage 1
3. Processor 1
4. VST1-AP (3) (monitors and keyboards)
5. CR-11 (1) (
6. LPIT-VA (1) (printer system)
7. TSO3-MA (1) (magnetic tape system)
8. RL11-AK (1) (disk system)
9. 11/70 NK (memory and CPU)
10. 19" color monitor
11. CRO4-A
12. LPO5-VA printer
13. TSO3-SA tape drive
14. RLOl-AK disk drive
15. MK11-CA (1) memory
16. PDP 11/70 (1) CPU
17. VS11-AA, VRV 02-BA
18. Controller documation M200
19. LP11 controller
20. TSO3 master
21. RL11 controller
22. UNIBUS
23. LPAll-K (27) (D/A controller)
24. LPA11-K (9) (A/D controller)
25. AAll-K (27) D/A (interface)
26. ADIl-K (18) A/D (interface)

AMIT-K (18) multiplexer
27. Switch control signal
28. Signals from processor 2
29. MPC8S
30. Diagnosis line
31. Control line


Figure (continued) Details on $D / A$ and $A / D$ interfaces.
2.5.2 *see legend on next page.

1. LPA11-K (A/D controller)
2. AAl1-K (D/A interface)
3. MPC8S (Motorola analog multiplexer)
4. MPC8S
5. MPC8S
6. MPC8S
7. Signals from the other processor
8. Central lines (4)
9. LPABT-K
10. AMIl-K (multiflexer
11. ADI1-K (A/D interface)
12. ADI1-K
13. AMII-K
14. 48 lines
15. 16 lines
16. 16 lines
17. 48 lines
18. Diagnosis line
shift the duty.
The validation microprocessors send their outputs to the respective control microprocessors and to the central minicomputer. The control microprocessors are also connected to the central minicomputer.

The central minicomputer has the same peripherals as the central computer architecture because requirements are independent of the chosen architecture.

The memory requirements for the minicomputer given in Table B. 2 are exactly equal to the memory requirements for the advance control (AC) algorithm. The division between volatile and non-voltaile memory follows the same policy as central computers (15 percent for solid state memory). Thus
volatile memory $=175$ kby
non-voltaile memory $=989 \mathrm{kby}$
total memory $=1164 \mathrm{kby}$.
A PDP $11 / 60$ system is the best equipment choice for these requirements.
From Table $B .2$ it is clear that every algorithm requires different amounts of memory and possibly different kinds of processors.

In order to achieve a standardization the microprocessors will be divided in two groups, the control microprocessors and the validation microprocessors. The former will be implemented by using LSI-11/02 CPU, and the latter by using LSI-11/23 CPU. Furthemore, the microprocessors are implemented with full memory capacity.

Control microprocessor 16 kby
diagnostic microprocessor 64 kby.

It should be noted that microprocessor C3 (Table B.1) is slightly over the maximum capacity. The above standardization will not be done in practice, because in the case of an actual implementation only the real amount of memory required is installed. This approximation facilitates further calculations but introduces a factor against the distributed architectures by raising the total cost and the probability of failure. The effects of the approximations and assumptions will be discussed in the section dedicated to sensitivity analysis.

It should be noted that the choice of LSI-11 technology implies 16 bit word format. This means more powerful instructions and lower processing time.

Two alternatives of communications can be designed for a Star architecture, parallel communications, and serial communications. Each choice means different interfacing devices, but the essential elements remain the same. Figure 2.5 .3 shows the detailed design for the parallel communications alternative and Figure 2.5 .4 shows the serial one. Appendix $C$ has the work sheets for both alternatives.

### 2.5.4 DUAL STAR ARCHITECTURE

In the Dual Star architecture, a complete minicomputer plus its peripherals is added to the single Star design in order to improve the fault tolerance of the architecture.

Unlike the actual computer architecture where the outputs to plants are switched, in the Dual Star architecture the control microprocessors are switched. This switch can be made by a hardware switch as in the


Figure 2.5.3 Star architecture, parallel transmission,
detailed design.
*See legend on next page.

1. MMI
2. Secondary storage
3. Processor
4. VSIl-AP (3) (monitors and keyboards)
5. CR-11 (1) (card reader system)
6. LP11-VA (1) (printer system)
7. TSO3-MA (1) (magnetic tape system)
8. RLII-AK (1) (disk system)
9. 11/60 EA (1) (CPU and memory)
10. 19" color monitor
11. CRO4-A card reader
12. LPO5-VA printer
13. TSO3-SA tape drive
14. RLO1-AK disk drive
15. MSIl-KE (3) memories
16. KD11-K CPU
17. VSII-AA, VRVO2-BA
18. Controller documation M200
19. LP11 controller
20. TSO3 master
21. RL11 controller
22. UNIBUS
23. DR11-B, M7230 (parallel interface)
24. DR11-B, M7230
25. DR11-B, M7230
26. DR11-B, M7230
27. Control room
28. Machinery room


Figure 2.5.3 (continued)
*See legend on next page.

1. Control room
2. Machinery room
3. $\mu P D^{\prime}$ (stand-by diagnosis microprocessor)
4. $\mu \mathrm{PC}^{\prime}$ (stand-by control microprocessor)
5. $\quad \mu \mathrm{PC}$ (control microprocessor on service)
6. $\quad \mu \mathrm{PD}$ (diagnosis microprocessor on service)
7. H9270 (2) (power supply)
8. H9270 (3)
9. H9270 (3)
10. H9270 (2)
11. DRV11-B, M5927 (parallel interface)
12. MSVIT-DD (memory)
13. KDFII-AC (CPU)
14. AAV11-A (4)
15. DRV11-B, M5927
16. MSVII-DB (memory)
17. ORVIT-B
18. KDII-HA (CPU)
19. DRVIT-B
20. DRVII-B, M5927
21. DRVIT-B
22. MSVII-DB
23. DRVIT-B
24. KD11-HA
25. DRV11-B, M5927
26. ADVII-A (5)
27. MSV11-DD
28. MPC8S (Motorola analog multiplexer)
29. KDF11-AC
30. Switch
31. KDF11-HD (CPU and memory)
32. Sensors
33. KD11-HB (CPU and memory)
34. KD 11-HB
35. KDF11-HD
36. Q-BUS
37. Q-BUS
38. Q-BUS
39. Q-BUS
40. ADV11-A (5) (A/D interface)
41. DRV11-B (parallel interface)
42. DRV11-B
43. DRV11-B
44. DRV17-B
45. AAV11-A (4) (D/A interface)


Figure 2.5.3 (continued) Detailed design of $D / A$ interface. *See legend on next page.

1. AAV11-A (D/A interface)
2. MPC8S (Motorola analog multiplexer)
3. MPC8S
4. MPC8S
5. MPC8S
6. From $\mu \mathrm{PC}$
7. From $\mu$ PC'


Figure 2.5.4 Star architecture, serial transmission alternative, detailed design.
*See legend on next page.

1. MMI
2. Secondary storage
3. Processor
4. VSIT-AP (3) (monitor and keyboard system)
5. CR-11 (1) (card reader system)
6. LPII-VA (1) (printer system)
7. TSO3-MA (1) (magnetic tape system)
8. RLIl-AK (1) (disk system)
9. 11/60 EA (1) (CPU and memory)
10. 19" color monitor
11. CRO4-A card reader
12. LP05-VA printer
13. TSO3-SA tape drive
14. RLO1-AK disk drive
15. MS11-KE (3) memory
16. KDT1-K CPU
17. VS11-AA, VRVO2-BA
18. Controller documation $\mathrm{M}-200$
19. LPIl controller
20. TSO3 master
21. RLll controller
22. UNIBUS
23. DZll-C (6) (serial interface)
24. Control room
25. Machinery room


Figure 2.5.4 $\begin{aligned} & \text { (continued). } \\ & \text { *See legend on next page. }\end{aligned}$

1. Control room
2. Machinery room
3. $\mu \mathrm{PD}^{\prime}$ (stand-by diagnosis microprocessor)
4. $\mu \mathrm{PC}^{\prime}$ (stand-by control microprocessor)
5. $\quad \mu \mathrm{PC}$ (control microprocessor on service)
6. $\quad \mu P D$ (diagnosis microprocessor on service)
7. H9270 (2) (power supply)
8. H9270 (3)
9. H9270 (3)
10. H9270 (2)
11. DLV-II (serial interface)
12. KDF11-HD (CPU and memory)
13. KD11-HB (CPU and memory)
14. KD11-HB
15. KDF11-HD
16. MSV11-DD (memory)
17. KDFII-AC (CPU)
18. DLV-11
19. MSVII-DB (memory)
20. KD11-HA (CPU)
21. DLV-11
22. MSV11-DB
23. AAV11-A (4)
24. DRV11-B
25. DRVII-B
26. DRVII-B
27. DRV11-B
28. ADV11-A (5)
29. MPC8S (Motorola analog multiplexer)
30. Switch
31. KDII-HA
32. Sensor
33. DLV-11
34. MSV11-DD
35. KDF11-AC
36. Q-BUS
37. Q-BUS
38. Q-BUS
39. Q-BUS
40. ADV11-A (5) (A/D interface)
41. DRV11-B (parallel interface)
42. DRV11-B
43. DRV11-B
44. DRV11-B
45. AAV11-A (4) (D/A interface)
case of the parallel transmission alternative, or a pure software switch as in the case of the serial transmission alternative.

The validation microprocessors are connected directly with both minicomputers, without any need for switches. All the dedicated microprocessors are redundant, as was the case in the single architecture. Figure 2.5 .5 shows the design for the Dual Star parallel transmission alternative. Figure 2.5 .6 shows the design for the Dual Star serial transmission alternative. The worksheets for both are in the Appendix $C$.

### 2.5.5 GLOBAL BUS ARCHITECTURE

The global bus architecture differs from Star architecture in the communications process. The Star architecture has a dedicated link with each one of the distributed microprocessors. The global bus architecture has only one link shared by every microprocessor in the design. Apart from that, the basic design is the same: the same minicomputer, the same peripherals, the same microprocessors. Only the interfacing elements are different.

This architecture does not require a special link to communicate validation microprocessors with the control microprocessors. The communication is achieved by the common bus. Typically this architecture uses serial communications and the talking through the bus is regulated by the central minicomputer. The detailed design of the architecture is shown in Figure 2.5.7. The worksheets are in Appendix $C$.

### 2.5.6 DUAL GLOBAL BUS ARCHITECTURE

Following the same pattern of other dual designs, the dual global


Figure 2.5.5 Dual star architecture, parallel transnission, detailed design.
*See legend on next page.

1. Control room
2. Machinery room
3. $\mu \mathrm{PD}{ }^{\prime}$ (stand-by diagnosis microprocessor)
4. $\mu \mathrm{PC}^{\prime}$ (standpby control microprocessor)
5. $\quad \mathrm{PCC}$ (control microprocessor on service)
6. $\quad$ UPD (diagnosis microprocessor on service)
7. H9270 (2). (power supply)
8. H9270 (2)
9. H9270 (2)
10. H9270 (3)
11. DRV11-B, M5927 (parallel interface)
12. DRV11-B, M5927
13. KDF11-HD
14. MSV11-DD (memory)
15. KDF11-AC (CPU)
16. DRV11-B, M5927
17. MSV1I-DB (memory)
18. AAV17-A (4)
19. KD11-HB (CPU and memory)
20. DRV11-B
21. KDII-HA (CPU)
22. DRV11-B, M5927
23. DRVII-B
24. KD11-HB
25. DRVII-B
26. MSVIT-DB
27. KD11-HA (CPU)
28. DRV11-B, M5927
29. DRV11-B, M5927
30. KDF11-HD
31. MSVII-DD
32. KDF11-AC
33. Q-BUS
34. Q-BUS
35. Q-BUS
36. Q-BUS
37. ADV11-A (5) (A/D interface)
38. DRV11-B (parallel interface)
39. DRV11-B
40. DRV11-B


Figure 2.5.5 (continued).
*Sce legend on next page.

1. MMI
2. Secondary Storage
3. Processor
4. VST1-AP (3) (monitors and keyboards)
5. CR-11 (1) (card reader system)
6. LP1T-VA (1) (printer system)
7. TSO3-MA (1) (magnetic tape system)
8. RLIl-AK (1) (disk system)
9. 11/60 EA (1) (CPU and memory)
10. 19" color monitor
11. CRO4-A card reader
12. LPO5-VA printer
13. TSO3-SA tape drive
14. RLO1-AK disk drive
15. MSTI-KE memory
16. KD11-K CPU
17. VS11-AA, VRVO2-BA
18. Controller documation M200
19. LP1l controller
20. TSO3 master
21. RL-11 controller
22. UNIBUS 1
23. DT07 (switch)
24. DRII-B, M7230 (parallel interface)
25. DR11-B, M7230
26. UNIBUS 0
27. DR11-B, M7230
28. DR11-B, M7230
29. Switch 0
30. Machinery room
31. Control room
32. To UNIBUS 2


*See legend on next page.
33. MMI 1
34. Secondary storage 1
35. Processor 1
36. VS11-AP (3) (monitors and keyboards)
37. CR-11 (1) (card reader system)
38. LPII-VA (1) (printer system)
39. TSO3-MA (1) (magnetic tape system)
40. RLl1-AK (1) (disk system)
41. 11/60 EA (1) (CPU and memory)
42. 19" color monitor
43. CRO4-A card reader
44. LP05-VA printer
45. TSO3-SA tape drive
46. RLO1-AK disk drive
47. MSTI-KE memory
48. KDIl-K CPU
49. VS11-AA, VRV02-BA
50. Control documation M200
51. LPll controller
52. TSO3 master
53. RL-11 controller
54. UNIBUS 1
55. DZ1I-C (serial interface)
56. Control room
57. Machinery room

26 To UNIBUS 2


Figure 2.5.6 (continued)
*See legend on next page.

1. Control room
2. Machinery room
3. $\quad$ PDD' (stand-by diagnosis microprocessor)
4. $\quad \mu P^{\prime}$ (stand-by control microprocessor)
5. $\quad \mu \mathrm{PC}$ (control microprocessor on service)
6. $\quad \mu \mathrm{PD}$ (diagnosis microprocessor on service)
7. H9270 (3) (power supply)
8. H9270 (2)
9. H9270 (2)
10. H9270 (3)
11. KDF11-HD (CPU and memory)
12. KDF11-HB (CPU and memory)
13. KDFII-HB
14. KDFT1-HD
15. DLV-11 (serial interface)
16. DLV-11
17. MSV11-DD (memory)
18. KDFII-AC (CPU)
19. DLV-11
20. DLV-11
21. MSVIl-DB (memory)
22. KD11-HA (CPU)
23. DLV-11
24. DLV-11
25. MSVII-DB
26. KD11-HA
27. DLV-11
28. DLV-11
29. MSV11-DD
30. KDF11-AC
31. Q-BUS
32. Q-BUS
33. Q-BUS
34. Q-BUS
35. ADV11-A (5) (A/D interface)
36. DRVIl-B (parallel interface)
37. DRV11-B
38. DRV11-B
39. DRVII-B
40. AAV11-A (5) (D/A interface)
41. AAV11-A (4)
42. DRV11-B
43. DRVII-B
44. DRVII-B
45. DRVII-B
46. ADV11-A (5)
47. MPC8S (Motorola analog multiplexer)
48. Switch
49. Sensors
50. Actuators


Figure 2.5.7 Global bus architecture, block diagram.
*See legend on next page.

1. MMI
2. Secondary storage
3. Processor

4: VS11-AP (3) (monitors and keyboards)
5. CR-11 (1) (card reader system)
6. LP11-VA (1) (printer system)
7. TSO3-MA (1) (magnetic tape system)
8. RLll-AK (l) (disk system)
9. 11/60 EA (CPU and memory)
10. 19" color monitor
11. CRO4-A card reader
12. LPO5-VA printer
13. TSO3-SA tape driver
14. RLO1-AK disk drive
15. MSII-KE memory
16. KD11-K CPU
17. VS11-AA, VRVO2-BA
18. Controller documation M200
19. LPT1 controller
20. TSO3 master
21. RL-11 controller
22. UNIBUS
23. Meg:alink 11-0016 (Computrol serial interface)
24. Global data bus
25. Control room
26. Machinery room


Figure 2.5.7 (continued)
*See leyend un next paye.

1. Control room
2. Machinery room
3. Global data bus
4. $\quad$ PPD' (stand-by diagnosis microprocessor)
5. $\mu \mathrm{PC}{ }^{\prime}$ (stand-by control microprocessor)
6. $\quad \mu \mathrm{PC}$ (control microprocessor on service)
7. $\quad$ PPD (diagnosis microprocessor on service)
8. H9270 (2) (power supply)
9. H9270 (2)
10. H9270 (2)
11. H9270 (2)
12. KDFII-HD (CPU and memory)
13. KDF11-HB (CPU and memory)
14. KDFIl-HB
15. KDFIl-HD
16. 11-0011 (computrol serial interface)
17. MSVII-DD (memory)
18. KDF11-HC (CPU)
19. 11-0011
20. MSVIT-DB (memory)
21. KD11-HA (CPU)
22. 11-0011
23. MSV11-DB
24. MPC8S (Motorola analog
multiplexer)
25. Switch
26. Sensors
27. Actuators
28. KDII-HA
29. 11-0011
30. MSVII-DD
31. KDF11-AC
32. Q-BUS
33. Q-BUS
34. Q-BUS
35. Q-BUS
36. ADV11-A (5) (A/D interface)
37. AAVIl-A (4) (D/A interface)
38. AAV11-A (4)
39. ADVIT-A (5)
bus has a complete minicomputer plus its peripherals or a back-up system. Also a redundant global bus is added. The switching is accomplished by special software. Every microprocessor is connected to both buses, but control microprocessors only communicate with the active minicomputer. The detailed design for this architecture is shown in Figure 2.5.8. The worksheets are in Appendix $C$.

### 2.6 FAULT TREE FORMULATION

Once the alternative architectures are available, the fault tree analysis can be performed (Ref. 2.10). Fault trees can be developed to almost any degree of detail but a very refined analysis will result in a cumbersome and extremely lengthy effort. For that reason a reasonable set of assumptions is therefore made in order to reduce the amount of data processing and theoretical development without losing the generality of the work.

The following considerations have been taken into account:

1. In order to give more flexibility to the analysis, the fault trees are developed in two different situations. These situations represent conditions which the architecture could be subjected during the operating life.

- Situation One: the surveillance and control system together with the plant are operating under normal conditions. The top event is to find out the probability of the control system failure.


1. MMI
2. Secondary storage
3. Processor
4. VS11-AP (3) (monitors and keyboards)
5. CR-11 (1) (card reader system)
6. LP11-VA (1) (printer system)
7. RLII-AK (disk system)
8. TSO3-MA (magnetic tape system)
9. 11/60 EA (CPU and memory)
10. 19" color monitor
11. CRO11-A card reader
12. LP05-VA printer
13. TSO3-SA tape drive
14. RLO1-AK disk drive
15. MS11-RE memory
16. KDII-K CPU
17. VS11-AA, VRVO2-BA
18. Controller documation M200
19. LPIl Controller
20. TSO3 Master
21. RL-11 Controller
22. UNIBUS 1
23. Megalink 11-0016 (Computrol serial interface)
24. Global data bus 1
25. Control room
26. Machinery room


Figure 2.5.8 $\begin{aligned} & \text { (continued). } \\ & \text { *See legend on next page. }\end{aligned}$

1. Control room
2. Global data bus 2
3. Machinery room
4. Global data bus 1
5. $\mu P D^{\prime}$ (stand-by diagnosis microprocessor)
6. $\mu \mathrm{PC}^{\prime}$ (stand-by control microprocessor)
7. $\mu \mathrm{PC}$ (control microprocessor on service)
8. $\mu \mathrm{PD}$ (diagnosis microprocessor on service)
9. H9270 (2) (power supply)
10. H9270 (2)
11. H9270 (2)
12. H9270 (2)
13. 11-0011 (Computrol serial interface)
14. 11-0011
15. MSV11-DD (memory)
16. KDF11-AC (CPU)
17. 11-0011
18. 11-0011
19. MSV11-DB (memory)
20. ADV11-A (5) (A/D
interface)
21. KDIl-HA (CPU)
22. AAV11-A (4)
23. 11-0011
24. 11-0011
25. MSVII-DB
26. AAV11-A (4) (D/A
interface)
27. ADV11-A (5)
28. MPC8S (Motorola analog multiplexer)
29. Switch
30. KDII-HA
31. Sensors
32. 11-0011
33. Actuators
34. 11-0011
35. MSV11-DD
36. KDFII-AC
37. KDF1l-HD (CPU and memory)
38. KD11-HB (CPU and memory)
39. KDI1-HB
40. KDF11-HD
41. Q-BUS
42. Q-BUS
43. Q-BUS
44. Q-BUS

- Situation Two: the plant is in an accident situation or an accident is going on. The analysis of the top event is to find the probability of failure for the diagnosis and surveillance system to advise the operator properly.
- There is a third important situation--to estimate the probability of the diagnostic system to detect and prevent an accident in the plant. This situation is very complex to analyze, and is beyond the scope of this thesis. Nevertheless, for the goals of the present work, that situation does need to be evaluated in a preliminary manner.

2. Any failure mode which is common to all alternatives is not included (i.e., external power supply failure, sensor failure, plant failures in general).
3. The failure of one component of a subsystem will be considered as making the subsystem fail unless there is a backup device.
4. The procedure followed is first to make a fault tree for each alternative under situations one and two. Next the corresponding boolean equations are obtained by applying boolean laws, the latter equations take a reduced form. Finally the probability equations are calculated. When the probability equations apply to low probability events they are approximated by the commonly used approach
$p(A+B)=p(A)+p(B)$
When the events have high probability no approximation is made. $p(A+B)=p(A)+p(B)-p(A) p(B)$

Another implicit assumption is to consider all events independent, thus
$p(A \times B)=p(A) p(B)$.
5. The probability of a device failing in such a way as to hold the data bus is so low that the event is neglected in the fault trees.

### 2.6.1 CENTRAL PROCESSOR ARCHITECTURE

The fault tree and its corresponding probability equations are in Appendix D. The following comments apply to the fault tree development.

1. Communications control and data validation are done by the central processor
2. The operator has questioning capabilities over the communications; he also receives the validated data
3. The event "man-machine interface fails" implies bad data reception or transmission of wrong commands because of console failure.
4. Secondary storage covers disk drives, magnetic tape units, and their controllers.
5. The fault tree for situation two is different from condition one because the hardware involved in each situation is different. For example, the D/A interface and control microprocessor do not take part in the operator advisory process.
6. The probability of software failure is a fixed value determined
by the designer. When this value is stated, the program has to be debugged up to that value. All software will be considered with the same failure rate (see Appendix E).

Figures D. 1 and D. 2 show the fault trees, the legend is in Tables D. 1 and D.2. Finally, equations $D .1$ and $D .2$ are the probabilistic equations for these fault trees.

### 2.6.2 DUAL CENTRAL PROCESSOR ARCHITECTURE

The following comments apply to this architecture.

1. The dual central processor has a data link between both CPUs which is not included in the fault tree due to its low probability of failure.
2. The processor's hardware failure related with the switch is only the hardware which works with the switch.
3. For the software related to the switch a conservative viewpoint has been taken, namely any software failure fails the switch.
4. It is assumed that if individual switches fail, the switch system fails (another conservative measure).
5. The same comments in 2.6.1 apply in this architecture.

The fault trees are presented in Figures D.3 and D.4; the legend for the fault trees is in Tables D. 3 and D.4. Finally the probabilistic equations are 0.3 and $D .4$, all in Appendix $D$.

### 2.6.3 STAR ARCHITECTURE

The following comments apply to these architectures.

1. It is included fault trees for the parallel and serial transmission alternatives (situations one and two).
2. Dedicated systems $C_{1}, C_{2}, C_{3}, C_{4}, C_{5}$, and $C_{6}$ are assumed to have the same hardware. Therefore, it is only necessary to calculate one to estimate the others.
3. In situation one the failure of $D_{9}, D_{10}, D_{11}, D_{12}$, and $D_{13}$ do not contribute to the top event.
4. The lines from $D / A, A / D$ to microprocessor are too short to be included.
5. A conservative approach is taken assuming the failure of one subsystem causes failure of the whole system.
6. The switches at the microprocessor level were treated in the same manner as the switches for the dual processor alternative.
7. Software failure is considered a constant for every processing device (by designer decision). The parallel transmission has the following special comments. -In situation two "mc hardware fails" does not include the parallel interfaces with the microprocessors -Also in condition two " $\mu \mathrm{PD}_{3}$ hardware fails" does not include the parallel interface with the $\mu \mathrm{PC}_{3}$.

The serial transmission alternative has the following special comments:
-"mC hardware fails" does not include the serial interface to the microprocessor (condition two)
-" $\mu \mathrm{PD}_{3}$ hardware fails" does not include the parallel interface
to the ${ }_{\mu} \mathrm{PC}_{3}$ (condition two)
Figures D. 5 and D. 6 show the fault trees for the parallel and serial architectures. Equations D. 5 and D. 6 are the probabilistic equations for the fault trees. Tables $D .5$ and D. 6 have the legend for the parallel transmission case. Tables $D .7$ and $D .8$ have the legend for the serial transmission case.

### 2.6.4 DUAL STAR ARCHITECTURE

All the comments given for the single architecture apply in this case.

1. The switch used in the parallel transmission alternative has the same properties as the switch used in the dual central computer.
2. The software switch used in the serial transmission alternative assumes only a failure in the $m$ hardware which is related to the switching functions.
Figures D. 9 and D. 10 show the fault trees for the parailel transmission case. Tables D.9 and D. 10 give the legends applied to these figures. Equations D. 9 and D. 10 are the probabilistic equations related with the D.9 and D.10.

Figure 0.11 shows the fault tree for the serial alternative situation one. Figure D. 10 also represents the fault tree for the serial alternative situation two. The legend for these figures is in Tables D.11, D.10, and D.12, respectively. Equation $D .11$ is the probabilistic equation for condition one. Equation $D .10$ is the probabilistic equation for condition two.

### 2.6.5 GLOBAL BUS ARCHITECTURE

The following comments apply to this case.

1. The cables from switches to microprocessors or from microprocessors to the bus (coaxial cable) are too short to be included.
2. All the general comments related with microprocessors and minicomputers apply.
3. The mC hardware for conditions one and two is the same.

Figures D. 13 and D. 14 show the fault trees for conditions one and two; the legend is in Tables D.13 and D.14. The equations D.13 and D.14 are the probabilistic equations.

### 2.6.6 DUAL GLOBAL BUS ARCHITECTURE

The following comments apply:

1. It is assumed that every validation microprocessor works simultaneously with both minicomputers.
2. The comments in Section 2.6 .5 also apply here.

Figures D. 15 and D. 16 show the corresponding fault trees; the legend is in Tables D.15 and D.16. Equations D. 13 and D. 14 are the probabilistic equations for this case.

Greater insight on what devices are included in each calculation is obtained by looking at Section 2.7.

### 2.7 PROBABILITIES OF FAILURE OF COMPONENTS AND SOFTWARE

Up to this point, the hardware configuration and the fault trees are
known. The next step is to find the basic probablities of failures in order to input them into the probabilities equations.

The event probabilities related with hardware are calculated by assuming the failure rates provided by the vendor as a constant during the time between maintenance. The expression for the reliability of a component is given by:

$$
\begin{equation*}
R(t)=\exp \left[-\int_{t_{1}}^{t_{2}} h(t) d t\right] \tag{2.7.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& R(t)=\text { reliability (success probability during the mission time) } \\
& h(t)=\text { hazard rate (instantaneous failure rate) (f/h) } \\
& t_{1}=\text { time when mission begins } \\
& t_{2}=\text { time when mission ends }
\end{aligned}
$$

Generally $\Delta T=t_{2}-t_{3}$ is considered as the time between maintenance.
If the hazard rate is constant or equal to $\lambda$, equation (2.7.1) takes the form of

$$
\begin{equation*}
R(t)=\exp (-\lambda t) \tag{2.7.2}
\end{equation*}
$$

and $\bar{R}(t)=1-R(t)$
where $\bar{R}(t)$ is called unreliability or probability of failure.
The probability of software failure has been introduced because of the huge software development task that an effort of this kind involves. It is almost inconceivable to reach an error-free software for this job, therefore the estimated software failure rate is another input to the probability equations. In fact, software failure is included from the beginning in the fault trees.

For the purposes of this thesis, the software failure rate will be considered a fixed value stated by the designer as a goal that has to be achieved by the programmers and debuggers. To reach the given level of reliability means a corresponding effort in debugging man-hours, therefore the complexity of one algorithm will not only appear in its reliability but in its costs. Appendix E explains how the debugging time can be obtained starting fram a given software hazard function.

The following subsections are devoted to the calculation of failure rates for each basic event. Once a basic event failure rate is calculated in one architecture, if it appears in another architecture the calculation will not be repeated.

### 2.7.1 CENTRAL COMPUTER ARCHITECTURE

Each basic event is analyzed separately and the resultant failure rate is recorded in the corresponding table in Appendix $D$ under the name "generic failure rate."

The columns of the tables given in Appendix D deserve special explanation:
-Generic failure rate ( $\lambda_{G}$ )--this is the basic failure rate generally given by the vendors and calculated from their own tests under laboratory conditions.
-Quality factor ( $\pi_{Q}$ ): This factor multiplies the generic failure rate, introducing a correction which takes into account the degree of quality control during the manufacturing process.
-Environmental factor ( $\pi_{E}$ ): This factor also multiplies the generic
failure rate, introducing a correction which considers the effect of the actual environment in which the devices are placed.
-Learning factor $\left(\pi_{L}\right)$ : This factor also multiplies the generic failure rate, introducing the degree of technical development undergone by the component before it reaches the market. The values for each factor are given in Ref. 2.8.

It should also be noted that the data supplied by DEC already have a $\pi_{Q}=16$, then at the tables this factor will appear as a 1.0 . Therefore

$$
\lambda=\lambda_{G} \times \pi_{Q} \times \pi_{E} \times \pi_{L}
$$

where $\dot{\lambda}=$ estimated component failure rate. $\lambda$ is also stated in the tables. Listed under the title "event probability" is the result of transforming $\lambda$ by Equations 2.7.2 and 2.7.3. This is the estimated event probability of failure. The remaining colums are self-explanatory.

### 2.7.1.1 SITUATION ONE

A. Control line fails: The most common practice is to assume a zero failure rate for the cables, but a high number of them and their length (approximately 35 m ) makes it advisable to choose a conservative value for these components. The number given in Table D.1 and others comes from reference 2.8.

Under the assumption that a failure in a cable makes the control line fail (a conservative assumption), the probability of failure for the control cables is calculated as:

$$
P_{t}=1-\exp (-N \lambda t)
$$

$P_{t}=$ probability of failure
$\mathrm{N}=$ number of cables (100 control case)
$\lambda=$ estimated failure rate
$t=$ time between maintenance.
Initially the maintenance policy will be assumed as one test every day. Later the weight of this assumption will be assessed.
B. Central processor fails: It is assumed a failure in the central processor when any of its components fails, e.g., the total failure rate is equal to the summation of the components' failure rates. A list of the components, their number, and the failure rates multiplied by the component number follows:

| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |
| :--- | :---: | :---: |
| CPU | 1, | 226.397 |
| A/D controllers | 9 | 694.93 |
| Memory | 1 | 80.095 |
| A/D devices | 18 | 98.12 |
| Backplanes | 14 | 0.21 |
| A/D multiplexers | 18 | 68.1 |
| Unibus repeaters | 4 | 21.967 |
| D/A controllers | 27 | 2084.79 |
| Power supplies | 5 | 57.55 |
| D/A devices | 27 | 225.041 |
|  |  | TOTAL. |

D. MMI fails: the man-machine interface failure of most concern involves the three consoles; thus when the three consoles fail together
it will be assumed to be an MMI failure. This means the final probability of failure is the probability of failure for one console to the third power.

Console (1)
173.392
E. Control software fails: The software will be required to be very reliable; for calculation purposes it will be assumed as 0.5 failure during the hardware lifetime ( 10 years), or $\lambda=5.71 \times 10^{-6}$.
F. Diagnosis lines fails: The same explanation for control cables holds but now $N=1089$.

### 2.7.1.2 SITUATION 2

G. Central processor hardware fails: The failure rate is calculated including only the components involved in the diagnosis problem.

| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |
| :--- | :---: | :---: |
| CPU and memory | 1 | 306.493 |
| Backplanes | 14 | 0.21 |
| Unibus repeaters | 4 | 21.967 |
| A/D devices | 18 | 98.106 |
| Multiplexers | 18 | 68.102 |
| Power supplies | 5 | 57.55 |
|  |  | TOTAL 1247.36 |

H. Secondary storage system fails: The system is made up of a disk storage drive plus a magnetic tape drive as a back-up. A failure in the secondary storage appears when both drives fail together. In other words,

| $P_{t}($ secondary storage $)=P_{t}($ disk $) \times P_{t}($ tape $)$ |  |  |
| :---: | :---: | :---: |
| COMPONENT | NUMBER | FAILURE RATE/10 |
| Disk drive | 1 | 181.80198 |
| Controller | 1 | 17.71678 |
| Total disk |  | 199.51876 |
| Magnetic tape (complete) | 1 | 203.33456 |
| Then $P_{t}($ disk unit $)=2.97167 \times 10^{-2}$ |  |  |
| $P_{t}($ tape unit $)=3.0276 \times 10^{-4}$ |  |  |
| I. Diagnosis softwa already stated. | fails: | re rate for soft |

### 2.7.2 DUAL CENTRAL COMPUTER

2.7.2.1 SITUATION ONE
J. Switch hardware fails: Each analog output line has its own switch. Taking a conservative measure it will be assumed that the failure of one switch causes failure of the switch system. The switch system failure rate is the summation of the individual failure rates. Switch 1 .155
K. Processor 1 hardware fails (SR): This event only includes the hardware related to the switch.

COMPONENT NUMBER
CPU and memory Unibus repeaters

1

4

FAILURE RATE $/ 10^{6}$ Hours
306.49
21.967


### 2.7.3 STAR ARCHITECTURE

### 2.7.3.1 PARALLEL COMMUNICATIONS

2.7.3.1.1 SITUATION ONE
C. Central mC hardware fails: It is assumed that any component of the minicomputer makes the mC fail, thus,

| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |
| :--- | :---: | :---: |
| CPU and memory | 1 | 190.617 |
| Unibus repeaters | 3 | 16.475 |
| Power supplies | 1 | 11.50994 |
| Parallel interfaces | 42 | 311.9172 |
| Backplanes | 24 | 0.36 |
| Extra memory | 1 | 8.22293 |
|  |  | TOTAL |
|  | 539.108 |  |

E. $\quad C_{3}$ - mC line fails: This is the cable which connects the microprocessor with the central minicomputer: $\lambda=0.6\left(f / 10^{6} \mathrm{~h}\right)$.
F. ${ }_{\mu} P^{2} C_{3}$ hardware fails: All the microprocessor components are included in this calculation. For the effects of considering the interfaces, an average number will be assumed. This assumption is more reasonable than to assume the number of interfaces needed by the most required microprocessor, which would be an overly conservative measure and could distorts the final results due to the high comparative cost of these interfaces.

| COMPONENT | NUMBER |
| :--- | :---: |
| CPU and memory | 1 |
| Parallel interfaces | 3 |
| D/A devices | 4 |
| Backplanes | 2 |
| Power supplies | 2 |

FAILURE RATE $/ 10^{6}$ Hours
49.78366
23.07084
21.54176
0.0003
12.43876

TOTAL 106.837
H. ${ }_{\mu} \mathrm{PD}_{3}$ hardware fails: Same considerations are used as for ${ }_{\mu} \mathrm{PC}_{3}$.

COMPONENT
CPU and memory
Parallel interfaces
A/D devices
Backplanes
Power supplies

NUMBER
1
3
5
3
2

FAILURE RATE $/ 10^{6}$ Hours
28.61452
23.07084
36.9377
0.0045
12.43876

TOTAL 101.0653
M. Switch hardware fails: Assuming that the failure of one switch makes the switch system fail, the individual failure rates is . 155 ( $f / 10^{6} \mathrm{~h}$ ) and each system has 8 switches.

PP. ${ }_{\mu} P_{3}$ hardware fails (SR): Only the hardware related with the switch is included.

COMPONENT
CPU and memory
Power supplies
Backplanes
D/A device

NUMBER

1

2
2

1

FAILURE RATE $/ 10^{6}$ Hours
49.78366
12.43876
0.0003
5.38544

TOTAL 67.6105

### 2.7.3.1.2 SITUATION TWO

GG. mC hardware fails: In this situation the parallel interfaces with the $\mu$ PCs are not included, thus,

COMPONENT

CPU and memory
Extra memory

NUMBER
1

1

FAILURE RATE/ $10^{6}$ Hours
190.617
8.22293

| Unibus repeaters | 3 |  |
| :--- | :---: | :---: |
| Parallel interfaces | 28 | 16.475 |
| Backplanes | 24 | 207.946 |
| Power supplies | 1 | 0.36 |
|  |  | 11.50994 |
|  | TOTAL | 435.131 |

JJ. ${ }_{\mu} \mathrm{PD}_{3}$ hardware fails: This event does not include the parallel interfaces with the $\mu \mathrm{PC}$.

COMPONENT
CPU and memory
Parallel interfaces
A/D devices
Power supplies
Backplanes

NUMBER
1
1
5
2
3

FAILURE RATE $/ 10^{6}$ Hours
28.61452
7.42666
36.9377
12.43826
0.00045

TOTAL 85.4216

### 2.7.3.2 SERIAL COMMUNICATIONS

The overall architecture is very similar to the parallel case; only a few components are different to make up the serial asynchronous communications. This fact makes the fault trees similar and also the probabilistic equations. Only a few values change, the remaining evaluation is exactly equal to the corresponding parallel situation.

### 2.7.3.2.1 SITUATION ONE

C. Central mC hardware fails: The components included in this event are:

| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |  |  |
| :---: | :---: | :---: | :---: | :---: |
| CPU and memory | 1 |  | 190.61766 |  |
| Serial interfaces | 6 |  | 153.8538 |  |
| Extra memory | 1 |  | 8.22993 |  |
|  |  | TOTAL | 352.6944 |  |
| F. ${ }_{\mu} \mathrm{PC}_{3}$ hardware fails. |  |  |  |  |
| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |  |  |
| CPU and memory | 1 |  | 49.78366 |  |
| Power supplies | 2 |  | 12.43826 |  |
| Backplanes | 2 |  | 12.43826 |  |
| A/D devices | 4 |  | 21.54176 |  |
| Parallel interfaces | 2 |  | 14.8534 |  |
| Serial interfaces | 1 |  | 5.67810 |  |
|  |  | TOTAL | 352.6944 |  |
| I. ${ }_{\mu} \mathrm{PD}_{3}$ hardware fails. |  |  |  |  |
| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |  |  |
| CPU and memory | 1 |  | 28.61452 |  |
| Parallel interfaces | 2 |  | 14.8534 |  |
| A/D devices | 4 |  | 36.9377 |  |
| Power supplies | 2 |  | 12.43826 |  |
| Serial interfaces | 1 |  | 5.6781 |  |
| Backplanes | 3 |  | 0.0045 |  |
|  |  | TOTAL | 98.52648 |  |

### 2.7.3.2.2 SITUATION TWO

GG. mC hardware fails: This event does not include the serial interfaces connecting the mC or the $\mu \mathrm{PC}$ s (one).

| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |
| :--- | :---: | :---: |
| CPU and memory | 1 | 49.78366 |
| Serial interfaces | 5 | 128.2115 |
| Extra memory | 1 | 8.22293 |
|  |  | TOTAL |
|  | 327.052 |  |

JJ. ${ }_{\mu} P D D_{3}$ hardware fails: The parallel interfaces connecting with $\mu P C s$ are not included.

COMPONENT
CPU and memory
Power supplies
Backplanes
Serial interface
A/D devices

NUMBER
1
2
3
1
5

FAILURE RATE $/ 10^{6}$ Hours
28.61452
12.43876
0.0045
5.6871
36.9377

TOTAL 83.6731

### 2.7.4 DUAL STAR ARCHITECTURE

The design of the dual star architecture is fairly similar to the single star one. In the parallel transmission case, a switch which controls the communication flow between the central minicomputer and the control microprocessors has been added. The use of this switch eliminates the need of unibus repeaters for the control microprocessors. The serial communications alternative does not use a hardware switch.

### 2.7.4.1 SITUATION ONE

C. Central $\mathrm{mC}_{1}$ hardware fails:

| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |
| :--- | :---: | :---: |
| CPU and memory | 1 | 190.61766 |
| Power supplies | 2 | 23.0199 |
| Backplanes | 22 | 0.33 |
| Unibus repeater | 1 | 4.49171 |
| Parallel interfaces | 28 | 207.9465 |
| Extra memory | 1 | 8.22293 |
|  |  | TOTAL |
|  | 435.629 |  |

H. $\mu \mathrm{PD}_{3}$ hardware fails:

## COMPONENT

CPU and memory
Parallel interfaces
A/D devices
Power supplies
Backplanes

NUMBER
1
4
5

2

3

FAILURE RATE $/ 10^{6}$ Hours
28.61452
30.76112
36.9377
12.43826
0.0045

TOTAL 108.7561

COMPONENT NUMBER
Switch 3
Parallel interfaces 14

FAILURE RATE $/ 10^{6}$ Hours
38.35223
103.97324

TOTAL 132.32547

AAA. $\quad m C_{1}$ hardware fails (SR)

| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |
| :--- | :---: | ---: |
| CPU and memory | 1 | 190.61766 |
| Extra memory | 1 | 8.22293 |
| Power supplies | 2 | 23.01988 |
| Backplanes | 2 | 0.105 |
|  |  | TOTAL |
|  | 221.965 |  |

2.7.4.1.2 CONDITION TWO

VV. $\mathrm{mC}_{2}$ hardware fails:
COMPONENT NUMBER
CPU and memory
Extra memory
Power supplies 1
Unibus repeater 1
Parallel interfaces 28
Backplanes 14
MM. ${ }_{\mu} \mathrm{PD}_{3}$ hardware fails:

COMPONENT
CPU and memory
NUMBER
1
Power supplies
Backplanes
2
3
Parallel interfaces 2
A/D devices

FAILURE RATE $/ 10^{6}$ Hours
190.61766
8.22293
23.01988
5.49171
178.23984
0.21

TOTAL 405.802

FAILURE RATE $/ 10^{6}$ Hours
28.61452
12.43826
0.0045
15.38
36.9377

TOTAL 93.37498

### 2.7.4.2 SERIAL COMMUNICATIONS

This dual architecture differs from the single only because it has a complete minicomputer set as a backup, and the microprocessors have an extra series interface to communicate with both minicomputers

### 2.7.4.2.1 SITUATION ONE

F. ${ }_{\mu} P C_{3}$ hardware fails:

| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |
| :--- | :---: | :---: |
| CPU and memory | 1 | 48.78366 |
| Power supplies | 2 | 12.43826 |
| Backplanes | 2 | 0.0003 |
| Serial interfaces | 2 | 11.3562 |
| Parallel interfaces | 2 | 15.38056 |
| D/A devices | 4 | 21.54176 |
|  |  | TOTAL |
|  | 110.50344 |  |

H. ${ }_{\mu} P D_{3}$ hardware fails:

COMPONENT NUMBER
CPU and memory
Power supplies
Backplanes
Serial interfaces
Parallel interfaces 2
A/D devices 5

2
1
2
3

FAILURE RATE $/ 10^{6}$ Hours
28.761452
12.43826
0.0045
11.3562
15.38056
36.9397

TOTAL 104.731

### 2.7.4.2 CONDITION TWO

VV. $\quad \mathrm{mC}_{2}$ hardware fails:

COMPONENT
CPU and memory
Extra memory
Power supplies
Unibus repeater
Serial interfaces
Backplanes

NUMBER

1

1
2
1

4

15

FAILURE RATE $/ 10^{6}$ Hours 190.61766
8.22293
23.01988
5.49171
102.5692
0.225

TOTAL 330.1464
MM. ${ }_{\mu P D_{3}}$ hardware fails:

COMPONENT
CPU and memory
Power supplies
Serial interfaces
Backplanes
A/D devices
NUMBER
1
2
2
3
5

FAILURE RATE $/ 10^{6}$ Hours
28.61452
12.43826
11.3562
0.0045
36.9377

TOTAL 89.3502
2.7.5 GLOBAL BUS ARCHITECTURE
2.7.5.1 SITUATION ONE
A. Global bus fails: The global bus is a coaxial cable of about 35 meters in length; its generic rate, taken from references 2.8, is $\lambda_{G}=0.6\left(f / 10^{6} \mathrm{~h}\right)$
D. mC hardware fails:


### 2.7.5.2 SITUATION TWO

GG. mC hardware fails: same as situation one.
J. ${ }_{\mu} P D D_{3}$ hardware fails: same as situation one.

### 2.7.6 DUAL GLOBAL BUS

For this alternative the microprocessors have an extra serial interface to communicate with both central minicomputers.
2.7.6.1 SITUATION ONE
H. ${ }_{\mu} P C_{3}$ hardware fails:

| COMPONENT | NUMBER | FAILLURE RATE $/ 10^{6}$ Hours |
| :--- | :---: | :---: |
| CPU and memory | 1 | 49.78366 |
| Power supply | 1 | 6.219 |
| Backplanes | 2 | 0.0003 |
| Serial interfaces | 2 | 50.0 |
| D/A interfaces | 4 |  |
|  |  | 21.5415 |
|  |  |  |
|  |  |  |
|  |  |  |

H. ${ }_{\mu} P D D_{3}$ hardware fails:

| COMPONENT | NUMBER | FAILURE RATE $/ 10^{6}$ Hours |
| :--- | :---: | :---: |
| CPU and memory | 1 | 28.61452 |
| Power supply | 2 | 12.4383 |
| Backplanes | 2 | 0.0003 |
| Serial interfaces | 2 | 50.0 |
| A/D devices | 5 | 36.9377 |
|  |  | TOTAL |
|  |  | 127.9935 |

### 2.7.6.2 SITUATION TWO

The components have the same failure rate as situation one.
The tables of Appendix D contain all the estimated failure rates. The next step is to calculate the probability of failure of each event; this step is done using the event failure rate in equations 2.7.2 and 2.7.3. The time between maintenance $s$ arbitrarily set at 24 hours, the weight of this assumption will be discussed later during senstivity analysis.

The results are shown in the corresponding table under the title "Event probability of failure."

The final step is to input the "event probabilities of failure" to the corresponding.probabilistic equations. The calculational results are the probability of failure for the respective architecture. Tables 2.9.1 and 2.9.2 show the estimated probability of failure for each architecture, obtained by the fault tree method.

### 2.8 COST OF THE ARCHITECTURES

As was explained, the costs for each architecture do not include figures for items which are seen as common expenses. Therefore, the final numbers do not represent the true final cost of each architecture, rather they show a composite number to facilitate comparative analysis.

All costs given in this section are net present values (NPV) for the year 1980. The cost for each architecture is divided into three categories:

- basic hardware cost
- basic software cost
- special software cost.

The basic hardware cost is obtained from the corresponding worksheet in Appendix $C$. The cost of the basic software is given by the vendor. These cost figures are for the individual device; substantial reductions can be obtained by large-scale buying, but because it is a relative situation, for each alternative will be assumed that the total hardware cost is the summation of the individual costs.

Only the special software has to be addressed in more detail. This cost is represented by the following equation:

$$
\begin{equation*}
C_{S}=T_{P} C_{P}+T_{D} C_{D} \tag{2.8.1}
\end{equation*}
$$

where
$T_{p}=$ programming time (hours)
$C_{p}=$ programmer cost (US\$/hour)
$T_{D}=$ debugging time (hours)
$C_{D}=$ debugger $\cos i$ (US\$/hour)
$T_{p}$ is a value obtained from Table B. 2 and $T_{D}$ is obtained by using the following equation, developed in Appendix $E$ :

$$
\begin{equation*}
T_{D}=\frac{1}{7.381 \times 10^{-4}} \ln \left(\frac{C}{7.381 \times 10^{-4} \mathrm{~B}}\right) \tag{2.8.2}
\end{equation*}
$$

$C$ has been set as 5.71 (failures $/ 10^{6} \mathrm{~h}$ ) and $B$ as a quantity given for each algorithm in Table B.2.

The particular cost for every architecture is now calculated.

### 2.8.1 CENTRAL COMPUTER ARCHITECTURE COST

The first step is to obtain the special software cost. To do so two assumptions are made:

- The required failure rate for the software will be 0.5 failures during the hardware life cycle (10 years), which implies $C=5.71 \mathrm{x}$ $10^{-6}[f / h]$.
- As it was assumed that the total memory required is equal to the summation of the individual requirements, the total number of estimated errors buried in the software is equal to the summation of the individual estimated numbers of errors.

From Table B. 2
$T_{p}=533,498.11(h)$
$B=4041.92$.
Finally, it is assumed that the programmer and the debugger have the same cost--18.75 (US\$/hour).

Replacing all the values in equations 2.8 .1 and 2.8.2, the estimated special software cost is $10,338,562$ US\$. The digital system is running under the RSX-11M operative system and it will require a FORTRAN IV compiler:

RSX-11M 7800
FORTRAN IV 700
Basic Software cost 8500 (US\$)
Finally, the hardware cost is 568,198 (US8). The costs are displayed in the following table.

| Hardware | 568,198 |
| :--- | :---: |
| Basic Software | 8,500 |
| Special Software | $10,338,562$ |
| Total Cost | $10,915,260$ US $\$$ |

It is difficult not to realize the higher cost implied by the special software compared with the basic software and the hardware. Also there is an implicit assumption in the cost structure of not considering the cost of developing the theoretical models to be implemented in the computers. This cost figure could be reduced depending on the number of repeated algorithms which are the same for each processing block. Thus although the special software cost is an estimated one, this cost is going to be the dominant cost in the design process. Because the software does not degrade with time, and also can be used without any extra costs in a serial production of the same control system, the special software cost will be amortized with serial production, and with time when the hardware degenerates. For the problem at hand, the corresponding net present value of the special software is charged to each architecture, making a fair comparison and leaving the subject of how to amortize the cost to further works.

### 2.8.2 DUAL CENTRAL COMPUTER ARCHITECTURE COST

The hardware cost is the double of the single case plus the cost of the switches. The basic software cost is equal to the first plus the cost of a second package (which has a reduced price).

$$
\text { Hardware } \quad 1,137,827
$$

| Basic Software | 11,650 |
| :--- | :---: |
| Special Software | $10,338,562$ |
| Total Cost | $11,488,039$ US8 |

### 2.8.3 STAR ARCHITECTURE COST

The hardware costs also come from the worksheets in Appendix C.

### 2.8.3.1 PARALLEL TRANSMISSION

Central processor (1)
Control microprocessors (14)
Diagnosis microprocessors (28)
Hardware cost
RSX-11M
RSX-11S
FORTRAN IY
Basic software cost
Special software cost 10,338,562

TOTAL ARCHITECTURE COST
The special software cost has been assumed similar to the other architectures because the estimated programming time and estimated debugging time have also been assumed similar. In the actual implementation the special software cost can be higher because of the extra cost in making the talking protocols between the central unit and the distributed microprocessors.
2.8.3.2 SERIAL COMMUNICATIONSCentral processor (1)128,452
Control microprocessors (14) ..... 152,012
Diagnosis microprocessors (28) ..... 407,400
Hardware cost ..... 687,864
Basic software cost ..... 42,320
Special software cost ..... 10,338,562
TOTAL ARCHITECTURE COST ..... $11,068,746$ (US\$)
2.8.4 DUAL STAR ARCHITECTURE COST
2.8.4.1 PARALLEL COMMUNICATIONS
Central processors (2) ..... 354,400
Switch (1)65,958
Control microprocessors (14) ..... 156,352
Diagnosis microprocessors (28) ..... 433,440
Hardware cost
Basic software cost$1,010,150$
45,470
Special software cost ..... 10,338,562
TOTAL ARCHITECTURE COST$11,394,182$ (US\$)
2.8.4.2 SERIAL COMMUNICATIONS
Central processors (2) ..... 256,904
Control microprocessors (14) ..... 154,840
Hardware cost
Basic software cost
Special software cost 10,338,562
TOTAL ARCHITECTURE COST ..... $11,211,856$ (US\$)
2.8.5 GLOBAL BUS ARCHITECTURE COST
Central processor (1)
106,895

Control microprocessors (14) 151,802
Diagnosis microprocessors (28) 401,380
Hardware cost 660,077
Basic software cost
42,320
Special software cost
10,338,562
TOTAL ARCHITECTURE COST
11,040,959 (US\$)
2.8.6 DUAL GLOBAL BUS ARCHITECTURE COST

| Central processor (2) | 213,790 |
| :--- | :---: |
| Control microprocessors (14) | 183,092 |
| Diagnosis microprocessors (28) | 483,560 |
| Hardware cost | 880,442 |
| Basic software cost | 45,470 |
| Special software cost | $10,338,562$ |
| TOTAL ARCHITECTURE COST | $11,264,474$ (US\$) |

### 2.9 EXPECTED MONETARY VALUE (EMY) ANALYSIS

### 2.9.1 INTRODUCTION

Up to this point, two important factors used in the EMV analysis have been obtained, the architecture's cost and the corresponding probability of failure (both sets of values are summarized in Tables 2.9.1 and 2.9.2). What is left is to establish formally the decision tree faced by the decision maker, and the payoffs involved by any decision if it is
made. Once it is done the EMV analysis is performed.

### 2.9.2 DECISION TREE

The designer faces a decision tree with 8 initial branches (Figure 2.9.1), after that, because of the nature of the problem, the decision tree follows different paths according to the situation.

### 2.9.2.1 SITUATION ONE

In this case, each decision branch is followed by only one chance fork, say, the architecture fails or succeeds. The decision tree is shown in Figure 2.9.1. The key to the figure follows:

C = cost of the architecture
PS = probability of success
POS = payoff of success
POF = payoff of failure
Subscripts:
1 central computer architecture
2 dual central computer architecture
3 star parallel architecture
4 star serial architecture
5 dual star parallel architecture
6 dual star serial architecture
7 global bus architecture
8 dual global bus architecture


Figure 2.9.1 Decision tree for situation one.

### 2.9.2.2 SITUATION TWO

The decision tree corresponding to this situation differs from the previous one because now, after the computer system fails, the operator has a chance to handle the accident, or a chance of realizing that an accident is going on. The operator may succeed or fail, and that is the second chance fork shown in Figure 2.9.2

The extra nomenclature given in 2.9 .2 is $p_{0}$, which represents the probability of failure for the operator.

### 2.9.3 PAYOFF CALCULATIONS

Payoff is another form for consequences. The actual analysis is only concerned with relative economic consequences. As far as the decision analysis theory is concerned, the study could be broadened to see how other attributes of the problem could affect the final decision, but to make such broadening is beyond the scope of this project. Thus in order to simplify the problem, and also to handle commonly used figures, the attributes in this analysis will be only the economic ones (costs, expected revenues, expected losses).

Next comes the very critical point of defining the consequences in terms of the figure of merit

### 2.9.3.1 SITUATION ONE

Recall that situation one refers to the case where the SDCS system and the plant are operating under normal conditions. Certain assumptions are unavoidable in order to frame the problem. In this case we assume


Figure 2.9.2 Decision tree for situation two.
the following:

1. All the money figures are in their NPV terms and the rate of inflation will be assumed equal to the discount rate all over the time span.
2. The ship will fail to sail, and will lose revenues if the control system fails.
3. Other reasons keeping the ship from sailing are not considered.
4. The cost of repairing the control system is negligible.
5. The revenues will be calculated in NPV during the life cycle of the hardware (10 years).
6. The consequences are similar for each architecture; what makes the difference is the expected value of the consequences and the cost of the alternative.
7. One way to estimate the approximate loss of revenue when the ship is out of service is by using the revenues obtained during operation, and correcting this value by the accumulated inflation index. After doing so the annual revenues of the ship could be approximately $6,700,000$ USS. The next assumption is to say the NPV of the revenues will be exactly the same each year during the life cycle of the hardware (10 years). Because we have previously assumed a rate of inflation equal to the discounting rate during this 10 years, the total NPV of the revenue is approximately $67,000,000$ US\$.

Summarizing in situation one:
POS $=67,000,000$ US $\$$
POF $=0$

### 2.9.3.2 SITUATION TWO

To specify the consequences of the failure in the surveillance, diagnostic and advising system, a set of assumptions is also established:

1. It will be assumed that if the diagnostic system fails to advise the operator correctly, and the operator consequently makes a mistake, the NSGS is lost, and the owner has to buy a new one to keep the ship in business.
2. If the system succeeds in spotting an accident and advising the operator correctly of the problem, there is no loss of plant but the ship should stop to repair the problems.
3. The first two assumptions lead to the following approximate values: $\mathrm{POF}=1.89 \times 10^{6}$ US $\$$

$$
P O S=0
$$

4. The probability of an operator's making an error is approximately $10^{-3}$ /action, assuming 10 actions/hour; the operator will have a failure rate of $0.01(f / h)$. With a duty time of four hours (equivalent to the time between maintenance), it is possible to conclude with an operator probability of failure of 0.04 .

### 2.9.4 EMV ANALYSIS

From the decision analysis theory and using Figures 2.9.1 and 2.9.2, the figures of merit (EMV) are:

Condition one:

$$
\begin{equation*}
E M V_{1}=\max \left[\left(1-P F_{i}\right) P O S_{i}-C_{i}\right] \tag{2.9.1}
\end{equation*}
$$

Condition two:

$$
\begin{equation*}
E M V_{2}=\max \left[\left(P F_{i}\right) \times\left(P O F_{i}\right) \times P_{0}-C_{i}\right] \tag{2.9.2}
\end{equation*}
$$

All the values involved in these calculations are obtained by now, thus after performing the operations required by equations 2.9.1 and 2.9.2, the figure of merit is obtained. The inputs and the results are shown in Tables 2.9.1 and 2.9.2, respectively.

Table 2.9.1

## EMV ANALYSIS SITUATION ONE



Table 2.9.2

## EMV ANALYSIS SITUATION TWO

| ALT | PS | POS $\times 10^{6}$ | PF | $\operatorname{POF}\left(\times 10^{6}\right)$ | Cx $10^{6}$ | $\operatorname{EMV}\left(\times 10^{6}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Central | 0.8234 | 0 | 0.1766 | -18.9 | 10.915 | -11.046 |
| Dual central | 0.9688 | 0 | 0.0312 | -18.9 | 11.488 | -11.511 |
| Star parallel | 0.9331 | 0 | 0.0669 | -18.9 | 11.196 | -11.246 |
| Star serial | 0.9487 | 0 | 0.0514 | -18.9 | 11.069 | -11.107 |
| Dual star parallel | 0.9960 | 0 | 0.0040 | -18.9 | 11.394 | -11.397 |
| Dual star serial | 0.9975 | 0 | 0.0025 | -18.9 | 11.212 | -11.214 |
| Global bus | 0.9628 | 0 | 0.0372 | -18.9 | 11.041 | -11.069 |
| Dual global bus | 0.9937 | 0 | 0.0063 | -18.9 | 11.264 | -11.269 |

Table 2.9.2 shows the following rankings:

| ORDER | EMV | PF | C |
| :--- | :--- | :--- | :--- |
| 1 | central | dual star serial | central |
| 2 | global bus | dual star parallel | global bus |
| 3 | star serial | dual global bus | star serial |
| 4 | dual star serial | dual central | star parallel |
| 5 | star parallel | global bus | dual star serial |
| 6 | dual global bus | star serial | dual global bus |
| 7 | dual star parallel | star paraliel | dual star parallel |
| 8 | dual central | central | dual central |

## Legend:

| PS Probability of success | POF Payoff of failure |  |
| :--- | :--- | :--- |
| POS Payoff of success | C | Cost (US 8 ) |
| PF Probability of failure | EMV Expected monetary value (US 8 ) |  |

The priorities order already shown deserves some comment:

1. In situation one the EMV figure favors dual distributed alternatives
2. In situation two the EMV figure favors single alternatives
3. in both studies the probability of failure favors the dual distributed alternatives
4. In both situations the costs favor the single alternatives Final comments and conclusions are more meaningful after the sensitivity analysis in Section 2.10 has been discussed.

### 2.9.5 EMV ANALYSIS WITH A FAULT TOLERANT COMPUTER

Analysis of the addition of fault tolerant computers is introduced only as an illustrative example because:

- Fault tolerant computers are not standard market products and therefore by using them, the initial design requirement of using only market product is violated.
- The data supplied to the decision model are unreliable, and the technical assumptions made to fit the fault tolerant computer inside the model are too crude. Nevertheless, the results can be seen as trends and a measure of the relative magnitudes involved.

The following is the set of assumptions applied to this case.

- As an example of a fault tolerant computer, the Charles Stark Draper Laboratory fault tolerant computer will be used. Its memory capability makes it fit only in distributed architecture as a central minimcomputer.
- The CPU and memory of the standard designs are substituted by the fault tolerant CPU and memory.
- The data obtained for this fault tolerant CPU and memory are as follows:

Cost $=500,000$ (USS )
Failure rate $\simeq 10^{-3}\left(\mathrm{f} / 10^{6} \mathrm{~h}\right)$
This failure rate substitutes the failure rate under the name "CPU and memory" in the Section 2.7 calculations (only for distributed alternatives).

After performing a new round of calculations with the probabilistic equations, the estimated probabilities of failure are written in Tables 2.9.3 and 2.9.4.

Similar procedure was followed for costs, and the new costs also appear in the tables.

Table 2.9.3
EMV ANALYSIS CONDITION ONE (FAULT TOLERANT CASE)

| ALT | PS | $\operatorname{POS}\left(x 10^{6}\right)$ | PF | POF | $C\left(\times 10^{6}\right)$ | $E M V\left(\times 10^{6}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Central | 0.5804 | 67 | 0.4196 | 0 | 10.915 | 27.971 |
| Dual central | 0.7961 | 67 | 0.2039 | 0 | 11.488 | 41.850 |
| Star paralle1 | 0.9945 | 67 | 0.0547 | 0 | 11.661 | 54.972 |
| Star serial | 0.9724 | 67 | 0.0275 | 0 | 11.534 | 53.621 |
| Dual star parallel 0.9939 | 67 | $6.05 \times 10^{-3}$ | 0 | 11.859 | 54.735 |  |
| Dual star serial | 0.9991 | 67 | $8.67 \times 10^{-4}$ | 0 | 11.677 | 55.265 |
| Global bus | 0.9918 | 67 | $8.23 \times 10^{-3}$ | 0 | 11.506 | 54.942 |
| Dual global bus | 0.9944 | 67 | $5.61 \times 10^{-3}$ | 0 | 11.729 | 54.895 |

Table 2.9.4
EMV ANALYSIS SITUATION TWO (FAULT TOLERANT CASE)

| ALT | PS | POS | PF | POF $\left(\times 10^{6}\right)$ | $C\left(\times 10^{6}\right)$ | $\mathrm{EMV}\left(\times 10^{6}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Central | 0.8234 | 0 | 0.1766 | -18.9 | 10.915 | -11.046 |
| Dual central | 0.9688 | 0 | 0.0312 | -18.9 | 11.488 | -11.511 |
| Star paralle1 | 0.9612 | 0 | 0.0383 | -18.9 | 11.661 | -11.690 |
| Star serial | 0.9775 | 0 | 0.0224 | -18.9 | 11.534 | -11.550 |
| Dual star paralle1 0.9981 | 0 | 0.0012 | -18.9 | 11.859 | -11.860 |  |
| Dual star serial | 0.9996 | 0 | 0.0004 | -18.9 | 11.677 | -11.677 |
| Global bus | 0.9922 | 0 | $7.8 \times 10^{-3}$ | -18.9 | 11.505 | -11.512 |
| Dual global bus | 0.9948 | 0 | $5.19 \times 10^{-3}$ | -18.9 | 11.729 | -11.733 |

With the aim of making only a rough comparison, a ranking of the first eight architectures combining fault tolerant and standard design follows: CONDITION ONE

| ORDER | CMV |  | COST |
| :--- | :--- | :--- | :--- |
| 1 | dual start serial (S) | dual star serial (FT) | central (S) |
| 2 | dual global bus (S) | dual star serial (S) | global bus (S) |
| 3 | dual star serial (FT) | star parallel (FT) | star serial (S) |
| 4 | star parallel (FT) | dual global bus (FT) | star parallel (S) |
| 5 | dual star parallel (S) dual star parallel (FT) dual star serial (S) |  |  |
| 6 | global bus (FT) | dual global bus (S) | dual global (S) |
| 7 | dual global bus (FT) | global bus (FT) | dual star parallel (S) |
| 8 | dual star parallel(FT) dual star parallel (FT) dual central (S) |  |  |

## CONDITION TWO

| ORDER | PMV | COST |  |
| :--- | :--- | :--- | :--- |
| 1 | central (S) | dual star serial (FT) | central (S) |
| 2 | global bus (S) | dual star parallel (FT) global bus (S) |  |
| 3 | star serial (FT) | dual star serial (S) | star serial (S) |
| 4 | dual star serial (S) | dual star parallel (S) | star parallel (S) |
| 5 | star parallel (S) | dual global bus (S) | dual global bus (S) |
| 6 | dual global bus (S) | global bus (FT) | dual global bus (S) |
| 7 | dual star parallel (S) global bus (FT) | dual star parallel (S) |  |
| 8 | dual central (S) | star serial (FT) | dual central (S) |

The ranking orders shown deserve the following comments:

1. The figure of merit in situation one favors standard distributed architectures. In situation two, it favors single standard architectures.
2. The probability of failure favors in both situations distributed fault tolerant alternatives.
3. The cost favors in both situations single standard alternatives.

### 2.10 SENSITIVITY ANALYSIS

### 2.10.1 INTRODUCTION

From the figure of merit viewpoint, the results obtained in Section 2.9 favor the use of dual star serial architecture for situation one, and central computer for situation two. The results obtained by introducing a fault tolerant computer are not included because of their uncertainty.

Nevertheless, there are several facts that should be commented upon:

1. The failure rate data input to the model is considered accurate to the first two significant numbers.
2. The fault trees are made under conservative assumptions which increases the estimated probability of failure for the distributed alternatives.
3. The conservative assumptions made about the switches increase the estimated probability of failure for the architectures which use switches.
4. The costs for the distributed architecture are calculated based on an "average" microprocessor, thus the precise cost can be different. Also the final cost of the architectures can be decreased when large-scale purchases are made.
5. The software failure rate chosen is a number set by heuristic approach.
6. The time between maintenance policy is an arbitrary number.
7. The operator probability of failure is a number that can be modified considering the actual training state of the operators.

These seven comments clearly indicate that some uncertainty is tied with the obtained results. In order to identify how the variation of these parameters could change the final conclusions, a sensitivity analysis of the parameters on the figure of merit was performed.

To perform the sensitivity analysis, one parameter was varied over a reasonable range while the other parameters of the model are kept fixed at their "best estimate" previously obtained values.

Appendix $F$ shows the results of the sensitivity analysis in Tables F.1 and F.2. These numbers are graphically represented in Figures 2.10.1 through 2.10.8 and 2.10.9 through 2.10.15.

### 2.10.2 DISCUSSION OF THE RESULTS

Clearly the core of the whole work is given in Figures 2.10.1 to 2.10.15. In order to clarify the discussion, the analysis will be divided into three groups, one for each situation and one for features common to both situations.

### 2.10.2.1 SITUATION ONE

1. From the figure of merit viewpoint the winning architecture is the dual star serial communications.
2. The sensitivity analysis shows that the assumptions made to simplify the problem do not change the final conclusion.
3. The dual star serial architecture only presents a sizable sensitivity to the cost, payoff of success and time between maintenance.
4. The shape of the sensitivity curve for $P(s o f t)$ suggests a maximum point which will give the optimal $P(s o f t)$ required. This matter was investigated further for the winner architecture, and the results are shown in Figure 2.10.16. This figure indicates that a $P($ soft $)=5.0 \times 10^{-3}$ is the optimum required for the architecture (fram the point of view of the figure of merit). The reason the $P(s o f t)$ curve is not monotonic is the cost of debugging the code. In other words, when the


Figure 2.10.1 EMV sensitivity to cost variations (situation one)


Figure 2.10.2 EMV sensitivity to probability of a control microprocessor failure (situation one)




Figure 2.10.7 EMV sensitivity to probability of line failure (situation one).


Figure 2.10.8 EMV sensitivity to time between maintenance
policy (situation one)


Figure 2.10.9 EMV sensitivity to a?ternative cost (situation two).




Figure 2.10.11 EMV sensitivity to a central processor failure (situation two)


Probability of a diagnosis microprocessor failure (x $10^{-2}$ )

Figure 2.10.12 EMV sensitivity to a diagnosis microprocessor failure (situation two)


Figure 2.10.13 EMV sensitivity to line failure (situation two).


Figure 2.10.14 EMV sensitivity to time between maintenance policy (situation two)


Figure 2.10.15 EMV sensitivity to software failure (situation two).


Figure 2.10.16 EMV sensitivity to probability of software failure, dual star serial architecture (situation one).
curve reaches the left side of the graph, the marginal improvement in probability of software success is outweighed by the marginal cost to reach that improvement.
5. If the probability of success is regarded alone as a figure of merit, the dual star serial architecture is also the winner.
6. If the cost alone is regarded as a figure of merit, the central computer architecture would be the winner.

### 2.10.2.2 SITUATION TWO

1. From the figure of merit viewpoint, the winner is the central computer architecture.
2. When the sensitivity studies are considered, the only curve in which the central computer architecture keeps its supremacy is with $\mathrm{P}($ soft $)$ variations.
3. Figure 2.10 .9 tells us that for the same cost the central computer architecture runs in third place.
4. Figure 2.10.10 shows that the higher the operator training, the more preferable the central computer. On the other hand, the lower the operator training the more preferable the distributed alternatives.
5. Because of the huge amount of cables involved with the central computer alternative, the higher the probability of a cable failure, the more attractive become the distributed alternatives. Figure 2.10.13 proves that point, and it should be noted that there is a general lack of sensitivity to the
cable failure.
6. The time between maintenance policy is critical in the selection process for situation two. The central computer architecture shows great sensitivity to this parameter. This being the case, the central computer architecture keeps its supremacy over the global bus only in the range from 0 to 48 hours time between maintenance.

### 2.10.2.3 BOTH SITUATIONS

If one architecture should be selected for each situation, the star serial is the clear choice for automatic controlling purposes (situation one).

In the case of data validation, surveillance, diagnostic and operator adivising function (situation two), it is not so clear. Considering first the costs, it is unlikely they could change relative positions because the costs are reasonably accurate. If the costs do not change relative positions, the expected conclusion from Figure 2.10.9 is the central computer architecture still is the winner.

In the second place the question arises about the time between maintenance. Twenty-four hours $c$ an be a reasonable time range for shore-based power plants, but at sea the environment often gets rough and such a strict maintenance policy could not be kept up easily. The great sensitivity to $T_{\text {maint }}$ changes makes the central computer unattractive to marine applications.

In the third place is the sensitivity to operator failures. The
number used to calculate the base case is the estimated probability per action for one operator in normal conditions. In accident situations, this number varies from $10^{-3}$ to $10^{-2}$ per action. Under the same assumption of 10 actions per hour on four-hour duty. The probability of making a mistake increases from .04 to approximately 0.33. The latter places the central computer far below the distributed alternatives.

For all the reasons explained above, even though the central computer is the winner in the base case, the sensitivity studies pointed out the global bus (second winner) would be a better choice for diagnosis, data validation, surveillance, and operator advice.

But the main problem is that typically the digital system will be wanted to handle both situations. Making the best choice then is a matter of trade-offs between the dual star serial and global bus architectures, and the final decision has much to do with the personal risk attitude of the decision maker, assuming he has a risk averse behavior, the choice has to be the dual star serial architecture which has the best performance in condition one, and in both situations, the dual star serial offers the lowest probability of failure.
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CHAPTER 3
MODEL OF N.S. SAVANNAH NUCLEAR REACTOR PRESSURIZER

### 3.1 INTRODUCTION

As we stated in Chapter 2, one of the closed feedback control loops that the system has to have is the pressure and volume control at the pressurizer. The design process will go further taking this loop and making a new design which introduces a digital processor as a controller. This example has the aim of presenting a method which can be used later on in other loops. The pressure and volume control loop will be redesigned and the pressure and level responses will be analyzed by digital simulation.

Because it is intended to isolate the control problem from the data validation problem which is the subject of another thesis, it will be assumed that all the data coming to the controller have been previously validated by the appropriate data validation process.

A detailed description of the N.S. Savannah pressurizer is given in Appendix I. More information $c$ an be found in references 3.1 and 3.2.

### 3.2 MATHEMATICAL MODEL FOR THE PRESSURIZER

One of the most important considerations that should be made when modeling a system is the exact degree of compromise between the accuracy and the algorithm size. The required compromise is even more important in this case because if microprocessors are to be chosen for the job, they are always limited in their processing capability. Thus, a mathematical model has to be developed for the pressurizer with a
balance between accuracy and complexity. The chosen model is the "two control volumes approach." This model consists of:

- steam volume
- water volume.

The spray effect on the steam volume will be taken as a direct contact heat exchanger. The heat exchanger takes a steam flow $w_{c}$ from the steam volume and adds a water flow ( $w_{c}+w_{s p}$ ) to the water volume.
This approach has been previously used in references 3.3, 3.4, and 3.5.

### 3.2.1 STEAM CONTROL VOLUME

The steam control volume has the following variables (see Figure 3.2.1.a).

Input variable:

- flashing flow ( $w_{f l}$ ) produced by evaporation from the water volume Output variables:
- mechanical work (PVs) at the control volume interfaces,
- heat leakage ( $Q_{W S}$ ) through the pressurizer wall,
- steam flow condensing by the spray ( $w_{c}$ )
- steam flow condensing at the wall ( $w_{r}$ )
- steam flow escaping through the relief valve (wre).

The steam control volume and its corresponding variables are shown in Figure 3.2.1.a.

The next logical step is to apply mass conservation and energy conservation laws to the steam volume.


Figure 3.2.1a Steam control volume.


Figure 3.2.1b Nater control volume.
*See legend on next page.

1. $W_{r e} h_{r e}$
2. $Q_{W S}$
3. $w_{f l} h_{f}$
4. $w_{e} h_{s}$
5. $w_{r} h_{s}$
6. $\quad P_{V}$
7. $w_{f 1} h_{f 1}$
8. $w_{r} h_{r}$
9. $w_{e} h_{e}$
10. $W_{s p} h_{s p}^{1}$
11. $Q_{h}$
12. $w_{\text {su }} h_{\text {su }}$
13. $P V_{W}$

The following nomenclature will be used in developing the equations:
$w_{r e}$ : relief steam flow
$h_{r e}$ : relief steam enthalpy
$Q_{\text {ws }}$ : heat leakage through the wall
$V_{s}$ : steam control volume
P : pressure
$w_{c}$ : steam flow condensed by spray
$w_{r}$ : steam flow condensed at the wall
$w_{f l}$ : flashing flow
$h_{f l}$ : flashing flow enthalpy
$M_{s}$ : steam mass
$h_{s}$ : steam enthalpy
$U_{S}$ : steam internal energy
$V_{w}$ : water volume
$Q_{h}$ : heat supplied by the heaters
$h_{c}$ : condensed water enthalpy, just when it reaches the water volume
$w_{\text {su }}$ : surge flow from the primary system
$h_{\text {su }}$ : surge flow enthalpy
$h_{r}$ : natural condensed water enthalpy, just when it reaches the water volume
$M_{W}$ : water mass
$h_{w}$ : water enthalpy
$U_{w}$ : water external energy
$w_{\text {sp }}$ : spray flow
$h_{s p}^{\prime}$ : spray flow enthalpy, just when it reaches the water volume $h_{s p}$ : spray flow enthalpy at the nozzle

All the variables are in System International (SI) units.
Mass balance:
$\dot{M}_{s}: w_{f 1}-w_{r e}-w_{c}-w_{r}$
Energy balance:
$\dot{U}_{s}: w_{f 1} h_{f 1}-w_{r e} h_{r e}-w_{c} h_{s}-w_{r} h_{s}-Q_{w s}-P \dot{V}_{s}$
3.2.2 WATER CONTROL VOLUME

The water control volume has the following variables (see Figure
3.2.1.b).

Input variables

- spracy water flow (wsp)
- steam flow condensed by the spray ( $W_{c}$ )
- natural condensation of the wall ( $w_{r}$ )
- heaters total power $\left(Q_{h}\right)$
- surge flow from the primary system ( $w_{\text {su }}$ )

Output variables

- mechanical work at the control volume interfaces $\left(\dot{P}_{W}\right)$
- heat leakage $\left(Q_{w w}\right)$ through the pressurizer wall,
- flashing flow ( $w_{f l}$ )

The water control volume and its variables are shown in Figure 3.2.1.b.

In order to solve the water volume equations, a few assumptions have to be made: the pressure field is assumed to be homogeneous (gravity effects are neglected), and the travel time of the spray water and the condensed water through the steam volume is negligible.

Mass balance:

$$
\begin{equation*}
\dot{M}_{w}=w_{s p}+w_{c}+w_{r}+w_{s u}-w_{f 1} \tag{3.2.3}
\end{equation*}
$$

Energy balance:

$$
\begin{equation*}
\dot{u}_{w}=w_{s u} h_{s u}+w_{r} h_{r}+Q_{h}-w_{f 1} h_{f 1}-Q_{w w}-P \dot{V}_{w} \tag{3.2.4}
\end{equation*}
$$

Finally, because the pressurizer has a total constant volume
$V_{s}+V_{w}=$ constant
and hence the volumetric time derivative becomes:

$$
\begin{equation*}
\dot{v}_{s}+\dot{v}_{w}=0 \tag{3.2.5}
\end{equation*}
$$

### 3.3 STATE EQUATIONS FOR THE PRESSURIZER

So far the equations developed in Section 3.2 are general, with only a few assumptions. In order to decrease the size of these equations and make the problem more tractable, further assumptions within a reasonable framework will be stated as follows:

- The natural condensation flow is taken to be negligible $\left(w_{r}=0\right)$
- the relief steam flow is only present when the relief valve opens; then under normal conditions $w_{r e}=0$
- the relief steam flow has the same enthalpy as the steam volume
$\left(h_{r e}=h_{s}\right)$
- the heat leakage through the wall is taken to be negligible $\left(Q_{w s}=Q_{W W}=0\right)$
- the condensed steam flow exists only if the spray flow is acting i.e., $w_{s p}=0$ implies $w_{c}=0$
- the flashing enthalpy is approximately equal to the saturated steam at the pressurizer pressure
$\left(h_{f 1} \simeq h_{g}(P)\right)$
- the condensed water enthalpy is approximately equal to the saturated water enthalpy at the pressurizer pressure $\left(h_{c} \approx h_{f}(P)\right)$
- a perfect and instantaneous mixture between an insurging primary water and the pressure water is assumed.

Now, from the viewpoint of the assumptions, the pressurizer behavior will be analyzed for three conditions.

- insurge condition
- outsurge condition
- quasi-steady state condition.


### 3.3.1 INSURGE CONDITION

In order to analyze the insurge condition, the system will be assumed at equilibrium. The equilibrium condition is defined initially as a state where the water volume and the steam volume exist as a saturated element and no changes in either pressure or level are present.

A subcooled water inflow (insurge) from the primary system generates a compression in the steam region, bringing it to a higher pressure
state. At the same time, the mixture between the subcooled insurge water and the saturated pressurizer water brings the water volume to a subcooled state. Two effects are present now:

- the subcooled water does not generate flashing steam
- the rise in pressure is controlled by putting the sprays into action.

Therefore, the general equations undergo the following change:

$$
\begin{align*}
& \dot{M}_{s}=-w_{r e}-w_{c}  \tag{3.3.1}\\
& \dot{M}_{w}=w_{s p}+w_{c}+w_{s u}  \tag{3.3.2}\\
& \dot{u}_{s}=w_{r e} h_{s}-w_{c} h_{s}-P \dot{V}_{s}  \tag{3.3.3}\\
& \dot{U}_{w}=w_{s u} h_{s u}+w_{s p} h_{s p}^{\prime}+w_{c} h_{c}+Q_{h}-P \dot{V}_{w}  \tag{3.3.4}\\
& \dot{v}_{s}+\dot{v}_{w}=0 \tag{3.3.5}
\end{align*}
$$

Note that $w_{r e}$ is different from zero only if the relief valve opens.

### 3.3.2 OUTSURGE CONDITION

As in the previous calculations the analysis is started at the equilibrium condition. A volume decrease in the primary systems originates a water outflow (outsurge) from the pressurizer. The reduction of water volume inside the pressurizer induces a steam expansion. This expansion produces a two-phase region in the steam
volume, also the reduced pressure causes a two-phase region in the water volume.

The two-phase region in the water volume involves a natural flashing flow and the two-phase region in the steam volume involves a natural condensation.

Finally, the steam expansion, which is related with a pressure decrease, precludes any spray valve opening.

The general equations take the following form:

$$
\begin{align*}
& \dot{M}_{s}=w_{f 1}  \tag{3.3.6}\\
& \dot{M}_{w}=w_{s u}-w_{f 1}  \tag{3.3.7}\\
& \dot{U}_{s}=w_{f 1} h_{f 1}-P \dot{V}_{s}  \tag{3.3.8}\\
& \dot{U}_{w}=w_{s u} h_{s u}+w_{f 1} h_{f 1}+Q_{h}-P \dot{V}_{s}  \tag{3.3.9}\\
& \dot{V}_{w}+\dot{V}_{s}=0 \tag{3.3.10}
\end{align*}
$$

The outsurge condition has its own special characteristics:

- the water presents a quality gradient
- part of the heat generated by the heaters is lost to the primary system.
3.3.3 QUASI-STEADY STATE CONDITION

By definition this condition is only related with small pressure
changes around the equilibrium point. Therefore the pressurizer is in a quasi-steady state condition when both water and steam are very near to their saturated state (saturated conditions corresponding to the actual pressure).

Under the quasi-steady state condition, the relief valve never opens and the spray valve and the heaters work intermittently. A graphic approach for the model in quasi-steady state is displayed in Figure 3.3.1.

The general equations take the following form:


$$
\begin{equation*}
\dot{M}_{w}=w_{s p}+w_{c}+w_{s u}-w_{f 1} \tag{3.3.12}
\end{equation*}
$$

$$
\begin{equation*}
\dot{u}_{s}=w_{f l} h_{f 1^{-}}-w_{c} h_{s}-P \dot{V}_{s} \tag{3.3.13}
\end{equation*}
$$

$$
\begin{equation*}
w_{s p} h_{s p}+w_{c} h_{s}=w_{c} h_{c}+w_{s p} h_{s p}^{\prime} \tag{3.3.14}
\end{equation*}
$$

$$
\begin{equation*}
\dot{u}_{w}=w_{s u} h_{s u}-w_{c} h_{c}+w_{s p} h_{s p}-w_{f q} h_{w}-P \dot{v}_{w} \tag{3.3.15}
\end{equation*}
$$

$$
\begin{equation*}
w_{f 1} h_{f 1}+w_{f 1} h_{w}+Q_{h} \tag{3.3.16}
\end{equation*}
$$

$$
\begin{equation*}
\dot{v}_{w}+\dot{v}_{s}=0 \tag{3.3.17}
\end{equation*}
$$

Replacing (3.3.16) into (3.3.15) we have

$$
\begin{equation*}
\dot{M}_{w}=w_{s u} h_{s u}+w_{c} h_{c}+w_{s p} h_{s p}^{\prime}-w_{f l} h_{g q}+Q_{h}-P \dot{V}_{w} \tag{3.3.18}
\end{equation*}
$$



Figure 3.3.1 Quasi steady state model.
*See legend on next page.
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Equations (3.3.11), (3.3.12), (3.3.13), (3.3.14), (3.3.17), and (3.3.18) make up a complete set for describing the pressurizer in a quasi-steady state condition.

An extra assumption made for this model is to consider a 100 percent efficient spray nozzle, e.g., the spray flow is homogeneous and overs the whole steam volume.

Also it is very common (Ref. 3.3) to assume the spray enthalpy when it reaches the water volume ( $h_{s p}$ ) has approximately the same value as the condensed water enthalpy ( $h_{c}$ ), e.g.,

$$
h_{s p}=h_{c} .
$$

This means equation (3.3.14) changes to

$$
\begin{equation*}
w_{s p} h_{s p}+w_{c} h_{s}=w_{c} h_{c}+w_{s p} h_{c} \tag{3.3.19}
\end{equation*}
$$

The set of assumptions made for the model deserves the following comments:

- Because the system is at quasi-steady state condition, all the thermodynamic variables can be assumed close to their saturated values

$$
\begin{align*}
& h_{c} \simeq h_{w} \simeq h_{f}(P)  \tag{3.3.20}\\
& h_{f 1} \simeq h_{s} \simeq h_{g}(P) \tag{3.3.21}
\end{align*}
$$

- Natural flashing and natural condensation are ruled by the following expressions:

$$
\begin{aligned}
& w_{f 1}=\frac{h_{f}(P)-h_{w}}{h_{f g}(P)} M_{w} \\
& w_{c}=\frac{h_{s}-h_{g}(P)}{h_{f g}(P)} M_{c}
\end{aligned}
$$

Making use of equation (3.3.21) $W_{C}$ can be neglected. On the other hand, $W_{f 1}$ is a function of $M_{W}$ and $M_{W}$ is a large number. Therefore $W_{f 1}$ cannot be assumed equal to zero, and a correction has to be included in the model.

- Unde the near steady state condition the only source for flashing is the heat supplied by the heaters. Replacing (3.3.21) into (3.3.16) we have

$$
\begin{equation*}
w_{f 1}=\frac{Q_{h}}{h_{f g}} \tag{3.3.22}
\end{equation*}
$$

The last three assumptions are very good under quasi steady state conditions, but the farther the model gets from this condition, the worse the model behaves.

- Also the perfect mixture assumption introduces a source of inaccuracy, especially during insurges. On the other hand, it is expected the model will behave fairly well during outsurge conditons, provided the transient is not very fast.
- Because the reactor plant has a system to vent the non-condensable gases, the effect of these gases will be neglected.
- Heat transfer through the control volume interface is also neglected.
- Finally, when the pressurizer is subjected to an outsurge regime, it is assumed that all the heat supplied by the heaters remains within the water volume.


### 3.3.4 ANALYTIC FORMULATION

Besides the need for a small algorithm, the use of the quasi steady state condition is justified for the following reason: from the scope of this thesis, a model of the pressurizer is required as a substitute of it during the process of designing the related control system. Once the design is finished, the control elements are placed inside the real plant, and then a final turning is made.

Also the pressurizer equations are by themselves complex. . Introducing the feedback equations related with the control system makes the situation even more complicated. Therefore in order to reduce the problem to a tractable level, it is customary to linearize the plant as far as possible without losing its peculiar characteristics. The quasi-steady state condition accomplishes both requirements.

Because it is required for this work to state clearly the origin of the equations used later on, a full explanation of their development follows:
3.3.4.1 STATE EQUATIONS FOR THE QUASI STEADY STATE CONDITION

The basic equations already developed are:

$$
\begin{equation*}
\dot{M}_{s}=w_{f 1}-w_{c} \tag{3.3.11}
\end{equation*}
$$

$$
\begin{equation*}
\dot{M}_{w}=w_{s p}+w_{c}+w_{s u}-w_{f 1} \tag{3.3.12}
\end{equation*}
$$

$$
\begin{equation*}
\dot{u}_{s}=w_{f 1} h_{f 1}-w_{c} h_{s}-P \dot{V}_{s} \tag{3.3.13}
\end{equation*}
$$

$$
\begin{align*}
& \dot{M}_{w}=w_{s u} h_{s u}+w_{c} h_{c}+w_{s p} h_{c}-w_{f 1} h_{f 1}+Q_{h}-P \dot{V}_{w}  \tag{3.3.23}\\
& w_{s p} h_{s p}+w_{c} h_{s}=w_{c} h_{c}+w_{s p} h_{c}  \tag{3.3.19}\\
& \dot{V}_{w}+\dot{V}_{s}=0 \tag{3.3.17}
\end{align*}
$$

The process that follows is detailed by a rather lengthy account of the steps required to reach the state equation for pressure. Such a process is shown in Appendix $G$. From Appendix $G$, the state equation for pressure is:

$$
\begin{equation*}
\dot{P}=\frac{-\left(w_{f 1}-w_{c}\right) v_{s}\left(w_{s p}+w_{c}-w_{s u}-w_{f 1}\right) v_{f}-\frac{d v_{f}}{d h_{f}} w_{s u}\left(h_{s u}-h_{f}\right)}{M_{g}\left(\frac{d v_{g}}{d h_{g}} v_{g}+\frac{d v_{g}}{d P}\right)+M_{f}\left(\frac{d v_{f}}{d N_{f}} v_{f}+\frac{d v_{f}}{d P}\right)} \tag{3.3.24}
\end{equation*}
$$

Equation (3.3.24) is the quasi steady state model of the pressure inside the pressurizer. The next step is to linearize the thermodynamic parameters about a set point. This step is taken as a way to simplify the process memory requirements that will imply to introduce the actual steam tables.

By using a linear regression technique plus the data given in Ref. 3.6, the thermodynamic parameters were obtained as a linear function of the pressure. The following linearized expressions are valid between $11[\mathrm{MPa}$ ] and 13 [MPa]. The working point is 11.93 [MPa].

$$
\begin{equation*}
\left[\frac{d v_{g}}{d h_{g}}\right]_{p}=3.63 \times 10^{-8}-1.55 \times 10^{-9} p \tag{3.3.25}
\end{equation*}
$$

$$
\begin{align*}
& {\left[\frac{d v_{g}}{d P}\right]_{h}=-4 \times 10^{-9}+2.3 \times 10^{-10} \mathrm{p}}  \tag{3.3.26}\\
& {\left[\frac{d v_{f}}{d h_{f}}\right]_{p}=-1.57 \times 10^{-10}+1.05 \times 10^{-10} \mathrm{p}}  \tag{3.3.27}\\
& {\left[\frac{d v_{f}}{d P}\right]_{h}=4.25 \times 10^{-12}-8.3 \times 10^{-13} \mathrm{P}}  \tag{3.3.28}\\
& h_{g}=2942.2-21.5 \mathrm{P}  \tag{3.3.29}\\
& h_{f}=1001.5+40.9 \mathrm{P}  \tag{3.3.30}\\
& h_{f g}=1940.7-62.4 \mathrm{P}  \tag{3.3.31}\\
& v_{g}=3.35 \times 10^{-2}-1.60 \times 10^{-3} \mathrm{P}  \tag{3.3.32}\\
& v_{f}=1.06 \times 10^{-3}+3.91 \times 10^{-5} \mathrm{P} \tag{3.3.33}
\end{align*}
$$

$P$ is measured in $\left[M P_{a}\right]$.

### 3.3.4.2 FLASHING AND CONDENSATE FLOW EQUATIONS

 Starting from the quasi steady state condition, the equations are:$$
\begin{equation*}
Q_{h}=w_{f 1} h_{f g} \tag{3.3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{c}\left(h_{g}-h_{f}\right)=w_{s p}\left(h_{f}-h_{s p}\right) \tag{3.3.34}
\end{equation*}
$$

The condensate flow is:

$$
\begin{equation*}
w_{c}=\frac{w_{s p}\left(h_{f}-h_{s p}\right)}{h_{f g}} \tag{3.3.35}
\end{equation*}
$$

It is worth noting that the condensate flow exists only when spray flow exists. The flashing flow is:

$$
\begin{equation*}
w_{f 1}=\frac{Q_{h}}{h_{f g}} \tag{3.3.22}
\end{equation*}
$$

As explained, the quasi steady state assumption does not allow a natural flashing produced by a two-phase condition in the water volume. But the natural flashing is a function of the water mass, and this mass is a large number. Therefore even if $h_{w}$ is roughly equal to $h_{f}$, the natural flashing could be significant. Because of that, the quasi steady state assumption will be relaxed, and a correction taking the natural flashing into account will be included.

From Reference 3.3:

$$
\begin{equation*}
w_{f 1}=\frac{X_{f} 1_{f}^{M}}{T}\left[1-\exp \left(\frac{\alpha T}{\tau}\right)\right] \tag{3.3.36}
\end{equation*}
$$

where

$$
\begin{aligned}
& x_{f 1}=\frac{h_{w}-h_{f}}{h_{f g}} \\
& M_{t}=\text { water mass (kg) } \\
& T \quad=\text { integration time (numerical algorithm) } \\
& \tau \quad=\text { rising time for the bubble }(5 \mathrm{sec}) \\
& a \quad=\text { compressor speed factor }=\frac{W_{\text {su }}(t)}{W_{s u}(\max )}
\end{aligned}
$$

Making a series expansion and taking the first terms

$$
w_{f 1_{\text {nat }}}=\frac{X_{f 1^{M}} f_{f}^{\alpha}}{=}
$$

From reference 3.1, $w_{s u}(\max )=15.62[\mathrm{~kg} / \mathrm{s}]$

$$
\begin{equation*}
w_{f 1_{n a t}}=\frac{h_{w}-h_{f}}{h_{f g}} \cdot M_{f} \cdot \frac{w_{s u}(t)}{78.1} \tag{3.3.37}
\end{equation*}
$$

Note that this equation is more elaborate than the ideal equation stated in Section 3.3.1, because it considers the bubble delay time and the effect of the compression speed.

### 3.3.4.3 SURGE FLOW EQUATIONS

In order to simplify the mathematical treatment, but without losing generality, it will be assumed that any change in primary water volume will be immediate noticed as a water volume change in the pressurizer. The assumption is based on the incompressibility of the water.

Thus, the surge flow is represented by the following equation:

$$
\begin{equation*}
w_{\text {su }}=w_{\text {mak }}+w_{p}-w_{1 e t} \tag{3.3.38}
\end{equation*}
$$

where
$w_{\text {su }}=$ surge flow, the positive sign corresponds to an insurge flow
$W_{\text {mak }}=$ water flow coming from the buffer seals system. This water is used for making up the pressurizer water level
$w_{1 e t}=$ water flow leaking fram the primary circuit to the letdown coolers system. It is used for lowering the pressurizer water level
$W_{p}=$ water flow due to thermal expansion or thermal contractions of the water in the primary circuit.

### 3.4 CONTROL SYSTEM MODEL

Up to this point, the linearized equations modeling the pressurizer have been developed but the pressurizer vessel is only one device among several on the pressurizer system. All these components have the task of keeping the primary pressure around an operating set point. Therefore it is also necessary to know the equations ruling all elements making up the pressure control system.

In this section we describe the system for controlling the pressure. After that, the whole system will be modeled in a block diagram, and finally the particular equations for the N.S. Savannah plant will be developed.

### 3.4.1 CONTROL SYSTEM DESCRIPTION

The following description corresponds to the pressure and primary volume control furnished to the N.S. Savannah nuclear propulsion plant. A few devices have been redesigned in order to update the technology but all the changes were kept within the operational requirements.

Figure 3.4 .1 shows a simplified diagram with all the devices related to the pressure and level control process.

The pressure signal is detected by a pressure sensor, then it is transformed to an electrical signal and sent to the processor. The processor compares the incoming signal with the reference signal and decides to put into action the corresponding actuator. If the pressure is over the reference the spray valve has to be opened. On the other hand, if the pressure is under the reference the heaters have to be


Figure 3.4.1 Pressure and volume control system.
*See legend on next page.

1. Spray valve motor
2. Spray valve
3. Relief valve
4. Relief valve motor
5. Spray nozzle
6. Pressure sensor
7. Hysteresis heaters
8. Proportional heater
9. Motor and rheostat for the proportional heater
10. Hysteresis heater relays
11. Level sensor
12. Surge line
13. Primary circuit
14. Relief valve amplifier
15. Spray valve amplifier
16. Makeup valve motor
17. Makeup valve
18. Makeup valve amplifier
19. Letdown valve
20. Letdown valve motor
21. Letdown valve amplifier
22. Proportional heater amplifier
23. Processor
24. Relay amplifier
activated.
If the first situation is the case, the processor sends a signal to the spray system. This signal is first ampified, and then it activates the spray valve $D C$ motor. In the second case the control signal is also ampified and then it activates the heater relays (the proportional heaters have a DC motor).

The level control process follows a similar pattern. The level signal is detected by a level sensor; this is transformed into an electrical signal and sent to the processor. The processor compares the incoming signal with the reference signal and makes the decision between opening the make-up valve or the letdown valve. In either case, the processor sends a signal, the signal is amplified, and then it activates the corresponding $D C$ motor valve.

Two comments should be made: the complete and detailed description of the old pressure control system is in references 3.1 and 3.2 ; the original system has not a complete level control system. The plant was designed to keep the level within the operating range by using an automatic make-up water system, but it has no automatic letdown water system. A complete level control system is added in this work in order to have an entire package, able to be used in nuclear power plants with only minor modifications.

### 3.4.2 BLOCK DIAGRAM REPRESENTATION OF THE CONTROL SYSTEMS

To develop the block diagram representation, the equations stated in Section 3.3 and the description in Section 3.4.1 will be used. The work
is now focused at a component level, analyzing each device in detail. Figure 3.4 .2 shows the relationship between the different blocks making up the control system. From Figure 3.4 .2 it is noted that the forcing signal comes from the value of $w_{p}\left(w_{p}\right.$ is the water flow due to volume changes in primary circuit caused by temperature changes).

Each block will be analyzed in the following section.

### 3.4.3 TRANSFER FUNCTIONS

The blocks shown in Figure 3.4 .2 are analyzed on the basis of their inputs and outputs. The transfer functions are studied in the more convenient mathematical domain and the results are converted to the time domain. The latter is because the analysis of the transients will be performed with the model working in the time domain.

### 3.4.3.1 TRANSFER FUNCTIONS FOR THE PRESSURIZER

The equations used in this section were developed in Section 3.3.4. The goal is to find a set of equations describing the pressurizer behavior, ready to be input to the processor algorithm.

Substituting equations (3.3.25) through (3.3.33) into (3.3.24):

$$
\begin{align*}
\dot{P}= & {\left[-\left(w_{f 1}-w_{c}\right)(335-16 P) \times 10^{2}-\left(w_{s p}+w_{c}+w_{s u}-w_{f 1}\right)+v_{f} \times 10^{6}\right.} \\
& \left.-(105 P-157) \times w_{s u}\left(h_{s u}-h_{f}\right) \times 10^{-3}\right]-\therefore\left[M _ { g } \left(2.48 P^{2}+112 P\right.\right. \\
& \left.-2780)+M_{f}\left(.0041 P^{2}-.725 P+4.08\right)\right]^{-1} \tag{3.4.1}
\end{align*}
$$



Figure 3.4.2 Pressure and volume control system, detailed block diagram. *See legend on next page.

| 1. | $L_{\text {ref }}$ |
| :---: | :---: |
| 2. | A/D |
| 3. | $e_{L}^{\star}(k T)$ |
| 4. | D/A |
| 5. | $\mathrm{E}_{\mathrm{C}}^{\star}(\mathrm{kT})_{1}$ et |
| 6. | Controller |
| 7. | $E_{C}(t) 1 e t$ |
| 8. | Letdown valve amplifier |
| 9. | $E_{C A}(t) 1$ et |
| 10. | Letdown valve motor |
| 11. | $\theta(t)$ let |
| 12. | Letdown valve |
| 13. | ${ }^{W} 1$ et |
| 14. | $\mathrm{E}_{\mathrm{C}}^{\star}(\mathrm{kT})_{\text {mak }}$ |
| 15. | D/A |
| 16. | $E_{C}(t)_{\text {mak }}$ |
| 17. | Makeup valve amplifier |
| 18. | $E_{C A}(t)$ mak |
| 19. | Makeup valve motor |
| 20. | $\theta(t)_{\text {mak }}$ |
| 21. | Makeup valve |
| 22. | $\mathrm{w}_{\text {mak }}$ |
| 23. | $w_{p}$ |
| 24. | ${ }^{w}$ |
| 25. | $E_{L}^{*}(k T)$ INST |
| 26. | A/D |
| 27. | $E_{L}(t)$ INST |
| 28. | Transmitter |
| 29. | $L(t)$ INST |
| 30. | Level sensor |
| 31. | $L(t)$ real |
| 32. | $P(t)_{\text {real }}$ |
| 33. | Pressurizer |
| 34. | Pressure sensor |

35. Transmitter
36. $P(t)$ INST
37. $E_{p}(t)$ INST
38. $A / D$
39. $E_{p}^{\star}(k t)$ INST
40. A/D
41. $P_{r e f}(t)$
42. $e_{p}^{\star}(k T)$
43. Controller
44. D/A
45. $\quad E_{c}(t)_{S P}$
46. Spray valve amplifier
47. $E_{C A}(t){ }_{S P}$
48. Spray valve motor
49. $\quad \theta(t)_{S P}$
50. Spray valve
51. $w_{S P}$
52. $E_{C}^{\star}(k T)_{H}$
53. D/A
54. $\quad E_{C}(t) H^{\prime} S$
55. Relays amplifier
56. $E_{C A}(t)_{H^{\prime} S}$
57. Relays
58. Hysteresis heaters
59. $Q_{H(2,3,4,5)}$
60. $E(t)_{H I}$
61. HI heater amplifier
62. $E_{C A}(t)_{H I}$
63. HI heater motor
64. $\theta(t) H I$
65. HI heater (proportional)
66. $Q_{H I}$

Equation (3.3.38) is the working equation that is to be used as the mode1 implementation into the computer. Notice $\mathrm{V}_{\mathrm{f}}$ and $\mathrm{h}_{\mathrm{f}}$ are not included in their linearized version. The reason will be apparent when the computer code is developed.

The values of $M_{f}$ and $M_{g}$ are calculated from integration in equations (3.3.11) and (3.3.12):

$$
\begin{align*}
& M_{g}=M_{g}(0)+\int_{0}^{t}\left(w_{f 1}-w_{c}\right) d t  \tag{3.4.2}\\
& M_{f}=M_{f}(0)+\int_{0}^{t}\left(w_{s p}+w_{c}+w_{s u}-w_{f c}\right) d t \tag{3.4.3}
\end{align*}
$$

The water enthalpy $\left(h_{w}\right)$ is only allowed to be different from saturation enthalpy ( $h_{f}$ ) in order to calculate the natural flashing incidence. The water enthalpy to be used in that situation is calculated as follows. From Appendix G:

$$
\begin{align*}
M_{w} \dot{h}_{w}=w_{s u} h_{s u} & +\left(w_{s p}+w_{c}\right) h_{c}+Q_{h}-w_{f 1} h_{f 1}+\dot{p} v_{w} \\
& -\left(w_{s p}+w_{c}+w_{s u}-w_{f 1}\right) \dot{h}_{w} \tag{G.4}
\end{align*}
$$

Applying the quasi steady state conditions but keeping $h_{w}$ :

$$
\begin{aligned}
& M_{w} \dot{h}_{w}=w_{s u} h_{s u}+\left(w_{s p} \cdot+w_{c}\right) h_{f}+Q_{h}-w_{f l} h_{g}+\dot{p} v_{w} \\
&-\left(w_{s p}+w_{c}+w_{s u}-w_{f l}\right) h_{f} \\
& M_{w} \dot{h}_{w}=w_{s u} h_{s u}+Q_{n}+\dot{p} v_{f}+w_{f l}\left(h_{f}-h_{g}\right)-w_{s u} h_{f}
\end{aligned}
$$

$\dot{P}_{f}$ is a really small quantity and can be neglected. The expression for $\dot{h}_{w}$ becomes

$$
\begin{equation*}
\dot{h}_{w} \simeq \frac{w_{s u}\left(h_{s u}-h_{f}\right)+w_{f 1}\left(h_{f}-h_{g}\right)+Q_{h}}{M_{f}} \tag{3.4.4}
\end{equation*}
$$

and the relation for $h_{w}$ is given by

$$
\begin{equation*}
h_{w}=h_{w}(0)+\int_{0}^{t} \frac{w_{s u}\left(h_{s u}-h_{f}\right)+w_{f 1}\left(h_{f}-h_{g}\right)+Q_{h}}{M_{f}} d t \tag{3.4.5}
\end{equation*}
$$

It should be kept in mind that this is only an approximation of the real behavior.

Finally, an equation for the level is needed. The development of an equation for the level is based on the fact that the working region of the pressurizer is cylindrical.

The level is defined as
$L=L_{\text {ref }}+\delta L$
$L=L_{\text {ref }}+\frac{V_{f}-V_{\text {ref }}}{A_{\text {ref }}}$
where:

$$
\begin{aligned}
& L \quad=\text { water level }(m) \\
& L_{\text {ref }}=\text { reference water level }(m) \\
& V_{\text {ref }}=\text { reference volume of reference level }\left(\mathrm{m}^{3}\right) \\
& A_{\text {ref }}=\text { internal sectional area of reference level }\left(\mathrm{m}^{3}\right) \\
& V_{f}=\text { water volume at actual level }\left(\mathrm{m}^{3}\right)
\end{aligned}
$$

From reference 3.1:

$$
\begin{aligned}
& L_{\text {ref }}=0.69(\mathrm{~m}) \\
& V_{\text {ref }}=1.76\left(\mathrm{~m}^{3}\right) \\
& A_{\text {ref }}=1.48\left(\mathrm{~m}^{3}\right)
\end{aligned}
$$

Therefore:

$$
\begin{equation*}
L(t)=0.69+\frac{V_{f}-1.76}{1.48} \tag{3.4.6}
\end{equation*}
$$

From the transfer function viewpoint the input parameters are: $h_{s p}, w_{s p}, Q_{h}, w_{s u}, h_{s u}, M_{g}(0), M_{f}(0), P(0), h_{w}(0), L(0)$ and the outputs are $P(t), L(t)$

### 3.4.3.2 TRANSFER FUNCTIONS FOR THE LEVEL SENSOR

Basically a level sensor is a differential pressure sensor. But its readings are only accurate when the water is at the claibration temperature. The calibration temperature for the N.S. Savannah level sensors is $325^{\circ} \mathrm{C}$. If the pressurizer water is at a different temperature, the readings should be corrected. The correction chart is given in Reference 3.7.

Furthermore, because it is a marine plant, the level readings are only accurate when the ship has zero listing. Any angle of trimming or heeling different from zero introducers an error.

In the case of a real application, the readings from the level sensor are easily corrected by implementation of the temperature correction chart, and the heel correcton functions into the validation algorithm.

Because the scope of this work does not include validation, the readings input to the control system model will be assumed to be already
validated. The latter means, from the control system viewpoint, that the output of the pressurizer model represents a validated signal.

The instrument handbook (Reference 3.8) gives characteristics that are important to the modeling process. These properties are:

- the sensor has a 1 percent hysteresis
- the sensor has an 0.5 percent deviation from linearity. The hysteresis effect appears only when the sensor reaches its maximum value ( 50.8 MPa ). This condition is beyond the pressurizer design limits, and it is not expected to be reached by the model.

The deviation from linearity correction should be included in the validation algorithm. In other words, the sensor transfer function is:

$$
\begin{equation*}
L_{i n s t}(t)=L_{\text {model }}(t) \tag{3.4.7}
\end{equation*}
$$

### 3.4.3.3 TRANSFER FUNCTIONS FOR THE LEVEL SIGNAL TRANSMITTER

The level signal transmitter receives as an input a differential pressure signal, and has as an output an analog electrical signal, proportional to the pressure difference. It is also included in the transmitter transfer function the wiring required to input the electrical signal to the processor. The range of the output signal has to be compatible with the range of the $A / D$ devices in the processor.

The foilowing are the characteristics of the transmitter:

- range of the output signal: $\pm 5.12 \mathrm{~V}$
- signal delay: 250 (ms)

Thus the transfer function can be stated as:

$$
\begin{equation*}
E_{\text {inst }}(t)=\frac{\Delta E_{\max }}{\Delta L_{\max }} L(t-.25) \tag{V}
\end{equation*}
$$

From the handbook:

$$
\begin{aligned}
& \Delta L_{\max }=1.62(\mathrm{~m}) \\
& \Delta E_{\max }=10.24(\mathrm{~V})
\end{aligned}
$$

$$
E_{\text {inst }}(t)=6.32 L_{\text {inst }}(t-0.25)
$$

$E_{\text {inst }}{ }^{(t)}$ is in volts
$L_{\text {inst }}(t)$ is in meters
$t$ is in seconds.

### 3.4.3.4 ANALOG-DIGITAL, DIGITAL-ANALOG DEVICES TRANSFER FUNCTIONS

A/D devices are the components required to convert the analog signal coming from the plant into a digital signal useful to be processed. D/A devices convert the digital output coming from the processor into a real-life signal (analog) useful to be input to the plant.

The most common way to represent a D/A device is by a hold, and to represent an $A / D$ device a sampler is used. The overall digital system and its symbols are shown in Figure 3.4.3.

The $E_{i n s t}^{*}(k t)$ signal resembles $E_{i n s t}(t)$ because both signals have the same value at the sampling time.

The hold device introduces a more significant change because the sampled control signal $E_{C}^{*}(k T)$ is held to a constant value until the new $E_{c}^{\star}[(k+1) T]$ arrives.

Thus a good approximation for the whole process is to represent it with a hold transfer function, keeping in mind that the signals flowing


Figure 3.4.3 Analog-digital $(A / D)$, digital-analog ( $D / A$ ), transfer function model.
between sampler and hold are sampled.
Because a digital computer will be used to simulate the system, the blocks representing sampling and holding functions are easy to implement.

- Sampler: the digital computer processes the simulation at discrete intervals, then the data coming from the pressurizer model is in fact sampled.
- Hold: the digital computer simulating the control system processes the data at discrete intervals of time. Between intervals the last output is held constant. Thus the data coming from the control system model are in fact held.

In other words,

$$
\begin{align*}
& E_{\text {inst }}(t)=E_{\text {inst }}^{\star}(k T)  \tag{3.4.9}\\
& E_{c}^{\star}(k t)=E_{c}^{\star}(t) \tag{3.4.10}
\end{align*}
$$

### 3.4.3.5 TRANSFER FUNCTION FOR THE LEVEĹ CONTROLLER

The level controller has two basic jobs

1. To compare the incoming level signal (sampled signal) with the reference level signal (sampled signal). From that comparison the controller decides
$E_{L}^{\star}(k T)_{\text {inst }}>E_{L}^{\star}(k T)_{\text {ref }}$ (Open letdown valve) (Close makeup valve)
$E_{L}^{\star}(k T)_{\text {inst }}=E_{L}^{\star}(k T)_{\text {ref }}$ (No action)
$E_{L}^{\star}(k T)_{\text {inst }}<E_{L}^{\star}(k T)_{\text {ref }}$ (Open makeup valve) (Close letdown valve)
2. To perform the optimal contron action, experience has shown that this optimal control action is obtained by using a proportional-integral differential (PID) controller, tuning up its constant with the controller already connected to the real plant.

The corresponding PID equations are:

$$
\begin{align*}
& E_{c}^{*}(k T)_{1 e t}=e_{L}^{*}(k T)\left[K_{11 e t}+K_{21 e t} \int d t+K_{31 e t} \frac{d}{d t}\right]  \tag{3.4.14}\\
& E_{c}^{*}(k T)_{\text {mak }}=e_{L}^{*}(k T)\left[K_{1 \text { mak }}+K_{2 \text { mak }} \int d t+K_{3 \text { mak }} \frac{d}{d t}\right]  \tag{3.4.15}\\
& e_{L}^{*}(k T)=E_{L}^{*}(k T)_{\text {ref }}-E_{L}^{*}(k T)_{\text {inst }} \tag{3.4.16}
\end{align*}
$$

The expression between square brackets is an operator and not a normal equation. The most appropriate values for $K_{1}, K_{2}$ and $K_{3}$ will appear later on when the transient analysis of the model will be performed.

### 3.4.3.6 AMPLIFIERS TRANSFER FUNCTION

The amplifiers, motors, and valves are exactly the same for the letdown and make-up circuits. Thus the analysis will be common for both.

The amplifiers are required because the voltage and the power of the controller output are not enough to drive the motors. The amplifier transfer function in the frequency range of interest is simply a constant.

$$
\begin{equation*}
\frac{E_{c A}(t)}{E_{c}(t)}=K \tag{3.4.17}
\end{equation*}
$$

$K$ is a parametric constant and its value can be adjusted at the designer's will. The final values for $K_{\text {mak }}$ and $K_{l e t}$ will appear during the transient analysis.

### 3.4.3.7 TRANSFER FUNCTION FOR THE VALVES MOTORS

The motor chosen to drive the valves is a DC motor, arumaturecontrolled. Figure 3.4 .4 shows this type of motor and its block diagram, both taken from reference 3.9.

By developing the overall transfer function from Figure 3.4.4b, the following equation is derived:

$$
\dot{\theta}=\frac{E_{a} \frac{1}{R_{a}} X_{m} I_{f}-T_{L}\left(1+\tau_{a} S\right)}{\left(1+\tau_{a} S\right)\left(B_{v}+J_{s}\right)+K_{c} I_{f}^{2} \frac{1}{R_{a}} K_{m}}
$$

where:

```
0 = shaft angle
E
Ra}=\mathrm{ armature resistance
Ia}=\mathrm{ armature current
Km}=\mathrm{ torque constant
Jf}=\mp@code{field current (constant)
T
\tau}\mp@subsup{}{a}{}=\mathrm{ armature time constant = La
La}=\mathrm{ armature inductance
B}v=\mathrm{ dumping coefficient
```



Figure 3.4.4a Armature controlled DC motor.


Figure 3.4.4b Armature controlled DC motor, block diagram.
$J=$ moment of the intertie of the armature
$K_{c}=$ emf constant
Because the motors are relatively small, their $\tau_{a}$ and $J$ can be neglected. Also the load torque can be assumed negligible. With those assumptions, the initial equation is reduced to:
$\theta=\left[\frac{\frac{K_{m} I_{f}}{R_{a}}}{B_{v}+\frac{K_{c} I_{f}^{2} K_{m}}{R_{a}}}\right] \frac{E_{a}}{s}$

Coming back to the time domain
$\theta(t)=\left[\frac{\frac{K_{m} I_{f}}{R_{a}}}{B_{v}+\frac{K_{c} I_{f}^{2} K_{m}}{R_{a}}}\right] \quad \int_{0}^{t} E_{c a}(t) d t$
3.4.3.8 TRANSFER FUNCTIONS FOR THE MAKE-UP VALVE

By definition
$w_{\text {mak }}=\frac{q_{\text {max }}}{\nabla_{\text {max }}}$
where:

$$
\begin{aligned}
& V_{\text {mak }}=\text { specific volume of make-up water }\left(\mathrm{m}^{3} / \mathrm{kg}\right) \\
& \mathrm{q}_{\text {max }}=\text { make-up flow in } \mathrm{m}^{3} / \mathrm{s} \\
& \mathrm{w}_{\text {max }}=\text { make-up flow in } \mathrm{kg} / \mathrm{s}
\end{aligned}
$$

The analysis is then divided into $q_{\text {mak }}$ and $V_{\text {mak }}$
The make-up flow ( $q_{\text {mak }}$ ) is related with the well-known expression

$$
q_{\text {mak }}=F(\theta) \sqrt{P_{\text {mak }}-P}
$$

where

$$
\begin{aligned}
P & =\text { primary circuit pressure } \\
P_{\text {mak }}= & \text { make-up pressure } \\
F(\theta)= & \text { valve parameter. This parameter is a function of the shaft } \\
& \text { angle }(\theta) .
\end{aligned}
$$

From reference 3.2 it is known that the make-up pressure is kept constant at 0.345 MPa over the primary pressure (the make-up system has an automatic control subsystem to do that). Also from reference 3.2 it is known

$$
\left(q_{\max }\right)_{\max }=3.9 \times 10^{-3}\left(\frac{\mathrm{~m}^{3}}{\mathrm{~s}}\right)
$$

But

$$
q_{\text {mak }}=0.5874 \mathrm{~F}(\theta)
$$

also

$$
\left(q_{\max }\right)_{\max }=0.5874(F(\theta))_{\max }
$$

Thus, $F(\theta)_{\max }=6.64 \times 10^{-3}\left(\mathrm{~m}^{3} \mathrm{~s}^{-1} \mathrm{MPa}^{-1 / 2}\right)$
In order to simplify the numerical algorithm, it will be assumed that $F(\theta)$ is a inear function of $\theta$. Finally, it is posulated that $\theta_{\max }=2 \pi$.

Under these conditions:
$F(\theta)=\frac{F(\theta)_{\text {max }}}{\theta \text { max }} \theta$
$F(\theta)=1.057 \times 10^{-3} \theta \quad(0 \leq \theta \leq 2 \pi)$
The final equation for $q_{\text {mak }}$ is: $\quad(\theta \leq 0)$

$$
q_{\text {mak }}= \begin{cases}6.207 \times 10^{-4} \theta & (0 \leq \theta \leq 2 \pi)  \tag{3.4.19}\\ & 3.9 \times 10^{-3}\end{cases}
$$

With regard to the make-up specific volume, it is known from reference 3.2 that the make-up temeprature is kept constant at $46.67^{\circ} \mathrm{C}$. Then,

$$
V_{\text {mak }}=V_{\text {mak }}\left(46.67, P_{\text {mak }}\right)
$$

Performing a linearization with the data given in reference 3.6

$$
V_{\text {mak }}=1.0116 \times 10^{-2}-50 \times 10^{-7}(P+0.345)
$$

$$
(11 \mathrm{MPa} \leq P \leq 13 \mathrm{MPa})
$$

Therefore the final equation for $w_{\text {mak }}$ is:

$$
W_{\text {mak }} \quad= \begin{cases}0 & (\theta \leq 0) \\ \frac{6.207 \times 10^{-4} \theta}{1.012 \times 10^{-3}-5.0 \times 10^{-7} p} & (0 \leq \theta \leq 2 \pi) \\ \frac{3.9 \times 10^{-3}}{1.012 \times 10^{-3}-5.0 \times 10^{-1 / P}} & (0 \leq \theta \leq 2 \pi)\end{cases}
$$

$P$ is the primary pressure in MPa.

### 3.4.3.9 TRANSFER FUNCTIONS FOR THË LETDOWN VALVE

The analytical process is quite similar to the make-up analysis. Because the actual system has no special valve for automatic letdown flow, it is assumed an extra valve system similar to the make-up system is added. Then,

$$
\begin{aligned}
& \left(q_{1 e t}\right)_{\max }=3.9 \times 10^{-3}\left(\frac{m^{3}}{\mathrm{~s}}\right) \\
& V_{1 e t}=V_{p}(\mathrm{MPa}) \quad\left(V_{p}=\text { primary specific volume }\right) \\
& \Delta P=12.508(\mathrm{MPa}) \quad\left(\Delta P=P-P_{1 e t}\right)
\end{aligned}
$$

Following the same procedure given in Section 3.4.38, we obtain:
$F(\theta)_{\max }=5.352 \times 10^{-4}$
$(0 \leq \theta \leq 2 \pi)$
$F(\theta)=3.013 \times 10^{-4} \theta$
$(0 \leq \theta \leq 2 \pi)$
then

$$
\mathrm{q}_{1 \text { 1et }}(\theta)= \begin{cases}0 & (\theta \leq 0) \\ 6.207 \times 10^{-4} \theta & (0 \leq \theta \leq 2 \pi) \\ 3.9 \times 10^{-3} & (\geq 2 \pi)\end{cases}
$$

and the final equation for the $w_{1}$ et is

$$
W_{1 \text { et }} \quad=\begin{array}{ll}
0 & (\theta \leq 0) \\
\frac{6.207 \times 10^{-4} \theta}{V_{p}} & (0 \leq \theta \leq 2 \pi)  \tag{3.4.22}\\
\frac{3.9 \times 10^{-3}}{V_{p}} & (\geq 2 \pi)
\end{array}
$$

3.4.3.10 JOINT TRANSFER FUNCTION FOR THE AMPLIFIER, MOTOR AND VALVE

Analyzing first the make-up valve, a joint equation is reached by substitution of (3.3.53) into (3.3.54) and then into (3.3.55). The result follows:

0
$(\theta \leq 0)$
$W_{\text {mak }}=\left\{\frac{6.207 \times 10^{-4} \theta}{1.012 \times 10^{-3}-5.0 \times 10^{-1 / p}}\left(K_{\text {mak }}^{\text {m }}\right)\left(K_{\text {mak }}\right) \int_{0}^{t} E_{c}(t) d t \quad(0 \leq \theta \leq 2 \pi)\right.$

$$
\begin{equation*}
\frac{3.9 \times 10^{-3}}{1.012 \times 10^{-3}-5.0 \times 10^{-1} P} \quad(0 \leq \theta \leq 2 \pi) \tag{3.4.23}
\end{equation*}
$$

$K_{\text {mak }}^{m}$ is the motor constant given in (3.3.54) and $K_{\text {mak }}$ is the amplifier gain.

By a similar process:

$$
w_{1 e t}= \begin{cases}0 & (\theta \leq 0) \\ \frac{6.207 \times 10^{-4}}{V_{p}}\left(K_{1 e t}^{m}\right)\left(K_{1 e t}\right) \int_{0}^{t} E_{c}(t) d t & (0 \leq \theta \leq 2 \pi) \\ \frac{3.9 \times 10^{-3}}{V_{p}} & (0 \geq 2 \pi)\end{cases}
$$

$K_{\text {let }}^{m}$ is the motor constant and $K_{m a k}$ is the amplifier gain.

### 3.4.3.11 TRANSFER FUNCTION FOR THE PRESSURE SENSOR

The sensor for measuring the pressure are the type called forced balanced transmitter, its theory is very well explained in reference 3.3.

From the instrument handbook the following data are obtained (as was the case of the level sensor)

- hysteresis $=1$ percent
- deviation from linearity $=1.5$ percent

The hysteresis behavior is only reached when the sensor ranges its maximum value. This case is not likely to occur. The deviation from linearity error will be corrected in the validation process. Thus,
$P(t)_{\text {inst }}=P(t)_{\text {real }}$

### 3.4.3.12 TRANSFER FUNCTION FOR THE LEVEL SIGNAL TRANSMITTER

This transmitter is designed to receive the mechanical signal from the pressure sensor, transform it into an electrical signal proportional to the first one, and to send the electrical signal to the processor.

The whole process is characterized by

- electrical signal range $= \pm 5.12 \mathrm{~V}$
- signal delay $=250$ (ms)

Thus the transfer function has the following form:

$$
E_{p}(t)_{\text {inst }}=\frac{\Delta E_{\max }}{\Delta P_{\max }} P_{\text {inst }}(t-0.25)
$$

From reference 3.2

$$
\Delta P_{\max }=13.79(\mathrm{MPa})
$$

Then

$$
\begin{equation*}
E_{p}(t)_{\text {inst }}=0.7426 P(t-0.25)_{\text {inst }} \tag{3.3.26}
\end{equation*}
$$

where $P$ is in MPa, $t$ is in seconds, $E_{p}$ is in volts.

### 3.4.3.13 TRANSFER FUNCTIONS FOR THE PRESSURE CONTROLLER

The main task of this controller is to keep the pressurizer pressure around the reference pressure. The pressure controller has six different actuators to keep the pressure around the set point: one proportional heater, five hysteresis heaters, and one spray valve. Each one of these actuators is analyzed in the following section.

### 3.4.3.13.1 TRANSFER FUNCTION FOR THE HEATER BANK NUMBER 1 (PROPORTIONAL)

The controller compares the pressure signal with the reference signal. The resultant error is subjected to a PID action. Putting the latter in mathematical terms:

$$
\begin{equation*}
E_{c}^{\star}(k T)_{h 1}=\left[E_{p}^{*}(k T)_{r e f}-E_{p}^{*}(k T)_{i n s t}\right]\left[K_{1}+K_{2} \int d t+K_{3} \frac{d}{d t}\right] \tag{3.4.27}
\end{equation*}
$$

3.4.3.13.2 TRANSFER FUNCTION FOR THE HEATER BANK NUMBER 2

This bank has a typical hysteresis cycle

3.4.3.13.3 TRANSFER FUNCTION FOR THE HEATER BANK NUMBER 3

|  | 0 | $\mathrm{E}_{\mathrm{p}}^{*}(\mathrm{k} T)>8.96(\mathrm{~V})$ |  |
| :---: | :---: | :---: | :---: |
| $E_{c}^{*}(k T)_{n 3}=\frac{1}{l}$ | 0 | $8.86 \leq E_{p}^{*}(k T) \leq 8.99$ | (once the heater is off) |
|  | 10.24(V) | $E_{p}^{*}(k T) \leq 8.86(V)$ |  |
|  | 10.24(V) | $8.86 \leq E_{p}^{*}(k T) \leq 8.96$ | (once the heater is on) |

(3.4.29)

### 3.4.3.13.4 TRANSFER FUNCTION FOR THE HEATER BANK NUMBER 4

$E_{c}^{*}(k T)_{h 4}= \begin{cases}0 & E_{p}^{*}(k T)>8.96(V) \\ 10.24(V) & 8.81 \leq E_{p}^{*}(k T) \leq 8.96 \text { (once the } \\ \text { heater is off) } \\ E_{p}^{*}(k T) \leq 8.81 V \\ 10.24(V) & 8.81 \leq E_{p}^{*}(k T) \leq 8.96 \text { (once the } \begin{array}{l}\text { heater is on) }\end{array}\end{cases}$
(3.4.30)
3.4.3.13.5 TRANSFER FUNCTION FOR THE HEATER BANK NUMBER 5
0
$E_{p}^{*}(k T) \geq 8.96^{\circ}(V)$
$8.76 \leq E_{p}^{*}(k T) \leq 8.96$ (once the $\quad$ heater is off)
$E_{p}^{*}(k T) \leq 8.76 V$
10.24(V)
$8.76 \leq E_{p}^{*}(k T) \leq 8.96$ (once the $\begin{aligned} & \text { heater is on) }\end{aligned}$

The data for the last five equations comes from reference 3.1.
A better understanding of the hysteresis functions is obtained by looking at Figure 3.4.5.

### 3.4.3.13.6 TRANSFER FUNCTION FOR THE SPRAY

The transfer function implemented at the controller for the spray valve operation is very similar to the proportional heater transfer function. Using the data given in reference 3.1, the function is as follows:

$$
\begin{equation*}
E_{c}^{*}(k T)_{s p}=\left[E_{p}^{*}(k T)_{r e f}-E_{p}^{*}(k T)_{i n s t}\right]\left[K_{1}+K_{2} \int d t+K_{3} \frac{d}{d t}\right] \tag{3.4.32}
\end{equation*}
$$

### 3.4.3.14 RELAY TRANSFER FUNCTION

Essentially the relays used to close or to open the heater banks 2, 3, 4 and 5 have a similar performance. They open and close their contacts when the processor sends the corresponding signal.


Figure 3.4.5 Hysteresis cycles for the heaters.

The relays close their contacts when they reach the operating current. A close contact means a heater bank is on.

If the mechanical inertias involved are neglected the transfer function in the Laplace domain looks as follows:
$I(s)=\frac{K E_{C H}}{R} \frac{1}{S(1+\tau S)}$
where
$K E_{C H}=a$ constant control signal, often the amplifier
$\tau=L / R$
L = coil inductance
$\mathrm{R}=$ coil resistance.
In this case the relays are not very big, that means $R \gg$. . Thus $=$ can be assumed very small. A very small $\tau$ leads to the following simplification.

$$
I(s)=\frac{E_{C H}}{s R}
$$

Returning to the time domain

$$
\begin{equation*}
I(t)=\frac{E_{C H}}{R}=\text { constant } \tag{3.4.33}
\end{equation*}
$$

In other words, for the case at hand it is possible to assume safely that the relays close or open almost instantaneously, upon receiving the control signal from the processor.

### 3.4.3.15 TRANSFER FUNCTION FOR THE HEATERS

The analysis has been made differentiating the hysteresis heaters from the proportional heater.

### 3.4.3.15.1 HEATERS WITH A HYSTERESIS CYCLE

A basic assumption is made about the heater power. It will be assumed that as soon as the relay closes its contact, the whole heater power is released into the water. This is not exact, but considering the resistance nature of the heater element, and the high thermal conducutivity of the heater well, the loss in accuracy wil not be significant.

Mathematically the heater transfer functions are expressed as follows:

$$
\begin{align*}
& Q_{H 2}=10 \text { (relay open) }  \tag{3.4.34}\\
& \text { (relay closed) } \\
& \text { (relay open) }  \tag{3.4.35}\\
& \text { (relay closed) } \\
& Q_{H 4}= \begin{cases}0 & \text { (relay open) } \\
50.0(\mathrm{KW}) & \text { (relay closed) }\end{cases}  \tag{3.4.36}\\
& Q_{H 5}= \begin{cases}0 & \text { (relay open) } \\
106.0(\mathrm{KW}) & \text { (relay closed) }\end{cases} \tag{3.3.37}
\end{align*}
$$

where $Q_{H 2}, Q_{H 3}, Q_{H 4}, Q_{H 5}$ are the powers of the respective heaters.

### 3.4.3.15.2 PROPORTIONAL HEATER BANK

This heater consists of a variable resistance operated by a DC motor. Assuming the power is delivered linear with the shaft angle, and the maximum power delivered at $\theta=2 \pi$, the transfer function is expressed as follows:

$$
Q_{H 1}= \begin{cases}0 & (\theta \leq 0) \\ 2.66 \times \theta & (0 \leq \theta \leq 2 \pi) \\ 16.7 .(\mathrm{KW}) & (\theta \geq 2 \pi)\end{cases}
$$

$Q_{H 1}=$ power delivered by the heater

$$
\theta=\text { shaft angle. }
$$

3.4.3.16 TRANSFER FUNCTIONS FOR THE SPRAY VALVE

The following data come from reference 3.2:

$$
\begin{aligned}
& \left(\mathrm{q}_{\mathrm{sp}}\right)_{\max }=3.28 \times 10^{-3}\left(\mathrm{~m}^{3} / \mathrm{s}\right) \\
& \Delta \mathrm{P}=0.4826 \mathrm{MPa}
\end{aligned}
$$

Using a similar treatment as that employed for the make-up valve, we obtain:

$$
q_{s p}(\theta)= \begin{cases}0 & (\theta \leq 0) \\ 5.22 \times 10^{-4} \theta & (0 \leq \theta \leq 2 \pi) \\ 3.28 \times 10^{-3} & (0 \geq 2 \pi)\end{cases}
$$

The value for the specific volume is a function of temperature at the
cold leg in the primary circuit. Because the analysis of the primary circuit is not included in this thesis, $V_{s p}$ will be introduced as an initial condition, the same as $h_{s p}, v_{p}, h_{s u}$, etc.

The final equation for the spray flow is as follows:
0

$$
(\theta \leq 0)
$$

$$
w_{s p}(\theta)= \begin{cases}\frac{5.223 \times 10^{-4} \theta}{V_{s p}} & (0 \leq \theta \leq 2 \pi)  \tag{3.4.39}\\ \frac{3.28 \times 10^{-3}}{V_{s p}} & (0 \geq 2 \pi)\end{cases}
$$

### 3.4.3.17 JOINT TRANSFER FUNCTION FOR THE SPRAY VALVE SYSTEM

Combining the functions for the amplifier, motor, and valve, the following equation is obtained:

$$
w_{s p}(t)= \begin{cases}0 & (\theta \leq 0) \\ \frac{5.22 \times 10^{-4}}{V_{s p}}\left(K_{s p}^{m}\right)\left(K_{s p}\right) \int_{0}^{t} E_{c}(t) d t & (0 \leq \theta \leq 2 \pi) \\ \frac{3.28 \times 10^{-3}}{V_{s p}} & (0 \geq 2 \pi)\end{cases}
$$

### 3.4.3.18 JOINT TRANSFER FUNCTIONS FOR THE HEATER SYSTEM

 Again the analysis is repeated into hysteresis heaters and proportional heaters.3.4.3.18.1 JOINT TRANSFER FUNCTION FOR THE PROPORTIONAL HEATER BANK Substituting the equations (3.4.38), (3.4.18), and (3.4.17), the joint transfer equation is reached.

$$
Q_{H 1}= \begin{cases}0 & (\theta \leq 0)  \tag{3.4.41}\\ 2.66 \cdot\left(K_{H 1}^{m}\right)\left(K_{H 1}\right) \int_{0}^{t} E_{c}(t) d t & (0 \leq \theta \leq 2 \pi)\end{cases}
$$

16.7
$(0 \geq 2 \pi)$
3.4.3.18.2 JOINT TRANSFER FUNCTION FOR THE HEATER BANK UNDER HYSTERESIS CYCLE

This set of equations comes from subtituting equations (3.4.28), (3.4.29), (3.4.30), (3.4.31) into (3.4.34), (3.4.35), (3.4.36), and (3.4.37) respectively.

$$
\begin{align*}
& Q_{H 2}=\left\{\begin{array}{l}
0 \\
\{ \\
16.7
\end{array}\right.  \tag{3.4.42}\\
& Q_{H 3}=\left\{\begin{array}{l}
0 \\
33.4
\end{array}\right.  \tag{3.4.43}\\
& Q_{H 4}=\left\{\begin{array}{l}
0 \\
50.0
\end{array}\right.  \tag{3.4.44}\\
& Q_{H 5}=\left\{\begin{array}{c}
0 \\
106.0
\end{array}\right.  \tag{3.4.45}\\
& \text { if } E_{\mathrm{C} 2}^{\mathrm{C}}(\mathrm{kT})=0(\mathrm{~V}) \\
& \text { if } E_{c 2}^{\star}(k T)=10.24 V \\
& \text { if } \underset{E_{\star}^{\star}}{\star}(k T)=0(V) \\
& \text { if } E_{c 2}^{\star}(k T)=10.24 V \\
& \text { if } E_{C}^{\star} 2(k T)=0 \text { (V) } \\
& \text { if } E_{c 2}^{\star}(k T)=10.24 V \\
& \text { if } E_{c}^{*}(k T)=0 \text { (V) } \\
& \text { if } E_{c 2}^{\star}(k T)=10.24(V)
\end{align*}
$$

The hysteresis cycles are shown in Figure 3.4.5.

### 3.4.3.19 TRANSFER FUNCTIONS FOR THE VALIDATION PROCESSOR

The specific details of how the validation function will be done is not a subject of this thesis. But it is a fact that the validation processor is intended to keep the instrument signals as close as possible to the true signal inside of the plant. The latter suggests that for the objectives of this work, it is a good approximation to assume a validation transfer function equal to one.
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## CHAPTER 4

DIGITAL SIMULATION AND TRANSIENT ANALYSIS

### 4.1 INTRODUCTION

A11 the fundamentals required to prepare a digital simulation were developed in Chapter 3. Chapter 4 is devoted to describing how the pressurizer model and the control system might interact together. To do so, a code simulating the pressurizer model and its control system were developed. After that, the code was run for several situations checking whenever possible its behavior against the real plant behavior. The final part of the chapter is concerned with tuning up the control system parameters, in order to get the best response possible.

The procedure starts with a general description of the flow diagram appropriate to this problem. After that each main block in the general flow diagram is explained in detail. Finally, the program itself appears. The last section of the chapter describes the calculated cases, their results, and the procedure to tune up the control system.

### 4.2 GENERAL FLOW DIAGRAM

The equations will be integrated from $t$ to $t+T$ assuming that the system is entirely known at time $t$. At the beginning, the initial conditions are all that is known, thus the first iteration is made by using those conditions as the starting point. The integrations are performed by using the simplest approach.

$$
\begin{equation*}
F(t+T)=F(t)+T x \dot{F}(t) \tag{4.2.1}
\end{equation*}
$$

$F(t)$ is a function of time $t$
$\dot{F}(t)$ is the derivative of $F(t)$ at time $t$
$T$ is the iteration interval
$F(t+T)$ is the function at time $t+T$.
Before making the integrations, several computations must be performed. Following the order given in Figure 4.2.1, these computations are (the nomenclature is given in Chapter 3):

- $w_{1 e t}$ and $w_{\text {mak }}$
- $w_{\text {su }}$
$-Q_{H}$ and $w_{s p}$
- $h_{f}$ and $1 / h_{f g}$
$-w_{c}$
- $W_{f 1}$
$-v_{f}$
At this point $L(t)$ is calculated.
$-w_{s u}\left(h_{s u}-h_{f}\right)$
Next $P(t), L(t)$, and $t$ are printed.
Then $P(t)$ and $P(t+T)$ are calculated.
- $\dot{h}_{W}(t)$ and $h_{w}(t+T)$ are calculated,
- $\dot{M}_{g}(t)$ and $M_{g}(t+T)$ are calculated,
- $\dot{M}_{f}(t)$ and $M_{f}(t+T)$ are calculated,
and finally the cycle is repeated by making $t=t+T$ or another alternative is to stop the iteration process. A few comments are required up to this point:




Figure 4.2.1 General flow chart.

1. Each one of the blocks shown in Figure 4.2 .1 is explained in detail in the following section.
2. The control actions are included in the flow diagrams under the names of $w_{\text {let }}, w_{\text {mak }}, Q_{H}$, and $w_{s p}$.

### 4.3 DETAILED ANALYSIS OF THE GENERAL FLOW CHART

### 4.3.1 INITIAL CONDITIONS

Because the code is programmed in a computer of low memory capacity, several inputs are directly set into the program. The others go in the numerical registers. The following inputs go in registers: $P(0), M_{f}(0), M_{g}(0), h_{w}(0)$. The others are directly coded. They are: $w_{p}, v_{s u}, h_{s u}, v_{\text {mak }}, h_{s p}, v_{s p}, K_{1}, K_{2}, K_{3}, K_{\text {let }}, K_{\text {mak }}, K_{s p}, K_{Q}$. More information is given in the code users manual in Appendix $H$.

### 4.3.2 LET-DOWN AND MAKE-UP FLOWS CALCULATIONS

As previously noted, the $w_{1 e t}$ or $w_{\text {mak }}$ computations implicitly describe the action of the PID controller. Therefore, a first step in obtaining these values is to develop a simulation model for the PID controller. At the same time, noting from equations (3.4.23) and (3.4.24) that an integration is made over the PID output $E_{c}(t)$, a complete subroutine will be designed. This subroutine will perform the following function:

$$
\begin{equation*}
r(k)=\frac{1}{D}\left(K_{1}+\frac{K_{2}}{D}+K_{3} D\right) e(t) \tag{4.3.1}
\end{equation*}
$$

$r(k)$ represents an integration made over a PID operation previously
performed upon the error e(t).
First we have the classical numerical approach for the $P$ ID function (Ref. 4.4):

$$
\begin{equation*}
E_{c}(h)=K_{1} e(k)+K_{2} T \sum_{n=1}^{k} e(n)+E_{c}(0)+\frac{K_{3}}{T}[e(k)-(e(k-1)] \tag{4.3.2}
\end{equation*}
$$

where

| $E_{c}(k)$ | PID signal instant $k$ |
| :--- | :--- |
| $e(k)$ | error signal instant $k$ |
| $e(k-1)$ | error signal instant $(k-1)$ |
| $K_{1}$ | proportional constant |
| $K_{2}$ | integral constant |
| $K_{3}$ | derivative constant |
| $T$ | iteration interval |
| $E(0)$ | initial PID signal |

But this equation is too cumbersome to implement. A more convenient way is to use the following:
$E_{c}(k-1)=K_{1} e(k-1)+K_{2} T \sum_{n=1}^{k-1} e(n)+E_{c}(0)+K_{3}[e(k-1)-e(k-2)]$
Defining

$$
\begin{align*}
& \quad \Delta E_{c}(k)=E_{c}(k)-E_{c}(k-1) \\
& \Delta E_{c}(k)=K_{1}[e(k)-e(k-1)]+K_{2} T e(k)+\frac{K_{3}}{T}[e(k)-2 e(k-1)+e(k-2)) \\
& \text { and } E_{c}(k)=E_{c}(k-1)+\Delta E_{c}(k) \tag{4.3.3}
\end{align*}
$$

Following a similar reasoning for the extra integration over the PID function

$$
\begin{aligned}
& r(k)=T \sum_{n=1}^{k} E_{C}(n) \\
& r(k-1)=T \sum_{n=1}^{k-1} E_{c}(n) \\
& \Delta r(k)=r(k)-r(k-1) \\
& \Delta r(k)=T E_{C}(k)
\end{aligned}
$$

and finally

$$
\begin{equation*}
r(k)=r(k-1)+\pi_{c}(k) \tag{4.3.4}
\end{equation*}
$$

By combining equations (4.3.3) and (4.3.4), the general expression for the subroutine is obtained.

$$
\begin{align*}
r(k)= & r(k-1)+E_{c}(k-1)+K_{1}[e(k)-e(k-1)]+K_{2} T e(k)+\frac{K_{3}}{T} \\
& {[e(k)-2 e(k-1)+e(k-2)] } \tag{4.3.5}
\end{align*}
$$

The next step is to perform the computation of $w_{\text {mak }}$ and $w_{1 e t}$. Figure 4.3.1 shows the detailed flow diagram which simulates the computations. What the flow diagram says, step-by-step, is the following:

1. The error in level is obtained
2. A PID function is operated over the error.
3. A test is made to see if the error is positive or negative. The sign will point what actuator should be operated. Both branches have the integration over the PID function, also a consistency


Figure 4.3.1 $w_{1 \text { let }}$ and $w_{\text {mak }}$ computations.

check to avoid negative values for $\theta$ is made.
4. $W_{1 e t}$ is calculated from equation (3.4.24). A check is made to avoid $w_{1 e t}$ gains over its maximum value, and also if the maximum condition is reached, an expression for $\gamma_{1 e t}(k)$ is implemented, keeping $r_{\text {let }}(k)$ constant.
5. $w_{\text {mak }}$ is calculated from equation (3.4.23), and the same comments for $W_{\text {miak }}$ apply here.

### 4.3.3 TOTAL SURGE FLOW COMPUTATIONS

Under the assumptions made in Chapter $3 w_{\text {su }}$ is simply

$$
w_{\text {su }}=w_{\text {mak }}+w_{p}-w_{1 e t}
$$

where $w_{p}$ is the primary water surge.
4.3.4 TOTAL HEAT AND SPRAY FLOW COMPUTATIONS

Because $w_{\text {sp }}$ is only a PID controlled variable its flow diagram is fairly similar to those of $w_{\text {mak }}$ and $w_{l e t} . Q_{H}$ have the PID variable plus the back-up heaters which work under a hysteresis control cycle. Figure 4.3 .2 shows the complete flow diagram to get $Q_{H}$ and $w_{S p}$. The explanation of Figure 4.3 .2 step by step follows.

1. The electrical equivalent to the pressure signal is obtained.
2. The error signal is calculated.
3. A PID function is operated upon the error functions.
4. Depending on the error sign, the controller decides to actuate the spray valve or the proportional heaters. This block has the





Figure.4.3.2 $\quad Q_{H}$ and $w_{s p}$ computations.
characteristics of the similar one in $w_{l e t}$ and $w_{\text {mak }}$ calculations.
5. $\mathrm{Q}_{\mathrm{Hl}}$ (the proportional heat) is calculated.
6. The hysteresis cycle for the back-up heaters is computed.
7. $w_{s p}$ is computed.
4.3.5 SATURATION LINE ENTHALPIES CALCULATIONS

These are two linearized functions of the pressure and they are computed by equations (3.3.30) and (3.3.31).

### 4.3.6 CONDENSED WATER FLOW CALCULATIONS

Equation (3.3.35) is implemented in the algorithm to calculate $w_{c}$.

### 4.3.7 FLASHING FLOW CALCULATION

This block is implemented with the following characteristics:

1. When $h_{w}-h_{f} \leq 2 w_{f 1}$ is considered as a quasi steady state flashing, thus $w_{f 1}$ is given by equation (3.3.22).
2. If it is an outsurge and $h_{w}-h_{f} \geq 2$, the flashing is taken into acount as a natural flashing, then $W_{f 1}$ is given by equation (3.3.36).
3. If $h_{f}>h_{w} w_{f}$ is equal to zero.
4. At insurge conditions natural flashing is zero, and the quasi steady state flashing is negligible.

All these conditions are shown in Figure 4.3.3.
4.3.8 SPECIFIC VOLUME COMPUTATION
$v_{f}$ is computed by the linearized equation (3.3.33).


Figure 4.3.3 $w_{f l}$ computation

### 4.3.9 LEVEL (L(t)) DETERMINATION

The inputs required to calculate the level are now known. The level is next computed by using equations (3.4.6) where $V_{f}=M_{f} \times v_{f}$.

### 4.3.10 SURGE ENTHALPY CALCULATION

Although the expression to be calculated is $w_{s u}\left(h_{s u}-h_{f}\right)$, the new term is only $h_{s u}$. $h_{\text {su }}$ has the following characteristics:

1. If $w_{s u}>0, h_{s u}=h_{s u}$.
2. If $w_{s u}<0, h_{s u}=h_{f}$.

This behavior is shown in Figure 4.3.4.

### 4.3.11 PRINT SEQUENCE

The pressure $P(t)$, the level ( $t$ ), and the time $t$ are printed.

### 4.3.12 PRESSURE INTEGRATION

The $\dot{P}(t)$ is computed by using equation (3.4.1). After that $P(t+$
T) is obtained by numerical integration (equation 4.2.1).

### 4.3.13 WATER ENTHALPY INTEGRATION

The $\dot{h}_{w}(t)$ is computed by using equation (3.4.4). After that $h_{w}(t+T)$ is obtained by numerical integration.

### 4.3.14 STEAM MASS INTEGRATION

The $\dot{M}_{g}(t)$ is computed by using equation (3.3.11), under the assumption that $M_{s} \approx M_{g}$. After that $M_{g}(t+T)$ is obtained by numerical


Figure 4.3.4 $w_{s u}\left(h_{s u}-h_{f}\right)$ computation.
integration.

### 4.3.15 WATER MASS COMPUTATIONS

The $\dot{M}_{f}(t)$ is computed by using equation (3.3.12), under the assumption that $M_{w} \simeq M_{f}$. After that $M_{f}(t+T)$ is obtained by numerical integration.

### 4.3.16 ITERATION

If the simulation is not stopped, the process is recycled to the beginning making the shift to calculate the next time step, so $F(t+T)$ $=F(t)$ now.

### 4.4 THE PROGRAM

A code performing the functions explained by the flow diagrams has been written and run on a TI-59 calculator.

The code is written in A.O.S. language and it has features that allow us to introduce several values as a function of time for the $w_{p}$ input. Also all the points for the pressure and level can be changed at any instant of the calculations. The code is composed of a main body and two subroutines. Subroutine $X^{2}$ calculates the PID function, meanwhile subroutine $\sqrt{X}$ makes the consistency checks on $W_{1 e t}$, $W_{\text {mak }}$, $w_{S P}$, and $Q_{H}$.

In general, the code takes a fairly long time to perform its work, because of the low capacity of the calculator (one iteration takes about 46 s). That means the simulation is far from being in real time.

The code listing and the users manual are in Appendix $H$.

### 4.5 CONTROL SYSTEM TUNING

The final section of this chapter is devoted to explaining how the control system is tuned, and which particular constants are used in the design. The final part of the section has the results of the study cases and an analysis of the data obtained.

### 4.5.1 SIMULATION INPUT DATA

Most of the specific characteristics of the plant and the control system have been stated in previous chapters, but one very important parameters which has not yet been explained is the constant for the DC motor simulation.

Because in this work an actual implementation will not be performed, it will use generic values for small DC motors. If an actual implementation were made, the transient calculations would have to worked out again with the specific constants. From Reference 4.1, a generic value for the motor constants is given to be:
$K^{m_{I_{f}}}=10$ newton-m/amp
$R_{a}=5 \times(\Omega)$
${ }^{B} x=0.5$ newton $-\mathrm{m} / \mathrm{rad} / \mathrm{sec}$.
Substituting these values in equation (3.4.18), the motor constant $\left(K^{m}\right)$ becomes
$K^{m}=2.857$.
This $K^{m}$ value will be used in the four motors involved in the design
because they are assumed to be similar.
The list of initial conditions for the simulation follows:
$P(o)=11.93$ (MPa)
$L(0)=0.69(\mathrm{~m})$
$V_{g}(0)=2.605\left(\mathrm{~m}^{3}\right)$
$V_{f}(0)=5.76\left(\mathrm{~m}^{3}\right)$
The above data were obtained from Reference 4.2.
Because the behavior of the model will be compared with real outputs obtained from the ship's sea trials, more specific data related to the sea trials are added (Reference 4.3):
$T_{H L}=270^{\circ} \mathrm{C} \quad$ (hot leg temperature)
$T_{C L}=260^{\circ} \mathrm{C} \quad$ (cold leg temperature)
$P_{C L}=12.41$ (MPa) (cold leg pressure)
$T_{\text {mak }}=37.2^{\circ} \mathrm{C} \quad$ (buffer seals temperature)
$P_{\text {mak }}=12.75$ (MPa) (buffer seals pressure)
Assuming the cold leg conditions is that of the sprays, and the hot leg conditions is that of an in-surge
$v_{s p}=1.26 \times 10^{3}$
$\left(\mathrm{m}^{3} / \mathrm{kg}\right)$
$h_{s p}=1134.16$ (joules $/ \mathrm{kg}$ )
$\left.\mathrm{v}_{\mathrm{su}}=1.29 \times 10^{-3} \mathrm{(m}^{3} / \mathrm{kg}\right)$
$h_{\text {su }}=1183.52$ (joules $/ \mathrm{kg}$ )
$v_{\text {mak }}=1.0 \times 10^{-3} \quad\left(\mathrm{~m}^{3} / \mathrm{kg}\right)$
By combining the above data, a value for $M_{f}(0)$ and $M_{g}(0)$ is obtained:
$M_{f}(0)=1153(\mathrm{~kg})$
$M_{g}(o)=180.75(\mathrm{~kg})$
The water enthalpy $h_{w}(0)$ comes from the linearized expression (Eq. 3.3.30) at $P=11.93$ (MPa).
$h_{w}(0)=1499.13$ (joules $/ \mathrm{kg}$ )
Finally the set point for the starting of spray action is 12.10
(MPa) (Ref. 4.2).

### 4.5.2 CONTROL SYSTEM TUNING

The procedure to tune up a PID controller is as follows:

1. Remove all integral and derivative action, and tune the proportional mode to give the desired response characteristics, ignoring any offset.
2. Increase the proportional gain, and attempt to restore the response characteristics by adjusting the derivative time.
3. Adjust the integral constant to remove the offset.

The gain of the motor amplifier was standardized to a value of 10 , then the model was subjected to a positive step function of $w_{p}$ of $+2.47(\mathrm{~kg} / \mathrm{s})$. Under this input the controller constants were changed until the response was satisfactory. The results for the tuning process are shown in Figure 4.5.1. The final setting was found to be:
$K_{1}=1.0 \quad$ (proportional gain)
$K_{2}=0.0 \quad$ (inverse of integral time)
$K_{3}=10.0$ (derviative time)
Two comments follow:

1. What we are looking for is to reduce the overshoot and to speed up


Figure 4.5.1 PID controller tuning.
the response without introducing instabilities.
2. The final result of $K_{2}=0.0$ indicates that for practical purposes the controller is a PD controller. This conclusion is similar to that reached by the designers of the actual control system--18 years ago when they installed a PD controller (Reference 4.2).

### 4.5.3 STUDY CASES

After tuning the system, one may want to compare the behavior of the model to the behavior of the real plant. It turns out to be very difficult to do this because the N.S. Savannah propulsion plant was deconmissioned several years ago, therefore data about its performance are scarce and difficult to find.

Nevertheless, records of the initial sea trials of the ship are available, and they contain some pressurizer trainsient records. The problem with this type of information is that it does not contain any reference to the shape and size of the surge to or from the pressurizer.

The alternative solution is to test several shapes and sizes of surges until the pressurizer water level curves (the sea trial level curve and the simulated level curve) take a similar shape. The fact that the levels follow a similar pattern does not ensure that the surges are similar because the surge flow is a function of the time derivative of the pressure and this derivative is different in the simulated model than in the seal trial results.

A correction, taking this effect into account, can be added:

$$
\begin{equation*}
w_{s u}=w_{s u} \star+\frac{v}{v^{2}} \frac{\partial v}{\partial P}\left(\frac{\partial P \star}{\partial t}-\frac{\partial P}{\partial t}\right) \tag{4.5.1}
\end{equation*}
$$

where $V=$ primary water volume

* = values from similar level behavior test

$$
\frac{v}{v^{2}} \frac{\partial v}{\partial P}=-4.892 \times 10^{-5}
$$

Because of the way the sea trial data are presented, this kind of comparison was only possible with insurge cases.

It should be kept in mind that the behavior of the simulated plant has not been forced to be similar to the old plant. Rather, the results of the simulation show how the behavior of the new system will differ from that of the old system. Although the model has several approximations and the computer code also has a few approximations to fit it inside the small calculator, also the controller constants are different, and the inputs to the model are only approximated to the plant, the behavior of the model resembles fairly well the behavior of the actual plant. (No quantification of the resemblance is added because of the approximations made, which makes that number of little value.)

What is apparent from the simulation is that the new control system handles the overshoots of the response better than the old system.

The study cases were:

1. Transient from 40 percent load to base load.
2. Transient from base load to 40 percent load.
3. Transient from 60 percent load to base load.
4. Transient from 40 percent load to base load without any controlling action.
5. Transient from base load to 40 percent load without any controlling
action.
6. Transient from 40 percent load to base load adding an automatic letdown valve.
7. Transient from base load to 40 percent load adding an automatic letdown valve.

By base load is meant the low power at which all normal ship requirements other than propulsion power are met.

The shapes of the insurges and outsurges applying to the model are shown in Figures 4.5.2, 4.5.3, 4.5.4, 4.5.5, 4.5.6, and 4.5.7.

To change from a system without an automatic letdown valve to one with automatic letdown valve, the letdown valve amplifier constant in the code was simply changed from 0 to 10.

Figures $4.5 .2,4.5 .3,4.5 .4,4.5 .5,4.5 .6$, and 4.5 .7 al so show the results of all the tests, and, in the case of insurges, the corresponding sea trial results.

Most of the discussion that follows is related to the insurge pressure curves because these curves show the action of the PID controller on the spray valve. The outsurge curves are strongly influenced by the hysteresis heaters and their behavior should not change very much from the original controller to the new one. (The proportional heater gets saturated very soon with the kinds of transients under consideration.) On the other hand, the PID action is evident in the outsurge level curves, where the makeup valve acts upon a PID control signal. The special case when makeup valve and letdown valve are considered together shows the effect of the PID action in both cases.


Figure 4.5.2 Pressurizer pressure behavior under transient conditions.



Figure 4.5.3 Pressurizer ievel behavior under transient conditions.


Figure 4.5.4

Pressurize pressure behavior under transient conditions.


Figure 4.5 .5
Pressurizer level behavior under transient conditions.


Figure 4.5 .6
Pressurizer pressure behavior under transient conditions.


Figure 4.5.7 Pressurizer level behavior under transient conditions.

From Figure 4.5 .2 we can see that the pressure overshoot with the new control system reaches 0.13 percent and the rise time is approximately 7 sec. Both numbers indicate the transient is rapidly controlled and kept inside a safe envelope of limits. This characteristic of the pressure response appears in all the study cases.

The level behavior during an outsurge transient is shown in Figure 4.5.3 here the strong derivative actions, required by the controller, damps the level behavior in such a way that no overshoot appears and the pressurizer level reaches the stead state smoothly. Because the levels do not cross the reference line, this behavior is exactly the same for an outsurge case with or without automatic letdown valve.

Figures 4.5 .2 and 4.5 .3 show the pressure and level behavior of the system when it is subjected to an insurge, and the control system does have an automatic letdown valve. Both parameters show sharp differences from the case without automatic letdown valve.

First, the level reaches the steady state at its reference value although the insurge has not yet finished, and it reaches the steady state without showing an overshoot behavior. Second, the automatic letdown flow produces a net outsurge to recover the original level; this net outsurge reduces the pressure to a point below its reference value. The pressure approaches the set point before the backup heaters are required to go into action, and the proportional heater alone is trying to recover the pressure; the pressure will be fairly constant at 11.83 (MPa) value until the proportional heater raises the water enthalpy to a flashing region, then the pressure will return smoothly to its reference
value.
Figure 4.5 .6 and 4.5 .7 also show an insurge transient aue to a greater input. Although the input is higher than the previous one, the control system does handle the transient by obtaining an overshoot of 0.14 percent and a rise time of approximately 7 sec in the pressure.

Finally, all the figures related with transients al so show what the behavior of the pressure and the level if there is no control at all. These curves clearly show the positive controlling action of the designed control system.

Recall that the model of the pressurizer is an isolated model from the primary system, where the inputs $w_{\text {su }}$ and $h_{\text {su }}$ are set arbitrarily by the designer in order to test the control system. The fact is that the input to the pressurizer (the surge flow) does depend on the output of the control system because the surge flow is a function of the time derivative of the pressure. A comprehensive way of considering this is to model the pressurizer together with the primary system, but that is beyond the scope of this thesis. Another way to verify this effect is by the correction implied in equation 4.5.1. Figures 4.5.2, 4.5.3, 4.5.6 and 4.5 .7 show the pressure behavior for the standard insurge and the pressure behavior for an insurge approximated by equation 4.5.1. The overshoot is higher and the rising time is smaller that the test case, but the fact is the control system does handle the transient without difficulty.
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CHAPTER 5

## SUMMARY AND CONCLUSIONS

The study has been performed up to the point when the preliminary design stage has been completed. Also a new pressure and volume control system has been designed and tested with a simple pressurizer model, in a simulation code.

The steps followed to complete the preliminary design stage were:

1. Organization of surveillance, data validation, and control tasks in functional blocks.
2. Study of the input-output parameters corresponding to the specific case of the N.S. Savannah nuclear propulsion plant.
3. Preselection of eight feasible digital architectures by using a weighting factor method.
4. Hardware design of the eight preselected alternatives.
5. Development of a more accurate figure of merit (EMV) to choose the best al ternative.
6. Selection of the optimal architecture for surveillance, data validation and control functions

The steps followed to complete the design of the pressure and volume control system were:

1. Selection of the stability and transient analysis method (time domain analysis).
2. Development of the state equations for the pressurizer.
3. Selection of the controller (PID).
4. Development of the transfer functions for the plant and the control
, system.
5. Development of a simulation code.
6. Tuning up of the controller by running study cases with the simulation code.

The remainder of the chapter is concerned with specific conclusions related to the preliminary design, specific conclusions related to the pressure and volume control system design, and general recommendations.

### 5.1 PRELIMINARY DESIGN CONCLUSIONS

1. A robust methodology to design the optimal surveillance, data validation, and control system for a nuclear propulsion plant has been developed. The method is general enough to be used in nuclear power plants and even in any complex process that has to be monitored and controlled.
2. If the digital architecture is wanted for only process controlling purposes, the design that should be chosen is the dual star serial transmission architecture (Figures 2.4.7 and 2.5.6).
3. If the digital architecture is wanted only for data validation and surveillance functions in the marine envionment, the global data bus architecture should be chosen (Figures 2.4.3 and 2.5.7).
4. For a combined task of controlling the process and performing data validation and plant surveillance, the dual star serial transmission architecture will be favored by a risk-averse decision maker (Figures 2.4.7 and 2.5.6).
5. If the dual star serial alternative architecture is chosen, the
software package should be debugged up to a a probability of software failure $=5 \times 10^{-3}$.
6. The final conclusions favor the use of distributed systems over the centralized ones. The conclusions were reached in an environment of assumptions unfavorable to the distributed alternative. This fact strengthens even more the decision to opt for distributed systems. Moreover, several other attributes favoring distributed architectures were not included in the figure of merit, e.g.: expandability of the system (SCDS grows as the plant grows), external disruption resistance (the distributed physical location of the processes gives protection against external disruptive effects), degraded mode operation (the system can survive failures internally or externally caused up to a certain degree of damage.

### 5.2 PRESSURE AND VOLUME CONTROL SYSTEM DESIGN CONCLUSIONS

1. The pressure and volume control algorithm can be fit in a very small microprocessor. Tite limitation is the processing speed of the microprocessor to keep pace in real time.
2. A digital controller does control the pressure and volume in the pressurizer as well as the original pneumatic controller. From the study cases, the digital controller shows a greater flexibility to obtain transient responses from the plant with low overshoots ( 0.13 percent) and fast-rising times (approximately 7 sec$)$.
3. From an strict control viewpoint the introduction of an automatic letdown valve is advisable as it reduces even more the peak in
pressure and controls the level during insurges. This conclusion can be modified for other reasons (see Section 5.3).
4. To control the pressure and the volume requires a PID controller with the proportional gain set to 1 and the derivative time set to 10 , and the inverse of the integral time set to 0 .

### 5.3 GENERAL RECOMMENDATIONS

1. If the procedure developed to design and select a digital architecture is used to design a surveillance, data validation and control system (SDCS) for a land-based commercial nuclear power plant, the following suggestions are made:

- The environmental factor used to calculate the failure rate should be adapted to the expected environment.
- By studying in detail the inputs and outputs of the plant, a new division of the tasks has to be made.
- After calculating the memory requirements and the data transmission requirements, the new alternatives can be designed.
- Because of the larger size of the plant, the distributed alternatives should be studied loop by loop (and not using an average case as in this work).

2. The figure of merit used in this thesis--expected monetary value (EMV) does not consider the personal attitudes of the decision maker. The preference structure of the decision maker should be added to the figure of merit to make the final decision as close as
possible to the real world.
3. For future work, a more detailed analysis of the quantification of the payoffs is recommended. In this work, this task was complicated by the lack of updated information related to those quantities.
4. This thesis was developed under the assumption that a SDCS has only two states, operating or failed. A more realistic approach is to consider a third state of degraded mode operation. This topic by itself requires a separate study.
5. This thesis used a figure of merit under one attribute domain (economic payoffs), but if the study were expanded to large nuclear power plants, the analysis can be made under a multiattribute domain (economic payoffs, general plant safety, availability, etc.)
6. Another field of improvement is to assess how the environmental factor ( $\pi_{E}$ ) used to calculate the failure rates, could be affected by exposing the digital device to nuclear radiation; this case is especially interesting in the case of distributed digital systems because some of the processors will be located closer to radiation sources than a central computer would be.
7. This work has considered eight basic architectures. The basic architecture can be extended by adding redundancies in critical points of the design. For further work in the field, it is recommended that sensitivity analysis be performed on the figure of merit by introducing such redundancies in the design. The analysis should start from the engineering design viewpoint, then the fault
tree and equations should be restructured correspondingly, the costs should be adjusted, and then the sensitivity study can be performed.
8. Although the cost of producing the special software can be reduced by using common algorithms in every processing block, the cost of producing the software needed for the SDCS always will be the dominant factor in the cost figure. That leads to the recommendation for future work to choose a hardware package with the maximum available software possible, decreasing in that way the cost of developing unique software.
9. The inclusion of protected memory devices (ROM) should be considered in future designs.

The following set of recommendations concerns the design of a pressure and volume control system.
10. Although it is not part of the scope of this thesis, it has been noted that the model used to simulate the pressurizer behavior behaves consistently faster than the actual plant. This observations is in keeping with the results obtained by Geffray in his thesis (Ref. 3.3). For the purposes of this work, this behavior however does not make much difference from the actual behavior, and will not affect the conclusions, but for the data validation task, some of the assumptions should be relaxed in order to get a response closer to the real one.
11. Fram a strict control viewpoint, the use of an automatic letdown valve appears to be desirable, but safety considerations, or the
possibility of a loss of coolant accident (LOCA) due to a failure in the control system could preclude implementation of such a device. To have a LOCA due to a failure in the automatic letdown valve is a real possibility because the total inventory of water of this nuclear system is small (approximately $20 \mathrm{~m}^{3}$ ).
13. As a conclusion of this work, and from past experience, control of pressure and volume in a nuclear system is readily achieved using a $P D$ controller. The constants for the controller come from the tuning-up of the PD controller attached to the specific plant.

## APPENDIX A

## N.S. SAVANNAH REACTOR FEATURES

This appendix is included only for illustrative purposes. More details about the N.S. Savannah nuclear plants are given in Reference A.1.

The description of the N.S. Savannah nuclear propulsion plant has been divided into four parts: (1) the basic working cycle; (2) the pressurizing system; (3) the purification system; and (4) the secondary system. Figure A.1 is a block diagram with all the main components of the ship's nuclear propulsion plant.

## A. 1 BASIC WORKING CYCLE

The basic working material--and neutron moderator--for the Savannah reactor is demineralized and purified water. This "primary water" is circulated between the reactor and two heat exchangers (steam generators). The water is force-circulated at the rate of 16,000 gallons per minute, at a mean temperature of $508^{\circ} \mathrm{F}$. The water is pressurized to 1750 psia.

The maximum total heat generated by the reactor is 70 MW or about 240 million Btu/hr

The primary water enters the lower portion of the reactor, and leaves near the top. The circulation takes place in two independent loops. Each coolant loop consists of a heat exchanger and two pumps. This two-loop arrangement provides ample flexibility to maintain reduced-power cooling of the reactor with one heat exchanger and one pump. Such cooling would be necessary after reactor shutdown or setback, to remove


Figure A.I N.S. Savannah Nuclear Propulsion Planl.
*See legend on next pages.


Figure A. 1 (continued).
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the decay heat from fission residues.
Each loop contains two electrically operated gate valves that can be closed to isolate the reactor. Appropriate interlocks are provided so that all four gate valves cannot be closed simultaneously once the reactor has started up in normal operation. Position indicators show the amount of gate valve openings at all times. The inlet gate valves (two) are positioned adjacent to the reactor, whereas the outlet gate valves (two) are adjacent to, and ahead of, the heat exchangers. The greater length of outlet piping thus provided acts as an overflow reservoir in the case of power surges with one loop isolated.

The circulating pumps (total of four) are of the canned rotor type. The rotor is mounted vertically above the impeller, and has windings for two speeds, namely: half and full. At full speed, each pump will move 5000 gpm against a head of 70 psi. The pumps are located on the downstream side of the heat exchangers, to minimize problems of radioactivity and corrosivity from the primary water. A check valve is placed on the discharge side of each pump to protect it against back-pressure surges in the primary piping. The pumps are separately cooled by water. The total pumping power required is about one MN (i.e., 250 KW per pump) ... or 1.5 percent of the total reactor power.

The steam generators (total of two) consist of a U-shell, U-tube heat exchanger section, with a steam drum on top. The heat exchanger section contains about 800 stainless steel 3/4-inch O.D. tubes. It is connected to the U-shell heat exchanger by risers and downcomers. The steam drum is equipped with cyclone separators and scrubbers which provide dry
saturated steam at the main outlet. The total amount of steam generated is approximately 260,000 pounds per hour at 460 psia, $475^{\circ} \mathrm{F}$. Separate feedwater pumps supply make-up water to the steam generators. The heat exchanger water-to-steam cycle is called the "secondary loop" of the reactor plant.

All primary piping carrying water between the reactor and heat exchangers is of type 304 stainless steel, 12-1/2 inch I.D. The design pressure of this piping is 2000 psi. The secondary piping carrying steam from the generating drums to the turbines is $8-1 / 2$ inch I.D., designed for 800 psi. Appropriate steam safety valves and stop-check valves are provided.

## A. 2 THE PRESSURIZING SYSTEM

A fundamental design feature of the Savannah reactor is that no boiling of the primary water is allowed. As an initial safeguard against boiling, the maximum temperature of the reactor water is de-rated about $100^{\circ} \mathrm{F}$ below its saturation value at the equilibrium pressure of $1750^{\circ}$ psia. But the steam turbines don't know about this de-rating; their demands for steam rise and recede with the ship's operational requirements. Because of these load changes, the primary water pressure will be altered.

The demand for increased steam in the secondary loop means that more heat has to be taken out of the primary loop, thereby disturbing equilibrium conditions. As a result, the reactor pressure is reduced. At lowered primary pressure, some of the water inside the reactor could flash into steam and local or general boiling could occur. Depending on
the frequency and severity of load changes, the neutron moderation could upset fission criticality conditions with the ultimate possibility of fuel element burnout.

To prevent this possibility, a pressurizing and relief valve system is provided. The "pressurizer" is an electrically heated pressure vessel in which an auxiliary steam space is maintained in pressure equilibrium with the primary water. The equilibrium pressure ( 1750 psia) is maintained by the alternate use of electrical heaters or spray-cooling as the transients of the primary system demand.

The electrical heaters are housed in heater wells which heat the primary water (in the pressurizer only) to the saturation temperature, thereby forming a vapor chamber above the water. Spray-coolers are located in the vapor region to reduce the vapor pressure when necessary. In the center of the tank, a standpipe provides the reference leg for water-level control. To meet heavy transients, appropriate steam relief valves and water surge lines are provided.

Due to the reactor stability provided by the Savannah's pressurizer, steam can be delivered to the turbines varying in pressure from 450 psia (at maximum power) to 730 psia (at zero power).

## A. 3 THE PURIFICATION SYSTEM

Under equilibrium pressure conditions, the primary water will become radioactivated by the neutrons in the reactor core. Also, because of the temperatures involved, corrosion products will accumulate. And, furthermore, there is always the possibility that some fission products
may find their way into the primary water. To remove the radioactive and corrosive matter from the primary water, a purification system is provided.

A fraction of the primary water is by-passed through the purifier at the normal rate of 20 gpm. To permit a higher rate of purification, a by-pass rate of 60 gpm can be handled. The driving force through the purifier is the 1750 psia pressure head of the primary water. The $520^{\circ} \mathrm{F}$ primary water is "let down" through a combination of flash coolers and block orifices to about 65 psia, $110^{\circ} \mathrm{F}$.

After letdown, the primary water passes through a demineralizer consisting of a bank of three ion exchangers. The resins in these ion exchangers chemically purify the water by removing the dissolved radio-contaminants and corrosive products. The undissolved radioactive and corrosive particulates are removed by effluent filters. Each ion exchanger and filter has a useful life of at least 50 days, after which it has to be removed and replaced. Appropriate valving permits sequential operation of the ion exchangers and filters for at least 150 days of continuous purification.

The purified water is returned to the primary loop, via a surge tank and charge pump. Ahead of the surge tank, primary make-up water is added. In the surge tank, any radioactive and corrosive gases trapped in the primary water will separate automatically, whereupon these gases are vented off. Beyond the surge tank, a hydrogen addition system maintains a minimum concentration of $20 \mathrm{cc} /$ liter of dissolved hydrogen in the primary water. This excess hydrogen scavenges the free oxygen liberated
by dissociation of the water when in the active region of the reactor core. The overall result is minimum corrosion in the primary loops.

## A. 4 SECONDARY SYSTEM

The propulsion machinery on Savannah is essentially the same as that on a conventional steam-powered ship: a two-element steam turbine driving a single propeller through mechanical reduction gears. The propulsion system contributes 1,265 short tons to the total 4,348 short tons power plant weight; the remainder is made up of reactor system ( 1,665 short tons) and shielding (2,418 short tons). The only unique feature of the engine room resulting from use of a reactor plant for steam generation is the consolidated control room. Emergency propulsion power is supplied by a 750 hp electric motor which engages one of the high-speed pinions in the reduction gear via a quick-connect coupling. An oil-fired boiler is provided for generation of air ejector motive steam to maintain a main condenser vacuum during emergency propulsion operation, thereby reducing blade windage losses in the main turbine.

Normal electric power is supplied by two, geared, steam-turbine generator units; standby electric power is furnished by two diesel generators, and emergency power by another diesel generator located on the navigation bridge deck. The secondary system is also shown schematically in Figure A-1. Two 16,000 gallon per day distillers of the multiple-effect type provide ample fresh water for plant make-up (via ion exchangers), drinking, washing, and culinary needs.

The main propulsion unit is a cross-compound turbine with high- and low-pressure sections coupled to a double-helical, double-reduction gear of conventional design, this unit delivers 22,000 maximum SHP at 110 rpm with saturated steam at a pressure of 472 psia and a condenser vacuum of $28.45 \mathrm{in} . \mathrm{Hg}$; astern power is $8,000 \mathrm{SHP}$ at 53.5 rpm , in compliance with standard practice of 80 percent of normal ahead torque at half rpm with 100 percent normal ahead steam flow. The propeller is five-bladed, made of nickel-manganese-bronze. The 4,500 rpm, high-pressure turbine has 9, single-row stages of impulse type blading. The $3,000 \mathrm{rpm}$, low-pressure turbine has 7, single-row ahead stages of impulse type blading; this turbine also as 1 double-row and 1 single row stage of impulse type biading for astern operation. Both turbine casings are split on a horizontal plane. High-pressure turbine exhaust steam, with 11 percent moisture content, passes through a 2-stage, baffle/cyclone, moisture separator before admission to the low-pressure turbine; inter-stage moisture collecting provisions are al so included in both turbines. Steam flow is regulated by an electric motor-operated throttle valve controlled by an electrical servo system mounted on a maneuvering handwheel on the main control console.

Hung from the low-pressure turbine, the main condenser is a single pass, non-divided design with scoop sea water injection for normal operation and a $150 \mathrm{hp}, 20,000 \mathrm{gpm}$ sea water circulating pump for standby and maneuvering. The $3 / 4$ in. copper-nickel tubes are welded to single, copper-nickel tube sheets for tightness and then lightly rolled for vibration resistance. The 2 turbine-generator condensers are two-pass
design, also with welded tubes, and are cooled to maintain 29 in . Hg vacuum by continuous duty sea water circulating pumps. Feedwater is drawn from condenser hotwells by two 40 hp condensate pumps, heated and deaerated and returned to the steam generators at $347^{\circ} \mathrm{F}$ by the 650 gpm (maximum) steam-turbine driven feed pump.

## APPENDIX B

## SOFTWARE PARAMETERS FORECASTING

Maurice H. Halstead holds in his book, Elements of Software Science (Ref. B.1) that even relative intangible objects such as computer programs are governed by natural laws. His work starts with the assumption that the human brain obeys a more rigid set of rules than it has been aware of; he later proves the point.

The Halstead theory allows us to forecast with reasonable confidence several software parameters. Those concerning here are:

- program volume
- time to write and debug the al gorithm .
- number of errors non-detected, buried in the final program. The fundamentals and theory development are given in reference B.1. For the purposes of this thesis the equations related to those three parameters are stated:

$$
\begin{align*}
& n^{\star}=2+n_{2}^{\star}  \tag{B.1}\\
& n_{2}=n_{2}^{\star}\left[\frac{\log \left(n^{\star} / 2\right)\left(n_{1}-2\right)}{n^{\star} \log 2}+1\right]  \tag{B.2}\\
& \left(\frac{n^{\star} \log n^{\star}}{\log 2}\right)^{2}=\lambda\left(n_{1} \frac{\log n_{1}}{\log 2}+\frac{n_{2} \log n_{2}}{\log 2}\right)\left(\frac{\log \left(n_{1}+n_{2}\right)}{\log 2}\right)  \tag{B.3}\\
& N=\frac{n_{1} \log n_{1}}{\log 2}+\frac{n_{2} \log n_{2}}{\log 2}  \tag{B.4}\\
& V=\frac{N \log \left(n_{1}+n_{2}\right)}{\log 2} \tag{B.5}
\end{align*}
$$

$$
\begin{align*}
& V \star=\left(2+n_{2}^{\star}\right) \frac{\log \left(2+n_{2}^{\star}\right)}{\log 2}  \tag{B.6}\\
& E=\frac{V^{2}}{V^{\star}}  \tag{B.7}\\
& \hat{T}=\frac{E}{3600 S}  \tag{B.8}\\
& \hat{B}=\frac{V}{3600} \tag{B.9}
\end{align*}
$$

## LEGEND:

| ${ }^{n} 1$ | $=$ | number of unique or distinct operators appearing in that implementation |
| :---: | :---: | :---: |
| ${ }^{2}$ | $=$ | number of unique or distinct operands appearing in that implementation |
| $\mathrm{N}_{1}$ |  | total usage of all of the operators appearing in that implementation |
| $\mathrm{N}_{2}$ | = | total usage of all of the operands appearing in that implementation |
| $\eta$ | $=$ | $\eta_{1}+\eta_{2}$ |
| $N$ | $=$ | $\mathrm{N}_{1}+\mathrm{N}_{2}$ |
| ${ }_{1}^{*}$ | $=$ | minimum possible number of operators for a known algorithm (2) |
| 吃 | $=$ | minimum possible number of operators for a known algorithm |
| $n^{*}$ | $=$ | $n_{1}^{\star}+n_{2}^{\star}=2+n_{2}^{\star}$ |
| V | $=$ | program volume (bits) |
| $V *$ | $=$ | minimum possible volume for a known algorithm, also called potential volume |

$E \quad=\quad$ total number of elementary mental discriminations required to generate a given program, also called effort
$\hat{T}=$ estimated value of programming time (hours)
$S=$ Stroud number ( $5 \leq S \leq 20 \mathrm{sec}^{-1}$ ), lower limit corresponds to an inexperienced programmer, and the higher to an experienced one ( $S=15$ will be used in the code)
$\hat{B}=$ estimated number of bugs remaining in the program.
$\lambda=$ language constant (FORTRAN case $\lambda=1.14$ )
These equations have no close form and the only way to solve them for $v$, $\hat{T}$, and $\hat{B}$ is by numerical approximation.

A complete computer code solving the equation has been written, the listing of the code, its inputs and outputs and its user's manual is given at the end of this appendix.

To obtain the data required by the code, the following assumptions are made:

1. $n_{2}^{\star}$ is equal to the total number of significant input parameters plus output parameters of the system.
2. In order to calculate the input and output parameters of the system, only the significant parameters are included. By significant it is meant those parameters which interrelate with others in the algorithm code, for example, status signals are not included.
3. The input data come from Section 2.3
4. To calculate the input and output parameters for the advanced control function the following assumptions are made:
a) One parameter per peripheral (1 magnetic tape, 1 disk drive, 3 consoles, 1 printer, 1 card reader). Total $=7$.
b) The total number of communication parameters is approximately equal to the number of peripherals plus the number of validation and control algorithms (49).
c) The number of polling parameters is the same as the communication parameters (49).
d) The safety state vector has 30 parameters
5. The input parameters to the control algorithm are the validated parameters from the validation al gorithm.
6. Any kind of signal which does not undergo a transformation through the code is not included.
7. The significant output parameters for the advanced control algorithm are the summation of peripheral parameters, communication parameters, polling parameters, and the safety state vector.
8. The significant input parameter for the advanced control parameter is the summation of ail significant output parameters coming from the validation blocks.

The data about channels and significant parameters comes from the analysis in Section 2.3 and the results are shown in Table B.1.

The $n \frac{1}{2}$ values calculated in Table $B .1$ are the inputs to the code. The resuits coming from the code are in Table B.2. The results given in Table B.2 are the basis for making the hardware design in Section 2.5.

Table B. 1
INPUT-OUTPUT PARAMETERS
SIGN. INPUT INPUT SIGN. OUTPUT OUTPUT
FUNCTION SYMBOL PARAMETERS CHANNELS PARAMETERS CHANNELS $n \underset{2}{*}$

| Level control <br> both steam gen. | $C_{1}$ | 7 | 7 | 3 | 3 | 10 |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| Pressure, volume <br> control <br> pressurizer | $C_{2}$ | 12 | 12 | 13 | 17 | 25 |


| Temperature control <br> and load <br> following | $\mathrm{C}_{3}$ | 34 | 34 | 30 | 31 | 64 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Pressure control <br> sec. system | $\mathrm{C}_{4}$ | 5 | 5 | 4 | 4 | 9 |
| Propeller shaft <br> speed contro1 | $\mathrm{C}_{5}$ | 8 | 8 | 9 | 10 | 17 |

Flow, temperature control in purification sys. $C$

Pressure and temp. control buffer seals

SUBTOTAL
Steam gener
validation
Pressurizer
validation

| validation | $D_{2}$ | 12 | 39 | 10 | 19 | 22 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Nuclear parameters <br> validation | $D_{3}$ | 12 | 12 | 4 | 4 | 16 |
| Feed water system <br> validation | $D_{4}$ | 9 | 15 | 10 | 12 | 19 |
| Turbines <br> validation | $D_{5}$ | 36 | 51 | 17 | 22 | 53 |

Table B. 1 (continued)
INPUT-OUTPUT PARAMETERS

| FUNCTION | SYMBOL | SIGN. INPUT <br> PARAMETERS | INPUT CHANNELS | SIGN. OUTPUT PARAMETERS | OUTPUT <br> CHANNELS | n ${ }_{2}^{\text {a }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Primary purification validation | $D_{6}$ | 21 | 87 | 12 | 34 | 33 |
| Buffer seals validation | $\mathrm{D}_{7}$ | 33 | 78 | 18 | 33 | 51 |
| Buffer seai flow validation | $\mathrm{D}_{8}$ | 69 | 69 | 26 | 26 | 95 |
| 1-10 control rods validation | و | 69 | 138 | 24 | 47 | 93 |
| 11-21 control rods validation | $\mathrm{is}_{10}$ | 72 | 144 | 25 | 49 | 97 |
| Electrical system validation | $D_{11}$ | 78 | 177 | 27 | 60 | 105 |
| Primary pumps validation | $\mathrm{D}_{12}$ | 48 | 60 | 21 | 25 | 69 |
| Primary circuit validation | $\mathrm{D}_{13}$ | 45 | 93 | 29 | 41 | 74 |
| Feedwater system validation | $D_{14}$ | 51 | 102 | 15 | 36 | 66 |
| SUBTOTAL |  |  | 1089 | 254 |  |  |
| Advanced control | AC | 254 | 254 | 128 | 128 | 382 |

Table B. 2
RESULTS FROM SOFTWARE SCIENCE CODE

| BLOCK SYMBOL | MEMORY REQUIREMENTS (kby) | $\begin{aligned} & \text { PROGRAMMING TIME } \\ & \text { (hours) } T_{p} \end{aligned}$ | REMAINING ERRORS (B) |
| :---: | :---: | :---: | :---: |
| $C_{1}$ | 0.214 | 1.33 | 0.58 |
| $\mathrm{C}_{2}$ | 1.77 | 30.18 | 4.82 |
| $\mathrm{C}_{3}$ | 17.10 | 911.2 | 46.7 |
| $\mathrm{C}_{4}$ | 0.165 | 0.89 | 0.45 |
| $\mathrm{C}_{5}$ | 0.712 | 7.82 | 1.95 |
| $\mathrm{C}_{6}$ | 11.37 | 493.66 | 31.04 |
| $\mathrm{C}_{7}$ | 2.74 | 58.5 | 7.49 |
| $\mathrm{D}_{1}$ | 5.53 | 168.06 | 15.11 |
| $\mathrm{D}_{2}$ | 1.32 | 19.75 | 3.61 |
| $\mathrm{D}_{3}$ | 0.63 | 6.5 | 1.71 |
| $\mathrm{D}_{4}$ | 0.93 | 11.69 | 2.54 |
| $\mathrm{D}_{5}$ | 10.38 | 430.80 | 28.34 |
| $\mathrm{D}_{6}$ | 3.48 | 84.04 | 9.51 |
| $\mathrm{D}_{7}$ | 9.89 | 400.98 | 27.03 |
| $\mathrm{D}_{8}$ | 43.95 | 3748.8 | 120 |
| $\mathrm{D}_{9}$ | 41.79 | 3477.15 | 114.11 |
| $\mathrm{D}_{10}$ | 46.13 | 4030.12 | 125.98 |
| $\mathrm{D}_{11}$ | 55.73 | 5351.85 | 152.19 |
| $\mathrm{D}_{12}$ | 20.44 | 1189.66 | 55.83 |
| $\mathrm{D}_{13}$ | 24.18 | 1530.42 | 66.03 |
| $\mathrm{D}_{14}$ | 18.36 | 1011.84 | 50.13 |
| SUBTOTAL | 316.811 | 22965.24 | 864.15 |
| Adv. Cont. | 1163.73 | 510538.87 | 3177.77 |
| TOTAL | 1480.54 | 533498.11 | 4041.92 |

SOFTWARE SCIENCE CODE USER'S MANUAL
A list with the parameters and their register locations follows:


01

11

12
13

14

15
16
17
18
19
20
21
22
23

VARIABLE
$\eta_{1}$
n考
$n^{*}$
${ }^{7} 2$
$\left(\frac{\eta^{\star} \log \eta^{\star}}{\log 2}\right)^{2}$
$\lambda$

N

V
V* auxiliary

E
S
$\hat{T}$
B

The procedure for use of the code follows:

1. Load the code
2. Input $\lambda$ (reg. 15)
3. Input $S$ (reg. 21)
4. Input nt (reg. 11)
5. input a guess of $n_{1}$ (reg. 01); the guess must be lower than the real $n_{1}$
6. Start by pressing key A
7. When code stops, recall reg. 17 , which gives the estimated program volume in bits
8. Recall reg. 22 , which gives the estimated programming time in hours.
9. Recall reg. 23 , which gives the estimated number of remaining errors buried inside the program.

Finally Table B. 3 has the code listing in AOS language.

## REFERENCE

B. 1 Elements of Software Science. Maurice H. Halstead. Elsevier

Table B. 3
Software Science Code Listing


Table B. 3 (continued)

$$
\begin{aligned}
& 36= \\
& \text { 19\% } 4 \text { ? } \\
& \text { 14 in ig } \\
& 1 \div 1-9 \mathrm{FC} \\
& 149 \text { 17 } \\
& 1+3 \text { 3 }
\end{aligned}
$$

$$
\begin{aligned}
& 1 \div 43 \mathrm{BC} \\
& 1+6 \quad 18 \quad 18 \\
& \text { 147 85 = } \\
& 148 \quad 3 \text { धT } \\
& 1400 \\
& 1 \mathrm{~B} \text { ज } \div \\
& 1 \mathrm{~B} \\
& 152 \quad 21 \\
& \text { 1E 兵 = } \\
& \text { 164 5 } \\
& \text { 1FE G } \\
& \text { 1F De } \\
& 19 \text { OT } \\
& 1 \text { घु पू } \\
& 1595= \\
& 180 \operatorname{sta} \\
& 161 \quad 22 \quad 2 \\
& \text { 162 } 59 \text { FRT } \\
& 1 G \mathrm{OCL} \\
& 164 \text { i? } \\
& \begin{array}{lll}
16 & 6 & \vdots \\
16 & 6
\end{array} \\
& 1500 \\
& \text { Be णी } \\
& 18 \text { O- } \\
& 17 \text { EG = } \\
& 171420 \\
& 17223 \\
& 17 \% \text { FRT } \\
& 17 \div 1 \mathrm{~F}
\end{aligned}
$$

## APPENDIX C <br> CONFIGURING SHEET FOR ARCHITECTURES

The design sheets shown in this appendix are standard configuration worksheets. They are intended as a means of calculating the power requirements, unibus extensions, and cabinet requirements for each architecture. Also the final hardware prices are obtained.

The first set of worksheets (C.1) corresponds to the central and dual central architectures. The interfacing devices and others are the recommended in DEC manuals (references C.1, C.2, C.3, C.4). The prices are the ones for 1980. Worksheets C .2 is the configuration for the star architecture parallel transmission. Because the CPU, memory, and peripherals are exactly the same for every distributed architecture; these elements are calculated only once on Worksheet C.2. The results are used as a starting point in the following sheets. Also worksheet C. 2 has the configuration sheets for the corresponding control and diagnosis microprocessors.

Worksheet C. 3 is for the star architecture serial transmission. Worksheet C. 4 has the dual star parallel transmission architecture. Worksheet $C .5$ has the dual star serial transmission architecture; this architecture has exactly the same design as the star architecture for the central minicomputer unit. Worksheet $C .6$ covers the global bus architecture; C. 7 has the dual global architecture. This configuration has the same minicomputer unit as global bus.

The microprocessor hardware has been designed based on LSI-11 devices. For light loaded control microprocessors the LSI-11/02 CPU has
been chosen; the heavier loaded diagnostics microprocessors use LSI-11/23 machines.

After verifying each design can hold the heaviest loads in its category, the configuration sheets have been written for a microprocessor holding an average load. The reason for doing that is to avoid taxing in cost and probability of failure the distributed alternatives. After all, only a few microprocessors will hold the heavier load; most of them will not be so loaded. Finally the most loaded LSI-11/02 microprocessor will average 719 instructions per signal, and the most loaded LSII-11/23 microprocessor will have an average of 88 instructions per signal. Both numbers are calculated on the basis of a 2-second updating time.
C. 1 central phocessor and dual architectures CONFIGURING WORKSHEET

| DATE: |  |  | SM-70TAA-LA |  |  |  |  |  |  |  |  |  |  |  |  | PACE: 1 of 1 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | EXPANSION SPACE |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | SYSTEMIOPTION NUMBER | $\begin{array}{\|l\|} \end{array}$ |  |  |  | Su, 1-5 |  | nox CPU |  |  | Su: 6 |  | 80 x CPU. |  |  | 5u: 1 |  |  |  | .1sv | $\begin{aligned} & \text { untr } \\ & \text { punct } \end{aligned}$ | $\begin{gathered} \text { polat } \\ \text { panct } \end{gathered}$ |  |
| \%181/ |  |  |  |  |  | IIX | Ouxo | .sv | cisv | . 59 | IIx | $0 \mathrm{O} \times 1$ | asv | $\cdots$ | 135 | Iİ | Ouno |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | \|sesp. | Isv).13v |  |  |  |  |  |  |  | O15 | 3v 013 |  | v. 138 | A00 44 P14001 |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 11/70 NK |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 17750 | 81750 |  |
| QuLict |  |  |  |  | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  | 81750 |  |  |
| 1 | RI. 11 -AK |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 5500 | 5500 |  |
| binmice |  |  |  |  | D | D | D | 0 |  |  |  |  |  |  |  |  |  |  |  |  | 87250 |  |  |
| 1 | TS03-MA |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4100 | 4100 |  |
| Danuice |  |  |  |  | 0 | 0 | D | D |  |  |  |  |  |  |  |  |  |  |  |  | 91350 |  |  |
| 1 | 1.PII-vn |  |  |  | D | D | D | D |  |  |  |  |  |  |  |  |  |  |  |  | 5300 | 5300 |  |
| Datance |  |  |  |  | 10 | - |  |  | -- | - | 2 | 1 | 1.7 |  |  |  |  |  |  |  | 96650 |  |  |
| 1 | CR-1) |  |  |  | 1 |  |  |  |  |  |  | 1 | 1.5 |  |  |  |  |  |  |  | 7500 | 7500 |  |
| onumict |  |  |  |  | 9 |  |  |  |  |  | 2 | - | . 2 |  |  |  |  |  |  |  | 104150 |  |  |
| 11960 |  |  |  |  | - |  |  |  |  |  | - | - | - |  |  | - | - | - |  |  | 1800 | 1800 |  |
|  |  |  |  |  | 9 |  |  |  |  |  | 2 | - | . 2 | -- | $\square$ | - | - | . 2 |  |  | 105950 |  |  |
| 1 | BAII-KE (1) |  |  | 5 | - |  |  |  |  |  |  |  |  |  |  |  |  | 50 |  |  | $\begin{array}{l\|l\|} \hline 3200 & 3200 \\ \hline \end{array}$ |  |  |
| олинаद |  |  |  | 5 | 9 |  |  |  |  |  | 2 | - | - |  |  |  |  | 50.2 |  |  | $\text { . } 109150$ |  |  |
| 1 | DD11-D | - |  | 2 | - |  |  |  |  |  |  |  |  |  |  | 7 | 2 | - |  |  | 860 860 |  |  |
| 8 |  |  |  | 3 | 9 |  |  |  |  |  | 2 | - | - |  |  | 7 | 2 | 50.6 |  |  | 110010 |  |  |
| YSII-AP |  |  |  | - | - |  |  |  |  |  | 2 |  |  |  |  | 5 | 2 | 13.9 |  |  | $14300 \mid 42900$ |  |  |
| BALICE |  |  |  | 3 | 9 |  |  |  |  |  | - | - | - |  |  | 2 | - | 36.1 |  |  | 152910 |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| - baxact |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | - |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
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CONFIGURING WORKSHEET

| DATE: |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | PAGE; $\underbrace{6}$ OF |  |  |  |  | 7 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | EXPANSION SPACE |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | Unir Prict | roratpaict | nillo StheiceMOYtivit maiyt |
|  | joir | SYSTEM/OPTION NUMBER |  | $\begin{aligned} & \text { PaNEt } \\ & \text { SPCL } \\ & \text { AVAM } \\ & \hline \end{aligned}$ | srsitem <br> wnils <br> avali$\|$ | $\begin{aligned} & \text { Bus } \\ & \text { 10n9! } \\ & \frac{\text { Avnn }}{-6} \end{aligned}$ | Sus 1-2 00x 4 |  |  |  |  | Su: 3-4 80x, 4 |  |  |  |  | SUs 5 , 80 x -4 |  |  |  |  |  |  |  |
| IIIL |  |  |  |  |  |  | HEx | Ound | . 5 V | - 135 | . 15 V | IIX | OUAD | .sv | - 150 | .15V | I14 | OUNo | . 35 | -13v | . 138 |  |  |  |
|  |  |  |  |  |  |  |  |  | 25: |  |  |  |  |  |  |  |  |  |  |  |  |  | 73200 |  |
|  |  |  |  |  |  |  |  | S100 sp.ic | co, fom | nor, on | a losas | $1{ }^{1} \mathrm{Cou}$ | rod or | upplo | ado or | option |  |  |  |  |  |  |  |  |
|  |  |  |  | pancl SPACE | $\left\|\begin{array}{l} \text { sysics } \\ \text { unils } \end{array}\right\|$ | $\begin{aligned} & \text { ous } \\ & \text { lonos } \end{aligned}$ | $\left\|\begin{array}{l} n i x \\ \text { siols } \end{array}\right\|$ |  |  |  |  |  | Ouno | a 36 | ,1." | .13v | litx | $\begin{aligned} & \text { Cuios } \\ & \text { Siols } \end{aligned}$ | - Sv | +1s\% | 13v |  | all prico |  |
|  | 1 | 11960 |  |  |  | - |  |  | - |  |  |  |  |  |  |  |  |  |  |  |  | 1800 | 1800 |  |
| anu'ce |  |  |  |  |  | -6 |  |  | 25,4 |  |  |  |  |  |  |  |  |  |  |  |  |  | 75000 |  |
|  | 1 | BAll-K (4) |  |  | 5 | - |  |  | 50 |  |  |  |  |  |  | , |  |  |  |  |  | 3200 | 3200 |  |
| BNatice |  |  |  |  | 5 | -6 |  |  | 24.9 |  |  |  |  |  |  |  |  |  |  |  |  |  | 78200 |  |
|  | 2 | D011-D |  |  | 4 |  | 7 | 2 |  |  |  | 7 | 2 |  |  |  |  |  |  |  |  | 860 | 1720 |  |
| DaLwice |  |  |  |  | 1 | -6 | 7 | 2 | 24.9 |  |  | 7 | 2 |  |  |  |  |  |  |  |  |  | 79920 |  |
|  | 1 | DDII-C |  |  | 1 | - |  |  |  |  |  |  |  |  |  |  | 2 | 2 |  |  |  | 430 | 430 |  |
| blavice |  |  |  |  | - | -6 | 7 | 2 |  |  |  | 7 | 2 |  |  |  | 2 | 2 | 24,5 |  |  |  | 80350 |  |
|  | 1 | DB11-A |  |  | - | 18 | - | - |  |  |  | - | - |  |  |  | 2 | 2 | 2,2 |  |  | 1850 | 1850 |  |
| dandice |  |  |  |  | - | 12 | 7 | 2 | 22.3 |  |  | 7 | 2 | 12.7 |  |  | - | - | 22.3 |  |  |  | 82200 |  |
|  | 9 | LPAll-KE |  |  | - | 9 | 7 | - | 35.9 |  |  | 2 | - | 10 |  |  |  |  |  |  |  | 5300 | 47700 |  |
| DRence |  |  |  | , | - | 3 | - | 2 | 12,7 |  |  | 5 | 2 | 22.9 |  | , | - | - | - |  |  |  | 29900 |  |
|  | 9 | AAll-K |  |  | - | 9 |  | 2 | 5.9 |  |  | 5 | 2 | 17.5 |  |  |  |  |  |  |  | 1250 | 11250 |  |
| OALAHEE |  |  |  |  | - | -6 |  | - | - |  |  | - | - | 44.3 |  |  | - | - | - |  |  |  | 41150 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Bance |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ganice |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| EALDICE |  |  |  |  |  |  |  |  | . |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  | . |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1014, |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
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STAR ARCHITECTURE, SERIAL TRANSMISSION (Diagnosis Microprocessor)
MICROCOMPUTER SYSTEM CONFGURATION WORKSHEET

| Option Function |  |  | System Requirement | Selected Option |  | Size | Bus Loading |  | Power Supply Loading |  | $\begin{gathered} \text { Price } \\ S \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Type | \# | AC |  | DC | +5 | +12 |  |
| Processor |  |  |  |  | K DFTI-HD | 1 | 2 D | 4 | 2 | 3.7 | . 57 | 3000 |
| Processor Option |  |  |  |  |  |  |  |  |  |  |  |
| RAM Memory |  |  |  | MSV1I-00 |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| PROM Memory |  |  |  |  |  |  |  |  |  |  |  |
| Run Time Software |  |  |  |  |  |  |  | - |  |  |  |
| Serial Ports | 20 Ma ASYNC |  |  | OLV-11F | 1 | 10 | 2.2 | 1 | 1.0 | . 18 | 310 |
|  | ElA Non-Modem Async |  |  |  |  |  |  |  |  |  |  |
|  | EIA Modem Async |  |  |  |  |  |  |  |  |  |  |
|  | ELA Modem Sync |  |  |  |  |  |  |  |  | . |  |
| Parallel Ports | Program Control | Bits in |  |  |  |  |  |  |  |  | - |
|  |  | Bits Out |  |  |  |  |  |  |  |  |  |
|  | DMA | Bits in | 16 | DRVII-8 | 2 | 20 | 6.6 | 2 | 3.8 | - | 1240 |
|  |  | Bits Out | 16 |  |  |  |  |  |  |  |  |
| Mass Storage | Cartridge Tape Drives |  |  |  |  |  |  |  |  |  |  |
|  | Floppy Disk Drives |  |  |  |  |  |  |  |  |  |  |
|  | Cartridge Disk Drives |  |  |  |  |  |  |  |  |  |  |
| Mass Storage Bootstrap |  |  |  |  |  |  |  |  |  |  |  |
| Analog | Inputs |  |  | ADV11-A | 5 | 5Q | 9.5 | 5 | 7.5 | 2. | 8000 |
|  | Outputs |  |  |  |  |  |  |  |  |  |  |
| Line Printer |  |  |  |  |  |  |  |  |  |  |  |
| Programmable Clock |  |  |  |  |  |  |  |  |  |  |  |
| IEEE 488 Controller |  |  |  |  |  |  |  |  |  |  |  |
| Custom Interfaces |  |  |  |  |  |  |  |  |  |  |  |
| Terminal |  |  |  |  |  |  |  |  |  |  |  |
| Backplanes/Boxes |  |  |  | 49270 | 3 |  | 15.3 |  |  |  | 600 |
| Power Supplies |  |  |  | H780-H | 2 |  |  |  | 26 | 50 | 1400 |
| Cables |  |  |  |  |  |  |  |  |  |  |  |
| $\longrightarrow$ |  |  |  |  |  |  |  |  |  |  |  |
| - |  |  |  |  |  |  |  |  |  | - |  |
| + |  |  |  |  |  |  |  |  |  |  |  |
| $\ldots$ |  |  |  |  |  |  |  |  |  |  |  |
| + |  |  |  |  |  |  | - |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| $\ldots$ TOTALS |  |  |  |  |  | 30 70 | 37.5 | 10 | 16 | 2.75 | 14550 |
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| Power Supplies and Boxes |  | Capacily |  |
| :--- | :--- | :---: | :---: |
|  |  | +5 V | +12 V |
| Power Supply <br> Master |  |  |  |
| Slave | H780-H | 13 A | 25 A |
| Boxes |  |  |  |
| H9281-BA Backplane w/ps | BA11-VA | 5.1 A | 1.5 A. |
| H9270 Backplane w/ps | BAIt-ME | 13.0 | 25 A. |
| H9273 Backplane w/ps | BAII-NE | 15.5 A | 8.0 |
| Enclosure for DOVII-B | H909-C | - | - |


| Backplane | AC loads |
| :--- | :---: |
| $H 9270$ | 5.1 |
| H9273 | 26 |
| DOV11-B | 6.4 |
| H9281-8A | 1.3 |
| H9281-BB | 24 |
| H9281-BC | 3.6 |
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H9281-вC


| Backplane | ACloads |
| :--- | :---: |
| H927O | 5.1 |
| H9273 | 26 |
| DDV11-B | 6.4 |
| H928i-8A | 1.3 |
| H9281-B8 | 24 |
| H9281-BC | 3.6 |

C. 6 GLOBAL BUS ARCHITECTURE (Serial Transmission) CONFIGURING WORKSHEET





C. 7 CONTROL MICROPROCESSOR (Dual Global Sus) (Serial Transmission) MACROCOMPUTER SYSTERA CONFIGURATION WORKSHEET

| Option Function |  |  | System Requirement | Selected Option |  | Size | Bus Loading |  | Power Supply Loading |  | $\begin{gathered} \text { Price } \\ \mathrm{S} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Type | / | AC |  | DC | +5 | +12 |  |
| Processor |  |  |  |  | KDII-HB | 1 | 20 | 3.7 | 2 | 2.7 | . 57 | 1400 |
| Processor Option |  |  |  |  |  |  |  |  |  |  |  |
| RAM Memory |  |  |  | MSV1I-0B |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| PROM Memory |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| Run Time Software |  |  |  |  |  |  |  | . |  |  |  |
| Serial Ports | 20 Ma ASYNC |  |  | * |  |  |  |  |  |  |  |
|  | ElA Non-Modem Async |  |  |  |  |  |  |  |  |  |  |
|  | ElA Modem Async |  | Computrol | 11-801] | 2 | 40 | 3.0 |  | 3.0 | - | 4470 |
|  | EIA Modem Sync |  |  |  |  |  |  |  |  |  |  |
| Parallel Ports | Program Control | Bits In |  |  |  |  |  |  |  |  | - |
|  |  | Bits Out |  |  |  |  |  |  |  |  |  |
|  | DMA | Bits in |  |  |  |  |  |  |  |  |  |
|  |  | Bits Out |  |  |  |  |  |  |  |  |  |
| Mass Storage | Cartridge Tape Drives |  |  |  |  |  |  |  |  |  |  |
|  | Floppy Dis'k Drives |  |  |  |  |  |  |  |  |  |  |
|  | Cartridge Disk Drives |  |  |  |  |  |  |  |  |  |  |
| Mass Storage Bootstrap |  |  |  |  |  |  |  |  |  |  |  |
| Analog | Inputs |  |  |  |  |  |  |  |  |  |  |
|  | Outputs |  |  | AAV11-A | 4 | 4 Q 2 | 13.2 | 4 | 8 | 1.8 | 6000 |
| Line Printer |  |  |  |  |  |  |  |  |  |  |  |
| Programmable Clock |  |  |  |  |  |  |  |  |  |  |  |
| IEEE 488 Controller |  |  |  |  |  |  |  |  |  |  |  |
| Custom Interfaces |  |  |  |  |  |  |  |  |  |  |  |
| Terminal |  |  |  |  |  |  |  |  |  |  |  |
| Backplanes/Boxes |  |  |  | 49270 | 2 |  | 10.2 |  |  |  | 400 |
| Power Supplies |  |  |  | H780-H | 1 |  |  |  | 13 | 2.5 | 700 |
| Cables |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | upces | 8 |  |  |  |  |  | 108 |
| Switch |  |  |  |  |  |  |  |  |  | - |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | $\cdot$ |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | $\cdots$ |  |  |  |  |
| TOTALS |  |  |  |  |  | 40 | 30.1 |  | 13.7 | 12.371 | 13078 |
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APPENDIX D

## FAULT TREE ANALYSIS

The following fault trees (FT) have been developed under the assumptions made in Chapter 2, Section 2.6. Each alternative has a separated fault tree and its own set of equations. The only exception to that rule are fault trees for the single star serial alternative, conditions one and two, and dual star serial condition two. The former have exactly the same $F T$ and equations that single star parallel architecture; they only differ in the values to be input to the probability equations. The latter has the same FT and equations than dual star parallel architecture, and also they differ in the values to be input to the probability equations.

The probability equations are given in implicit form which makes them easier to implement in a computer code.

At the end of each set of FT and equations there is a table which serves the purpose of identifying the symbols given in the fault tree diagram with their incomings as events. These tables also have the results of the numerical analysis of the fault trees. The way the numbers given in the tables are obtained is explained in Subsection 2.7.


Figure $0.1 \quad$ Central computer architecture, situation one.

Table D. 1
CENTRAL COMPUTER ARCHITECTURE (SITUATION ONE)

| EVENT <br> SYMBOL | GENERIC <br> FAILURE <br> RATE ( $\lambda_{G}$ ) | QUALITY FACTOR | ENVIRON <br> MENTAL <br> FACTOR | $\begin{aligned} & \text { LEARN- } \\ & \text { ING } \\ & \text { FACTOR } \end{aligned}$ | FAILURE RATE ( $\lambda$ ) | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ( $\mathrm{F} / 10^{6} \mathrm{~h}$ ) | ${ }^{4} \mathrm{Q}$ | ${ }^{\pi} \mathrm{E}$ |  | (F/10 $\mathrm{h}^{\boldsymbol{¢}}$ |  |
| A | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.457 \times 10^{-4}$ |
| B | 3557.2 | 1.0 | 6.3 | 1.0 | $2.241 \times 10^{4}$ | 0.41599 |
| D | 173.392 | 1.0 | 6.3 | 1.0 | $1.092 \times 10^{3}$ | $1.731 \times 10^{-5}$ |
| E | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| F | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.69343 \times 10^{-3}$ |

MEANING OF EVENT SYMBOLS:

EVENT SYMBOL COMPONENT

| A | Control cables |
| :--- | :--- |
| B | Central processor |
| D | Monitor and keyboard |
| E | Control software |
| F | Diagnosis cables |

EVENT
Control line fails
Processor hardware fails MMI system fails (Manmachine interface)
Control software fails Diagnosis line fails



Figure D. 2 Central computer architecture, situation two.

Table D. 2
CENTRAL COMPUTER ARCHITECTURE (SITUATION TWO)


MEANING OF EVENT SYMBOLS:
EVENT SYMBOL COMPONENT

| I | Central processor |
| :--- | :--- |
| H | Secondary storage |
| G | Diagnosis software |

## EVENT

Processor hardware fails
Storage system fails
Diagnosis software fails

CENTRAL COMPUTER ARCHITECTURE
PROBABILISTIC EQUATIONS (SITUATION TWO)
$T E=F+I+H+D+G$ (from the fault tree)

$$
\begin{aligned}
& P(T E)=F_{1}+F_{2}+G \quad p(T E)=p\left(F_{1}\right)+p\left(F_{2}\right)+p(G)+p\left(F_{1}\right) p\left(F_{2}\right) p(G) \\
& -p\left(F_{1}\right) p\left(F_{2}\right)-p\left(F_{1}\right) p(G)-p\left(F_{2}\right) P(G) \\
& F_{1}=F+I \\
& p\left(F_{1}\right)=p(F)+p(I)-p(F) p(I) \\
& F_{2}=H+D \\
& p\left(F_{2}\right)=p(H)+p(D)-p(H) p(D)
\end{aligned}
$$



Figure D. 3 Dual central computer, situation one.


Figure D. 3 (continued)


Figure D. 3 (continued)

Table D. 3
dUAL CENTRAL COMPUTER ARCHITECTURE (SITUATION ONE)

| EVENT <br> SYMBOL | GENERIC <br> FAILURE RATE ( $\lambda_{G}$ ) | QUALITY FACTOR | ENVIRONMENTAL FACTOR | LEARN- <br> ING <br> FACTOR | FAILURE RATE ( $\lambda$ ) | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (F/100 h ) | ${ }^{4} \mathrm{Q}$ | ${ }^{\pi} \mathrm{E}$ | ${ }^{\pi} \mathrm{L}$ | ( $\mathrm{F} / 10^{6} \mathrm{~h}$ ) |  |
| A | 3557.2 | 1.0 | 6.3 | 1.0 | $2.241 \times 10^{4}$ | 0.41599 |
| B | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.578 \times 10^{-4}$ |
| C | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| D | 173.392 | 1.0 | 6.3 | 1.0 | $1.092 \times 10^{3}$ | $1.731 \times 10^{-5}$ |
| E | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.6934 \times 10^{-3}$ |
| H | 3557.2 | 1.0 | 6.3 | 1.0 . | $2.241 \times 10^{4}$ | 0.41599 |
| I | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| J | 173.392 | 1.0 | 6.3 | 1.0 | $1.092 \times 10^{3}$ | $1.731 \times 10^{-5}$ |
| K | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.6934 \times 10^{-3}$ |
| G | . 155 | 1.0 | 6.3 | 1.0 | $9.765 \times 10^{-1}$ | $2.4811 \times 10^{-3}$ |
| L | 2696.05 | 1.0 | 6.3 | 1.0 | $1.698 \times 10^{4}$ | 0.3347 |
| M | 2696.05 | 1.0 | 6.3 | 1.0 | $1.698 \times 10^{4}$ | 0.3347 |
| S |  |  |  |  |  | $8.997 \times 10^{-4}$ |
| R |  |  |  |  |  | $8.997 \times 10^{-4}$ |

MEANING OF EVENT SYMBOLS:
EVENT SYMBOL COMPONENT
$\begin{array}{ll}\text { A } & \text { Processor } 1 \\ \text { B } & \text { Control cables } \\ \text { C } & \text { Control software } \\ \text { D } & \text { MMI 1 } \\ \text { E } & \text { Prognosis cables } 1 \\ \text { H } & \text { MMI 2 } \\ \text { J } & \text { Diagnosis cables } 2 \\ \text { K } & \end{array}$

## EVENT

```
Central processor hardware 1 fails
Control line fails
Control software 1 fails
MMI 1 system fails
Diagnosis line 1 fails
Central processor hardware 2 fails
MMI 2 system fails
Diagnosis line 2 fails
```

Table D. 3 (continued)
DUAL CENTRAL COMPUTER ARCHITECTURE (SITUATION ONE) MEANING OF EVENT SYMBOLS:

EVENT SYMBOL COMPONENT

| G | Switch hardware |
| :--- | :--- |
| L | Processor 1 hardware |
| M | Processor 2 hardware |
| S | Secondary storage system 1 |
| R | Secondary storage system 2 |

EVENT
Switch hardware fails
Processor hardware 1 fails (SR)
Processor hardware 2 fails (SR)
Secondary storage system 1 fails
Secondary storage system 2 fails

DUAL CENTRAL COMPUTER ARCHITECTURE
PROBABILISTIC EQUATIONS (SITUATION ONE)
$T E=(A+B+C+D+E+S) \times[H+B+I++R J+K+G+(L+C) x$ ( $M+I$ )] (from the fault tree)
$T E=F_{0}$
$F_{0}=F_{1} \times F_{2}$
$F_{1}=F_{8}+F_{9}$
$F_{8}=F_{3}+F_{4}$
$F_{9}=B+C$
$F_{3}=A+D$
$F_{4}=E+S$
$F_{2}=F_{10}+F_{11}$
$F_{10}=F_{5}+F_{6}+F_{7}$
$F_{11}=B+I+G$
$F_{5}=H+R$
$F_{6}=J+K$
$F_{7}=(L+C) \times(M+I)$

$$
\begin{aligned}
& p(T E)=p\left(F_{0}\right) \\
& p\left(F_{0}\right)=p\left(F_{1}\right) \times p\left(F_{2}\right) \\
& p\left(F_{1}\right)=p\left(F_{8}\right)+p\left(F_{9}\right)-p\left(F_{8}\right) p\left(F_{9}\right) \\
& p\left(F_{8}\right)=p\left(F_{3}\right)+p\left(F_{4}\right)-p\left(F_{3}\right) p\left(F_{4}\right) \\
& p\left(F_{9}\right)=p(B)+p(C)-p(B) p(C) \\
& p\left(F_{3}\right)=p(A)+p(D)-p(A) p(D) \\
& p\left(F_{4}\right)=p(E)+p(S)-p(E) p(S) \\
& p\left(F_{2}\right)=p\left(F_{10}\right)+p\left(F_{11}\right)-p\left(F_{10}\right) p\left(F_{11}\right) \\
& p\left(F_{2}\right)=p\left(F_{5}\right)+p\left(F_{6}\right)+p\left(F_{7}\right)+p\left(F_{5}\right) p\left(F_{6}\right) p\left(F_{7}\right) \\
& -p\left(F_{5}\right) p\left(F_{6}\right)-p\left(F_{5}\right) p\left(F_{7}\right)-p\left(F_{6}\right) p\left(F_{7}\right) \\
& p\left(F_{11}\right)=p(B)+p(I)+p(G) \\
& p\left(F_{5}\right)=p(H)+p(R)-p(H) p(R) \\
& p\left(F_{6}\right)=p(J)+p(K)-p(J) p(K) \\
& p\left(F_{7}\right)=[p(L)+p(C)-p(L)+p(C)] \times \\
&
\end{aligned}
$$



Figure D. 4 Dual central computer architecture, situation two.


Figure D. 4 (contimued)

Table 0.4
DUAL CENTRAL COMPUTER ARCHITECTURE (SITUATION TWO)

| EVENT <br> SYMBOL | GENERIC FAILURE RATE ( $\lambda_{G}$ ) $\left(F / 10^{6} h\right)$ | QUALITY FACTOR <br> ${ }^{\pi} \mathrm{Q}$ | ENVIRONMENTAL FACTOR ${ }^{\pi} E$ | LEARNING FACTOR $\pi_{L}$ | FAILURE $\begin{aligned} & \text { RATE }(\lambda) \\ & \left(F / 10^{6} h\right) \end{aligned}$ | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | 1247.36 | 1.0 | 6.3 | 1.0 | $7.858 \times 10^{3}$ | 0.1719 |
| 0 | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| S |  |  |  |  |  | $8.997 \times 10^{-4}$ |
| P | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| Q | 1247.36 | 1.0 | 6.3 | 1.0 | $7.858 \times 10^{3}$ | 0.1719 |
| R |  |  |  |  |  | $8.997 \times 10^{-4}$ |

MEANING OF EVENT SYMBOLS:

EVENT SYMBOL COMPONENT
Processor 1 hardware
Diagnosis software 1
Secondary storage system 1
Diagnosis software 2
Processor 2 hardware
Secondary storage system 2

EVENT
Central processor hardware 1 fails Diagnosis software 1 fails Storage system 1 fails Diagnosis software fails Processor 2 hardware fails Storage system 1 fails

DUAL CENTRAL COMPUTER ARCHITECTURE
PROBABILISTIC EQUATIONS (SITUATION TWO)
$T E=(E+N+O+S+D) \times(J+K+P+Q+R)$ (from the fault tree)
$T E=F_{1} \times F_{2}$
$p(T E)=p\left(F_{1}\right) \times p\left(F_{2}\right)$
$F_{1}=F_{3}+F_{4}+0$
$p\left(F_{1}\right)=p(0)+p\left(F_{3}\right)+p\left(F_{4}\right)+p\left(F_{3}\right) p\left(F_{4}\right) p(0)$
$-p\left(F_{3}\right) p\left(F_{4}\right)-p\left(F_{3}\right) p\left(F_{0}\right)-p\left(F_{4}\right) p\left(F_{0}\right)$
$F_{3}=E+N$
$p\left(F_{3}\right)=p(E)+p(N)-p(E) p(N)$

$$
\begin{aligned}
& F_{4}=S+D \\
& F_{2}=P+F_{5}+F_{6} \\
& F_{5}=J+K \\
& F_{6}=Q+R
\end{aligned}
$$





Figure D. 5 (continued)



Figure D. 5 (continued)



Figure D. 5 (continued)

Table 0.5
STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION ONE)

| EVENT SYMBOL | GENERIC <br> FAILURE <br> RATE ( $\lambda_{G}$ ) | QUALITY <br> FACTOR | ENVIRONMENTAL FACTOR | LEARN <br> ING <br> FACTOR | FAILURE RATE ( $\lambda$ ) | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SYMBOL | RATE ( $\lambda_{G}$ ) $\left(F / 10^{6} h\right)$ | FACTOR <br> ${ }^{\pi} Q$ | FACTOR <br> ${ }^{\pi} E$ | $\pi_{L}$ | $\left(F / 10^{6} h\right)$ |  |
| B | 173.392 | 1.0 | 6.3 | 1.0 | $1.092 \times 10^{3}$ | $1.731 \times 10^{-5}$ |
| C | 539.1 | 1.0 | 6.3 | 1.0 | $3.396 \times 10^{3}$ | $7.827 \times 10^{-2}$ |
| D | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| E | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| F | 106.837 | 1.0 | 1.0 | 1.0 | 673.07 | i. $602 \times 10^{-2}$ |
| G | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| H | 101.065 | 1.0 | 6.3 | 1.0 | 636.71 | $1.516 \times 10^{-2}$ |
| I | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| J | . 06 | 2.0 | 1.0 | 1.0 | .18 | $4.32 \times 10^{-6}$ |
| K | 101.065 | 1.0 | 6.3 | 1.0 | 636.71 | $1.516 \times 10^{-2}$ |
| L | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| N | 106.837 | 1.0 | 1.0 | 1.0 | 673.07 | $1.602 \times 10^{-2}$ |
| 0 | 5.479 | 1.0 | 1.0 | 1.0 | 916.00 | $1.31419 \times 10^{-4}$ |
| M | . 155 | 1.0 | 6.3 | 1.0 | . 9765 | $1.8747 \times 10^{-4}$ |
| PP | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| QQ | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| Q | 106.837 | 1.0 | 6.3 | 1.0 | 673.07 | $1.602 \times 10^{-2}$ |
| P | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| R | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |

Table 0.5 (continued)
STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION ONE)

| EVENT <br> SYMBOL |  |  |  |  |  | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | FAILURE | QUALITY | ENVIRONMENTAL | LEARN- ING | FAILURE |  |
|  | RATE ( $\lambda_{G}$ ) | FACTOR | FACTOR | FACTOR | RATE ( $\lambda$ ) |  |
|  | ( $\mathrm{F} / 10^{6} \mathrm{~h}$ ) | ${ }_{0}$ | ${ }^{\pi} E$ | $\pi$ | ( $\left.F / 10^{6} \mathrm{~h}\right)$ |  |
| S | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| T | 101.065 | 1.0 | 6.3 | 1.0 | 636.71 | $1.516 \times 10^{-2}$ |
| U | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| V | 101.065 | 1.0 | 6.3 | 1.0 | 636.71 | $1.516 \times 10^{-2}$ |
| W | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| $X$ | 101.065 | 1.0 | 6.3 | 1.0 | 636.71 | $1.516 \times 10^{-2}$ |
| Y | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| Z | 101.065 | 1.0 | 6.3 | 1.0 | 636.71 | $1.516 \times 10^{-2}$ |
| AA | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| CC | 106.337 | 1.0 | 6.3 | 1.0 | 673.07 | $1.602 \times 10^{-2}$ |
| DD | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| BB | . 155 | 1.0 | 6.3 | 1.0 | 0.9675 | $1.8747 \times 10^{-4}$ |
| RR | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| SS | 67.5105 | -1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| EE |  |  |  |  |  | $8.997 \times 10^{-4}$ |

MEANING CF EYENT SYMBOLS:
EYENT SYMBCL COMPONENT

| B | MMI |
| :--- | :--- |
| $C$ | MC hardware |
| D | MC control software |
| E | Cable |
| F | uPC3 hardware |

EVENT
MMI system fails
Central MC hardware fails MC control software fails C3-MC line fails «PC3 hardware fails

Table D. 5 (continued)
STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION ONE)
MEANING OF EVENT SYMBOLS:

| EVENT SYMBOL | COMPONENT |
| :---: | :---: |
| G | ${ }_{\mu}$ PC3 software |
| J | Cable |
| H | ${ }_{\mu}$ PD 3 hardware |
| I | «PD3 software |
| K | ${ }_{\mu P D}{ }^{\text {P }} 3$ hardware |
| L | uPD'3 software |
| N | ${ }_{\mu P C ' 3}$ hardware |
| 0 | ${ }_{\mu} \mathrm{PC'}^{\prime}$ software |
| M | Switch 3 |
| PP | ${ }_{\mu}$ PC3 hardware (SR) |
| QQ | ${ }_{\mu} \mathrm{PC} 3$ software (SR) |
| P | Cable |
| Q | ${ }_{\mu}$ PC7 hardware |
| R | ${ }_{\mu}$ PC3 software |
| S | Cable |
| T | ${ }_{\mu}$ PD7 ${ }^{\text {hardware }}$ |
| U | ${ }_{4}$ PD7 7 software |
| V | ${ }_{\mu P D}{ }^{\text {P }} 7$ hardware |
| W | ${ }_{\mu}$ PD' $^{\prime} 7$ software |
| X | ${ }_{\mu}$ PD8 hardware |
| Y | ${ }_{\mu}$ PD8 software |
| Z | ${ }_{\mu}{ }^{\text {PD' }} 8$ hardware |
| AA | ${ }_{\mu P D}{ }^{\text {d }} 8$ software |
| CC | ${ }_{\mu P C '} 7$ hardware |
| DD | ${ }_{\mu} \mathrm{PC}^{17} 7$ software |
| BB | Switch 7 |
| RR | ${ }_{\mu} \mathrm{PC} 7$ hardware (SR) |
| SS | ${ }_{\mu}{ }^{\text {PC'7 }} 7$ software (SR) |
| EE | Secondary storage system |

## EVENT

```
\muPC3 software fails
C3'-MC line fails
uPD3 hardware fails
uPD3 software fails
\muPD'3 hardware fails
\muPD'3 software fails
\muPC'3 hardware fails
uPC'3 software fails
Switch 3 hardware fails
«PC3 hardware fails
\muPC3 software fails
C7-MC line fails
uPC7 hardware fails
\muPC3 software fails
C7-MC line fails
uPD7 hardware fails
uPD7 software fails
MPD'7 hardware fails
uPD'7 software fails
\muPD8 hardware fails
\muPD8 software fails
uPD'8 hardware fails
uPD'8 software fails
\muPD'7 hardware fails
uPD'7 software fails
Switch 7 hardware fails
\muPC7 hardware (SR) fails
\muPC'7 software (SR) fails
Secondary storage system fails
```

STAR ARCHITECTURE
PROBABILISTIC EQUATIONS PARALLEL TRANSMISSION ALTERNATIVE (SITUATION ONE)

$$
\begin{aligned}
& T E=B+E E+\langle C+D+\{E+F+G+[H+I] x[K+L]\} x\{J+N+0+M \\
& +[P P+G] \times[Q Q+0]+[H+[] \times[K+L]\{+\{1+\{1+\{1+1\}+\{1\} \\
& +\{P+Q+R+[T+U] \times[V+W]+[X+Y] \times[Z+A A]\}>x<S+C C
\end{aligned}
$$

$$
+D D+B B+[R+R R] \times[D D+S S]+[T+U] \times[V+W]+[X+Y]
$$

$x[Z+A A]{ }^{\prime}>$
(from the fault tree)

Note: Blank parentheses represent the other five similar distributed control systems; these are not the same events, but because the hardware and the software will be similar, they will end up with the same probability of failure. (All the sofware is debugged until it has reached a required probability of failure, in this case the $\left(P_{f}\right)$ reg is the same for all the distributed systems.)

By using the following Boolean law $\left(C_{1}+C_{2}\right) \times\left(C_{1}+C_{3}\right)=C_{1}+\left(C_{2} \times\right.$ $C_{3}$ ), the latter expression is reduced to:
$T E=B+E E+C+D+\{[H+I]+[K+L]+[J+N+O+M+(P P+G)] \times[(Q Q+0]$

$$
\begin{aligned}
& x[E+F+G]\}+\{\mid+\{ \}+\{ \}+\{ \}+\{ \}+\{[T+U] x[V+W]+[x+Y] x \\
& {[Z+A A]+[P+Q+R] \times[S+C C+D D+B B+(R+R R) \times(D D+S S)]}
\end{aligned}
$$

The next step is to apply the probabilistic equations to the Boolean expressions. When the probabilities involved are higher ( 0.1 or higher) the full equation is used. If values of probabilities are small, it will be used the standard approximation of deleting the product terms of the full equation.

The expressions for the full equations are:

$$
\begin{aligned}
& p(A+B)=p(A)+p(B)-p(A) p(B) \\
& p(A+B+C)=p(A)+p(B)+p(C)+p(A) p(B) p(C)-p(A) p(B) \\
& -p(A) p(C)-p(B) p(C)
\end{aligned}
$$

Applying the Boolean expression to the probabilistic equations, the following implicit equations are obtained.

$$
\begin{array}{lrl}
T E=F_{1}+F_{2}+F_{3} & p(T E)=p\left(F_{1}\right)+p\left(F_{2}\right)+p\left(F_{3}\right)+p\left(F_{1}\right) p\left(F_{2}\right) p\left(F_{3}\right) \\
& -p\left(F_{1}\right) p\left(F_{2}\right)-p\left(F_{1}\right) p\left(F_{3}\right)-p\left(F_{2}\right) p\left(F_{3}\right) \\
F_{1}=D+F_{4}+F_{5} & p\left(F_{1}\right)=p(D)+p\left(F_{4}\right)+p\left(F_{5}\right)+p\left(F_{4}\right) p\left(F_{5}\right) p(D) \\
& -p\left(F_{4}\right) p\left(F_{5}\right)-p\left(F_{4}\right) p(D)-p\left(F_{5}\right) p(D) \\
& -p\left(F_{5}\right) p(D) \\
F_{4}=B & p\left(F_{4}\right)=p(B) \\
F_{5}=E E+C & p\left(F_{5}\right)=p(E E)+p(C)-p(E E) p(C) \\
F_{6}=F_{7}+F_{7}+F_{7} & p\left(F_{6}\right)=3 p\left(F_{7}\right)+p\left(F_{7}\right)^{3}-3 p\left(F_{7}\right)^{2} \\
F_{7}=F_{8}+F_{9} & p\left(F_{7}\right)=p\left(F_{8}\right)+p\left(F_{9}\right)-p\left(F_{8}\right) p\left(F_{9}\right) \\
F_{8}=(H+I) \times(K+L) & p\left(F_{8}\right)=[p(H)+p(I)] \times[p(K)+p(L)] \\
F_{9}=F_{10} \times F_{11} & p\left(F_{9}\right)=p\left(F_{10}\right) \times p\left(F_{11}\right) \\
F_{10}=E+F+G & p\left(F_{10}\right)=p(E)+p(F)+p(G) \\
F_{11}=F_{12}+F_{13} & p\left(F_{11}\right)=p\left(F_{12}\right)+p\left(F_{13}\right)-p\left(F_{12}\right) p\left(F_{13}\right) \\
F_{12}=J+N+0+M & p\left(F_{12}\right)=p(J)+p(N)+p(0)+p(M) \\
& & -p(0) p(N) \\
F_{13}=F_{14} \times F_{15} & p\left(F_{13}\right)=p\left(F_{14}\right) \times p\left(F_{15}\right) \\
F_{14}=p p+G & p\left(F_{14}\right)=p(p p)+p(G) \\
F_{15}=Q Q+0 & p\left(F_{15}\right)=p(Q Q)+p(0)-p(Q Q) p(0) \\
F_{3}=F_{16}+F_{17}+F_{18} & p\left(F_{3}\right)=p\left(F_{16}\right)+p\left(F_{17}\right)+p\left(F_{18}\right) \\
& & +p\left(F_{16}\right) p\left(F_{17}\right) p\left(F_{18}\right)-p\left(F_{16}\right) p\left(F_{17}\right) \\
F_{16}=(T+U) \times(V+W) & p\left(F_{16}\right)=[p(T)+p(U)] \times[p(V)+p(W)] \\
F_{17}=(X+Y) \times(T+A A) & p\left(F_{17}\right)=[p(X)+p(Y)] \times[p(z)+p(A A)] \\
F_{18}=F_{19} \times F_{20} & p\left(F_{18}\right)=p\left(F_{19}\right) \times p\left(F_{20}\right)
\end{array}
$$

$$
\begin{aligned}
& F_{19}=P+Q+R \\
& F_{20}=F_{21}+F_{22} \\
& F_{21}=S+C C+D D+B B \\
& F_{22}=(R+R R) \times(D D+S S)
\end{aligned}
$$



Figure D. 6 Star architecture, parallel transmission alternative, situation 2
${ }^{*}$ See legend next paye

1. Control system fails to diagnose and to advise the appropriate corrective measures
2.     + 
3. FF
4. Digital diagnosis system fails
5. EE
6.     + 
7. System $D_{1}$ fails
8. System $D_{2}$ fails
9. System $D_{4}$ fails
10. System $D_{5}$ fails
11. System $D_{6}$ fails
12. System $D_{7}$ fails
13. System $D_{8}$ fails
14. System $D_{9}$ fails
15. System $D_{10}$ fails
16. System $D_{11}$ fails
17. System $D_{12}$ fails
18. System $D_{13}$ fails
19. System $D_{14}$ fails
20. System $D_{3}$ fails
21. GG
22. HH
23. 1


Figure 0.6 (continued)

STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION TWO)

| EVENT <br> SYMBOL | GENERIC <br> FAILURE <br> RATE ( $\lambda_{G}$ ) $\left(F / 10^{6} h\right)$ | QUALITY FACTOR ${ }^{\pi} \mathrm{Q}$ | ENVIRONMENTAL FACTOR ${ }^{\pi} E$ | LEARNING FACTOR $\pi_{L}$ | FAILURE RATE ( $\lambda$ ) $\left(F / 10^{6} h\right)$ | EVENT <br> PROBA- <br> BILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| EE |  |  |  |  |  | $8.997 \times 10^{-4}$ |
| FF | 173.392 | 1.0 | 6.3 | 1.0 | $1.092 \times 10^{3}$ | $1.731 \times 10^{-5}$ |
| GG | 435.31 | 1.0 | 6.3 | 1.0 | $2.741 \times 10^{3}$ | $6.367 \times 10^{-2}$ |
| HH | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| II | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| JJ | 85.4216 | 1.0 | 6.3 | 1.05 | 538.157 | $1.283 \times 10^{-2}$ |
| KK | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| LL | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| MM | 85.4216 | 1.0 | 6.3 | 1.05 | 538.157 | $1.283 \times 10^{-2}$ |
| 00 | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |

MEANING OF EVENT SYMBOLS:

EVENT SYMBOL COMPONENT
EE
FF
GG
HH
II
JJ
KK
LL
MM
00

```
Secondary storage system
MMI
MC hardware
MC Diagnosis software
Cable
\muPD3 hardware
\muPD3 software
Cable
_PD'3 hardware
\muPD'3 software
```

EVENT
Secondary storage sysem fails
MMI system fails
MC hardware fails
MC diagnosis software fails D3-MC line fails «PD3 hardware fails $\mu$ PD3 software fails
D3-MC line fails
$\mu$ PD'3 hardware fails ${ }_{\mu}$ PD'3 hardware fails

Table D. 6 (continued)
STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION TWO)
PROBABILISTIC EQUATIONS PARALLEL TRANSMISSION ALTERNATIVE (SITUATION TWO)
$T E=E E+F F+G G+H H+[I I+J J+K K] \times[L L+M M+00]+[]+[]+$

$$
+[]+[]+[]+[]+[]+[]+[]+[]+[]+[]+[]
$$

(from the fault tree)
The same observation about the blank brackets applies here. After applying the probability laws, the equations are:

$$
\begin{array}{ll}
T E=F_{1}+F_{2} & p(T E)=p\left(F_{1}\right)+p\left(F_{2}\right)-p\left(F_{1}\right) p\left(F_{2}\right) \\
F_{1}=F_{8}+F_{9} & p\left(F_{1}\right)=p\left(F_{8}\right)+p\left(F_{9}\right)-p\left(F_{8}\right) p\left(F_{9}\right) \\
F_{8}=E E+F F & p\left(F_{8}\right)=p(E E)+p(F F)-p(E E) p(F F) \\
F_{9}=G G+H H & p\left(F_{9}\right)=p(G G)+p(H H)-p(G G) p(H H) \\
F_{2}=F_{3}+F_{3} & p\left(F_{2}\right)=2 p\left(F_{3}\right)-p\left(F_{3}\right)^{2} \\
F_{3}=F_{4}+F_{5} & p\left(F_{3}\right)=p\left(F_{4}\right)+p\left(F_{5}\right)-p\left(F_{4}\right) p\left(F_{5}\right) \\
F_{4}=F_{6}+F_{6} & p\left(F_{4}\right)=2 p\left(F_{6}\right)-p\left(F_{6}\right)^{2} \\
F_{5}=F_{7}+F_{7}+F_{7} & p\left(F_{5}\right)=3 p\left(F_{7}\right)+p\left(F_{7}\right)^{3}-2 p\left(F_{7}\right)^{2} \\
F_{6}=F_{7}+F_{7} & p\left(F_{6}\right)=2 p\left(F_{7}\right)-p\left(F_{7}\right)^{2} \\
F_{7}=[I I+J J+K K] \times[L L+M M+00]=[p(I I)+p(J J)+p(K K)] \times \\
& {[p(L L)+p(M M)+p(00)]}
\end{array}
$$

Table 0.7
SERIAL TRANSMISSION ALTERNATIVE (SITUATION ONE)

| EVENT <br> SYMBOL | GENERIC FAILURE RATE ( $\lambda_{G}$ ) $\left(F / 10^{6} h\right)$ | QUALITY FACTOR <br> ${ }^{\pi} \mathrm{Q}$ | ENVIRONMENTAL FACTOR ${ }^{\pi} E$ | LEARNING FACTOR $\pi_{L}$ | $\begin{aligned} & \text { FAILURE } \\ & \text { RATE }(\lambda) \\ & \left(F / 10^{6} h\right) \end{aligned}$ | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 352.6944 | 1.0 | 6.3 | 1.0 | 2222.00 | $5.193 \times 10^{-2}$ |
| F | 104.301 | 1.0 | 6.3 | 1.0 | 651.096 | $1.5647 \times 10^{-2}$ |
| H | 98.256 | 1.0 | 6.3 | 1.0 | 620.7 | $1.4786 \times 10^{-2}$ |
| Q | 104.301 | 1.0 | 6.3 | 1.0 | 651.096 | $1.5647 \times 10^{-2}$ |
| T | 98.256 | 1.0 | 6.3 | 1.0 | 620.7 | $1.4786 \times 10^{-2}$ |
| X | 98.256 | 1.0 | 6.3 | 1.0 | 620.7 | $1.4786 \times 10^{-2}$ |
| V | 98.256 | 1.0 | 6.3 | 1.0 | 620.7 | $1.4786 \times 10^{-2}$ |
| Z | 98.256 | 1.0 | 6.3 | 1.0 | 620.7 | $1.4786 \times 10^{-2}$ |
| CC | 104.301 | 1.0 | 6.3 | 1.0 | 651.096 | $1.5647 \times 10^{-2}$ |

MEANING OF EVENT SYMBOLS:

| EVENT SYMBOL | COMPONENT |
| :---: | :---: |
| C | mC hardware |
| F | ${ }_{\mu} \mathrm{PC} 3$ hardware |
| H | uPD3 hardware |
| Q | uPC7 hardware |
| T | «PD7 hardware |
| X | uPD8 hardware |
| V | uPD'7 hardware |
| Z | ${ }_{\mu \text { PD'8 }}$ hardware |
| CC | ${ }_{\mu} \mathrm{PC}$ '7 hardware |

EVENT

Table D. 7 (continued) PROBABILISTIC EQUATIONS D. 7 SERIAL TRANSMISSION ALTERNATIVE (SITUATION ONE)

The fault tree and the probablistic equations are exactly the same as the case of parallel transmission. Only few probabilities are different and these values are given in Table D.7.

Table D. 8
SERIAL TRANSMISSION ALTERNATIVE (SITUATION TWO)


MEANING OF EVENT SYMBOLS:
EVENT SYMBOL COMPONENT
GG mC hardware
JJ $\quad$ PPD3 hardware ${ }_{\mu}$ PD'3 hardware

EVENT
Central mC hardware fails ${ }_{\mu}$ PD3 hardware fails ${ }_{\mu}$ PD'3 hardware fails

STAR ARCHITECTURE
PROBABILISTIC EQUATIONS D. 8 SERIAL TRANSMISSION ALTERNATIVE (SITUATION TWO)

The fault tree and the probablistic equations are exactly the same as the case of parallel transmission. Only few probabilities are different and these values are given in Table D.8.


Figure D.9 $\begin{aligned} & \text { Dual star architecture, parallel transmission alternative, } \\ & \text { situation one. }\end{aligned}$



1. 1
2.     + 
3. Distributed system 7 fails
4. Distributed system 6 fails
5. Distributed system 5 fails
6. Distributed system 4 fails
7. Distributed system 3 fails
8. Distributed system 2 fails
9. Distributed system 1 fails
10. X
11. 5
12. Standby system $3^{\prime}$ fails
13. System 3 on service fails
14.     + 
15.     + 
16. 0
17. N
18. M
19. Switch 3 fails
20. 3
21. 3
22. F
23. E
24. G
25. 4


Figure D. 9 (continued)


Figure 0.9
(continued)


Figure D. 9 (continued)



Table 0.9
DUAL STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION ONE)

| EVENT SYMBOL | GENERIC FAILURE RATE ( $\lambda_{G}$ )$\left(F / 10^{6} h\right)$ | QUAL ITY FACTOR | ENVIRON- <br> MENTAL FACTOR ${ }^{\pi} E$ | LEARNING FACTOR$\pi_{L}$ | $\begin{aligned} & \text { FAILURE } \\ & \text { RATE }(\lambda) \\ & \left(F / 10^{6} \mathrm{~h}\right) \end{aligned}$ | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  | ${ }^{\pi} \mathrm{Q}$ |  |  |  |  |
| B | 173.392 | 1.0 | 6.3 | 1.0 | $1.092 \times 10^{3}$ | $1.731 \times 10^{-5}$ |
| C | 435.629 | 1.0 | 6.3 | 1.0 | $2.7445 \times 10^{3}$ | $6.374 \times 10^{-2}$ |
| D | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| E | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| F | 106.837 | 1.0 | 6.3 | 1.0 | 673.07 | $1.602 \times 10^{-2}$ |
| G | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| H | 108.576 | 1.0 | 6.3 | 1.0 | 685.16 | $1.6309 \times 10^{-2}$ |
| I | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| J | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| K | 108.76 | 1.0 | 6.3 | 1.0 | 685.16 | $1.6309 \times 10^{-2}$ |
| M | 0.06 | 3.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-2}$ |
| N | 106.837 | 1.0 | 6.3 | 1.0 | 673.07 | $1.602 \times 10^{-2}$ |
| 0 | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| L | . 155 | 1.0 | 6.3 | 1.0 | $9.765 \times 10^{-1}$ | $1.875 \times 10^{-4}$ |
| WW | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| XX | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| P | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| Q | 106.837 | 1.0 | 6.3 | 1.0 | 673.07 | $1.602 \times 10^{-2}$ |
| R | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| S | 108.576 | 1.0 | 6.3 | 1.0 | 685.16 | $1.6309 \times 10^{-2}$ |

Table D. 9 (continued)
DUAL STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION ONE)

| EVENT SYMBOL | GENERIC <br> FAILURE <br> RATE ( $\lambda_{G}$ ) | QUALITY FACTOR | ENVIRON- <br> MENTAL <br> FACTOR | $\begin{aligned} & \text { LEARN- } \\ & \text { ING } \\ & \text { FACTOR } \end{aligned}$ | FAILURE RATE ( $\lambda$ ) | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SYMBOL | RATE ( $\lambda_{G}$ ) $\left(F / 10^{6} h\right)$ | FACTOR <br> ${ }^{\pi} \mathrm{Q}$ | ${ }^{\pi} E$ | $\pi_{L}$ | $\left(F / 10^{6} h\right)$ |  |
| T | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| U | 108.576 | 1.0 | 6.3 | 1.0 | 685.16 | $1.6309 \times 10^{-2}$ |
| V | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| W | 108.576 | 1.0 | 6.3 | 1.0 | 685.16 | $1.6309 \times 10^{-2}$ |
| X | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| Y | 108.576 | 1.0 | 6.3 | 1.0 | 685.16 | $1.6309 \times 10^{-2}$ |
| Z | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| BB | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| CC | 106.837 | 1.0 | 6.3 | 1.0 | 673.07 | $1.602 \times 10^{-2}$ |
| DD | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| AA | . 155 | 1.0 | 6.3 | 1.0 | 0.9763 | $1.8747 \times 10^{-4}$ |
| YY | 67.6125 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| ZZ | 67.6125 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| FF | 173.392 | 1.0 | 6.3 | 1.0 | 1092.00 | $1.731 \times 10^{-5}$ |
| GG | 435.629 | 1.0 | 6.3 | 1.0 | 2744.00 | $6.374 \times 10^{-2}$ |
| HH | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| EE | 142.3255 | 1.0 | 6.3 | 1.0 | 896.65 | $2.129 \times 10^{-2}$ |
| AAA | 221.965 | 1.0 | 6.3 | 1.0 | 1398.4 | $3.3 \times 10^{-2}$ |
| BBB | 221.965 | 1.0 | 6.3 | 1.0 | 1398.4 | $3.3 \times 10^{-2}$ |
| II |  |  |  |  |  | $8.997 \times 10^{-4}$ |
| JJ |  |  |  |  |  | $8.997 \times 10^{-4}$ |

Table 0.9 (continued)
DUAL STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION ONE)
MEANING OF EVENT SYMBOLS:

| EVENT SYMBOL | COMPONENT |
| :---: | :---: |
| B | MMI 1 |
| C | MC 1 hardware |
| D | MC 1 software |
| E | Cable |
| F | ${ }_{\mu} \mathrm{PC} 3$ hardware |
| G | ${ }_{\mu} \mathrm{PC} 3$ software |
| H | «PD3 hardware |
| I | $\mu \mathrm{PD} 3$ software |
| J | ${ }_{\text {uPD' }}$ S software |
| K | ${ }_{\mu}{ }^{\text {PD' }} 3$ hardware |
| M | Cable |
| N | ${ }_{\mu} \mathrm{PC}^{\prime}{ }^{\text {c }}$ h hardware |
| 0 | uPC'3 software |
| L | Switch 3 |
| WW | ${ }_{\mu} \mathrm{PC} 3$ hardware (SR) |
| XX | ${ }_{\mu} \mathrm{PC} 3$ hardware (SR) |
| P | Cable |
| R | ${ }_{\mu}$ PC7 hardware |
| R | ${ }_{\mu}$ PC7 software |
| S | ${ }_{\mu}$ PD7 hardware |
| T | ${ }_{\mu P D 7}$ software |
| U | ${ }_{\mu}{ }^{\text {PD'7 }}$ hardware |
| V | ${ }_{\mu}{ }^{\text {PD' }} 7$ software |
| W | ${ }_{\mu}$ PD8 hardware |
| $X$ | ${ }_{\mu P D 8}$ software |
| $Y$ | ${ }_{\mu P D} 8$ hardware |
| Z | uPD'8 software |
| BB | Cable |
| CC | ${ }_{\mu} \mathrm{PC}^{\prime} 7$ hardware |
| DD | ${ }_{\mu} P^{\prime}$ '7 software |
| AA | Switch 7 |
| YY | ${ }_{\mu}$ PC7 hardware |
| ZZ | ${ }_{\mu} \mathrm{PC}^{\prime} 7$ hardware |
| FF | MMI2 |
| GG | MC 2 hardware |
| HH | MC 2 software |
| EE | Switch SO |
| AAA | MC 1 hardware |
| BBB | MC 1 software |
| II | Secondary storage 1 |
| JJ | Secondary storage 2 |

## EVENT

MMI 1 system fails
MC 1 hardware fails
MC 1 software fails
SO-C3 line fails
${ }_{\mu}$ PC 3 hardware fails
${ }_{\mu P C}$ software fails
${ }_{\mu P D}$ hardware fails
${ }_{\mu P D 3}$ software fails
${ }_{\mu P D} 3$ software fails
$\mu$ PD'3 hardware fails
SO-C3' line fails
${ }_{\mu}$ PC' $^{\prime} 3$ hardware fails
${ }_{\mu} P C ' 3$ software fails
Switch 3 hardware fails
${ }_{\mu}$ PC3 hardware (SR) fails
${ }_{\mu}$ PC3' hardware (SR) fails
SO-C7 line fails
${ }_{\mu}$ PC7 hardware fails
${ }_{\mu}$ PC7 software fails
uPD7 hardware fails
uPD7 software fails
${ }_{\mu}$ PD'7 hardware fails
${ }_{\mu}$ PD' 7 software fails
${ }_{\mu}$ PD8 hardware fails
uPD8 software fails
${ }_{\mu}$ PD'8 hardware fails
uPD8 software fails
SO-C7' line fails
${ }_{\mu} P^{\prime}$ '7 hardware fails
${ }_{\mu} P^{\prime}$ '7 software fails
Switch 7 fails
uPC7 hardware fails
${ }_{\mu} P^{\prime} 7$ hardware fails
MMI2 fails
MC 2 hardware fails
MC 2 software fails
Switch SO fails
MC 1 hardware fails (SR)
MC 1 software fails (SR)
Secondary 1 storage fails
Secondary 2 storage fails

## Table D. 9 (continued)

DUAL STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION ONE) PROBABILISTIC EQUATIONS PARALLEL TRANSMISSION ALTERNATIVE (SITUATION ONE)

$$
\begin{aligned}
& +[G+W W] \times[0+X X]+[H+I] \times[J+K]\}+\{ \}+\{ \}+\{ \}+\{ \}+\{ \}+ \\
& +\{P+R+Q+[S+T] \times[U+V]+[W+X] \times[Y+Z]\}>X<B B+C C+D D \\
& +A A+[R+Y Y] \times[D D+Z Z]+[S+T] \times[U+V]+[W+X] \times[Y+Z] \\
& x F F+G G+H H+J J+E E+[D+A A A] \times[H H+B B B]+\{E+F+G+ \\
& +[H+I] x[J+K]|x| M+N+0+L+[G+W W] \times[0+X X]+ \\
& +[H+I] x[J+K]\{+\{ \}+\{ \}+\{ \}+\{1+\}\}+\{P+Q+R+[S+T] \\
& x[U+V]+[W+x] x[Y+Z]\} x \mid B B+C C+D D+A A+ \\
& {\left[R+Y Y \times[D D+Z Z]+[S+T] \times[U+V]+[W+X] \times[Y+Z]_{1}^{\prime}>\right.}
\end{aligned}
$$

Now making Boolean reductions:
$T E=<B+C+D+I I+\{[H+J] \times[J+K]+[E+F+G] \times[M+N+0+L+(G+W W)$

$$
\begin{aligned}
& x(O+X X)]+\{ \}+\{ \}+\{ \}+\{ \}+\{ \}+\{[S+T] \times[U+V]+[W+X] \\
& x[Y+Z]+[P+R+Q] \times[B B+C C+D D+A A+(R+Y Y) \times(D D+Z Z)]\} \\
& x<F F+G G+H H+E E+J J+[D+A A A] \times[H H+B B B]+\{[H+I] \times \\
& +[J+K]+[E+F+G] \times[M+N+O+L+(G+W W) \times(O+X X)] \\
& +\{\mid+\{ \}+\{ \}+\{ \}+\{ \}+\{[S+T] \times[U+V]+[W+X] \\
& x[Y+Z]+[P+Q+R] \times[B B B+C C+D D+A A+(R+Y Y) \times(D D+Z Z)]\}>
\end{aligned}
$$

A further reduction follows:

$$
\begin{aligned}
T E=< & {[H+I] \times[J+K]+[E+F+G] \times[M+N+0+L+(G+W W) \times(O+X X)]\} } \\
& +\{\mid+\{ \}+\{ \}+\{ \}+\{\mid+\{S+T] \times[U+V]+[W+X] \\
& \times[Y+Z]+[P+R+Q] \times[B B+C C+D D+A A+(R+Y Y) \times(D D+Z Z)]\} \\
& +\{[B+C+D+I I] \times[J J+F F+G G+H H+E E+(D+A A A) \times(H H+B B B)]\}:
\end{aligned}
$$

Applying the probabilistics laws, the following implicit equations are obtained.

$$
\begin{aligned}
& T E=F_{1}+F_{2} \\
& F_{1}=F_{3}+F_{3} \\
& F_{3}=F_{4}+F_{4}+F_{4} \\
& F_{4}=F_{5}+F_{6} \\
& F_{5}=(H+I) \times(J+K) \\
& F_{6}=F_{7}+F_{8} \\
& F_{7}=E+F+G \\
& F_{8}=F_{9}+F_{10} \\
& F_{9}=M+N+0+L \\
& F_{10}=(G+W W) \times(O+X X) \\
& F_{2}=F_{11}+F_{12} \\
& F_{11}=F_{13}+F_{14} \\
& F_{13}=F_{15}+F_{16} \\
& F_{15}=(S+T) \times(U+V) \\
& F_{16}=(W+X) \times(Y+Z) \\
& F_{14}=F_{17} \times F_{18} \\
& F_{18}=P+Q+R \\
& F_{19}=B B+C C+D D+A A \\
& F_{20}=(R+Y) \times(D+Z Z) \\
& F_{12}=F_{21} \times F_{22} \\
& F_{21}=F_{27}+F_{28} \\
& F_{27}=C+D \\
& F_{28}=B+I I \\
& F_{22}=F_{23}+F_{24} \\
&
\end{aligned}
$$

$$
\begin{aligned}
& F_{23}=F_{25}+F_{26} \\
& F_{25}=F F+G G \\
& F_{26}=H H+E E+J J \\
& F_{24}=(D+A A A) \times(H H+B B B)
\end{aligned}
$$



Figure 0.10
Dual star architecture, parallel transmission, situation two.


Figure 0.10
(continued)
*See legend next page.

1. 1
2.     + 
3. System $D_{g}$ fails
4. System $D_{8}$ fails
5. System $D_{7}$ fails
6. System $D_{6}$ fails
7. System $D_{5}$ fails
8. System $D_{4}$ fails
9. System $D_{3}$ fails
10. System $D_{2}$ fails
11. System $D_{1}$ fails
12. System $D_{14}$ fails
13. System $D_{13}$ fails
14. System $\mathrm{D}_{12}$ fails
15. System $D_{11}$ fails
16. System $D_{10}$ Fails
17. X
18. Standby system $D_{3}^{\prime}$ fails
19. System $D_{3}$ on service fails
20.     + 
21.     + 
22. RQ
23. $P P$
24. TT
25. NN
26. MM
27. SS

Table D. 10
DUAL STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION TWO)

| EVENT <br> SYMBOL | GENERIC FAILURE RATE ( $\lambda_{G}$ ) $\left(F / 10^{6} h\right)$ | QUALITY FACTOR <br> ${ }^{\pi} \mathrm{Q}$ | ENVIRONMENTAL FACTOR ${ }^{\pi} E$ | LEARNING FACTOR $\pi_{L}$ | FAILURE $\begin{aligned} & \text { RATE }(\lambda) \\ & \left(F / 10^{6} h\right) \end{aligned}$ | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| II |  |  |  |  |  | $8.997 \times 10^{-4}$ |
| JJ |  |  |  |  |  | $8.997 \times 10^{-4}$ |
| VV | 405.802 | 1.0 | 6.3 | 1.0 | 2556.55 | $5.591 \times 10^{-2}$ |
| RR | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| SS | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| MM | 93.375 | 1.0 | 6.3 | 1.0 | 588.262 | $1.4019 \times 10^{-2}$ |
| NN | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| T | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| PP | 93.375 | 1.0 | 6.3 | 1.0 | 588.262 | $1.4019 \times 10^{-2}$ |
| QQ | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| UU | 405.802 | 1.0 | 6.3 | 1.0 | 2556.55 | $5.951 \times 10^{-2}$ |
| KK | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| LL | 0.06 | 3.0 | 1.0 | 1.0 | . 18 | $4.3210^{-6}$ |
| 00 | 0.06 | 3.0 | 1.0 | 1.0 | . 18 | $4.3210^{-6}$ |
| B | 173.392 | 1.0 | 6.3 | 1.0 | 1092.00 | $1.731 \times 10^{-5}$ |
| FF | 173.392 | 1.0 | 6.3 | 1.0 | 1092.00 | $1.731 \times 10^{-5}$ |

## MEANING OF EVENT SYMBOLS:

EVENT SYMBOL COMPONENT
II Secondary storage 1

EVENT
Secondary storage 1 fails

Table D. 10 (continued)
DUAL STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION TWO)
MEANING OF EVENT SYMBOLS: EVENT SYMBOL COMPONENT
JJ Secondary storage 2
VV MC 2 hardware
RR MC 2 software
SS
MM
NN
TT
PP
QQ
UU
KK
LL
00
B
FF
«PC3 hardware
${ }_{\mu}$ PD3 software
Cable
${ }_{\mu}$ PD' $^{\prime} 3$ hardware ${ }_{\mu}$ PD'3 software
MC 1 hardware
MC 1 software
Cable
Cable
MMI I
MMI 2

EVENT
Secondary storage 2 fails
MC 2 hardware fails
MC 2 diagnosis software fails
D3-MC 2 line fails
«PD3 hardware fails
«PD3 software fails
D3-MC 2 line fails
${ }_{\mu}$ PD'3 hardware fails uPC'3 software fails
MC 1 hardware fails
MC1 software fails
D3-MC1 line fails
D3'-MCI line fails
MMI 1 fails
MMI 2 fails

PROBABILISTIC EQUATIONS PARALLEL TRANSMISSION ALTERNATIVE (SITUATION TWO)
From the corresponding fault tree:

$$
\begin{aligned}
T E=\{B & +[I+U N+K K+[L L+M M+N N] \times[O O+P P+Q Q]+[]+[]+ \\
& +[]+[]+[]+[]+[]+[]+[]+[]+[]+[]+ \\
& \left.+[]\} \times]^{\prime}\right] F F+J J+V N+R R+[S S+M M+N N] \times[T T+P P+Q Q] \\
& +[]^{\prime}+[]^{\prime}+[]^{\prime}+[]^{\prime}+[]^{\prime}+[]^{\prime}+[]^{\prime}+[]^{\prime}+[]^{\prime} \\
& +[]^{\prime}+[]^{\prime}+[]^{\prime}+[]^{\prime} \mid
\end{aligned}
$$

Table D. 10 (continued)
DUAL STAR ARCHITECTURE PARALLEL TRANSMISSION ALTERNATIVE (SITUATION TWO) Applying the probabilistics laws, the following implicit equations are obtained.

| $T E=F_{1} \times F_{2}$ | $p(T E)=p\left(F_{1}\right) \times p\left(F_{2}\right)$ |
| :--- | :--- |
| $F_{1}=F_{3}+F_{4}$ | $p\left(F_{1}\right)=p\left(F_{3}\right)+p\left(F_{4}\right)-p\left(F_{3}\right) p\left(F_{4}\right)$ |
| $F_{3}=F_{19}+F_{20}$ | $p\left(F_{3}\right)=p\left(F_{19}\right)+p\left(F_{20}\right)-p\left(F_{19}\right) p\left(F_{20}\right)$ |
| $F_{19}=B+I I$ | $p\left(F_{19}\right)=p(B)+p(I I)-p(B) p(I I)$ |
| $F_{20}=U+K K$ | $p\left(F_{20}\right)=p(U U)+p(X K)-p(U U) p(K K)$ |
| $F_{4}=F_{5}+F_{5}$ | $p\left(F_{4}\right)=2 p\left(F_{5}\right)-p\left(F_{5}\right)^{2}$ |
| $F_{5}=F_{6}+F_{7}$ | $p\left(F_{5}\right)=p\left(F_{6}\right)+p\left(F_{7}\right)-p\left(F_{6}\right) p\left(F_{7}\right)$ |
| $F_{6}=F_{15}+F_{15}$ | $p\left(F_{6}\right)=2 p\left(F_{15}\right)-p\left(F_{15}\right)^{2}$ |
| $F_{15}=F_{8}+F_{8}$ | $p\left(F_{15}\right)=2 p\left(F_{8}\right)-p\left(F_{8}\right)^{2}$ |
| $F_{7}=F_{8}+F_{8}+F_{8}$ | $p\left(F_{7}\right)=3 p\left(F_{8}\right)+p\left(F_{8}\right)^{3}-3 p\left(F_{8}\right)^{2}$ |
| $F_{8}=(L L+M M+N N) \times\left(00+P P_{+Q Q}\right)$ | $p\left(F_{8}\right)=[p(L L)+p(M M)+p(N N)]$ |
| $F_{2}=F_{9}+F_{10}$ | $p\left(F_{2}\right)=p\left(F_{9}\right)+p\left(F_{10}\right)-p\left(F_{9}\right) p\left(F_{10}\right)$ |
| $F_{9}=F_{17}+F_{18}$ | $p\left(F_{9}\right)=p\left(F_{17}\right)+p\left(F_{18}\right)-p\left(F_{17}\right) p\left(F_{18}\right)$ |
| $F_{17}=V V+R R$ | $p\left(F_{17}\right)=p(V V)+p(R R)-p(V V) p(R R)$ |
| $F_{18}=F F+J J$ | $p\left(F_{18}\right)=p(F F)+p(J J)-p(J J) p(F F)$ |
| $F_{10}=F_{11}+F_{11}$ | $p\left(F_{10}\right)=2 p\left(F_{11}\right)-p\left(F_{11}\right)^{2}$ |
| $F_{11}=F_{12}+F_{13}$ | $p\left(F_{11}\right)=p\left(F_{12}\right)+p\left(F_{13}\right)-p\left(F_{12}\right) p\left(F_{13}\right)$ |
| $F_{12}=F_{14}+F_{14}$ | $p\left(F_{12}\right)=2 p\left(F_{14}\right)-p\left(F_{14}\right)^{2}$ |
| $F_{14}=F_{16}+F_{16}$ | $p\left(F_{14}\right)=2 p\left(F_{16}\right)-p\left(F_{16}\right)^{2}$ |

$$
\begin{array}{lrl}
F_{13}=F_{16}+F_{16}+F_{16} & p\left(F_{13}\right)= & 3 p\left(F_{16}\right)^{3}-p\left(F_{16}\right)^{2} \\
F_{16}=(S S+M M+N N) \times(T T+P P+Q Q) & p\left(F_{16}\right)= & {[p(S S)+p(M M)+p(N N)] \times} \\
& & {[p(T T)+p(P P)+p(Q Q)]}
\end{array}
$$



Figure U.ll Dual star archilecture, serial transmission alternative, $\begin{aligned} & \text { situation one. }\end{aligned}$


Figure D. 11 (continued)


Figure D.ll (continued)

* See legend on next page.

1. 1
2.     + 
3. Distributed system 7 fails
4. Distributed system 6 fails
5. Distributed system 5 fails
6. Distributed system 4 fails
7. Distributed system 3 fails
8. Distributed system 2 fails
9. Distributed system 1 fails
10. 3
11. $X$
12. Standby system $3^{\prime}$ fails
13. System 3 on service fails
14.     + 
15.     + 
16. $N$
17. M
18. L
19. Switch 3 fails
20. 4
21. 4
22. G
23. $F$
24. E
25. 5


Figure 0.11 (continued)





Figure D.ll (continued)


1. 8
2.     + 
3. Distributed system 7 fails
4. Distributed system 6 fails
5. Distributed system 5 fails
6. Distributed system 4 fails
7. Distributed system 3 fails
8. Distributed system 2 fails
9. Distributed system 1 fails
10. 9
11. X
12. Standby system 3 fails
13. System 3 onservice fails
14.     + 
15.     + 
16. 00
17. M
18. $N$
19. Switch 3 fails
20. 4
21. 4
22. NN
23. $F$
24. G
25. 5


Figure D. 11 (continued)

Table 0.11
DUAL STAR ARCHITECTURE SERIAL TRANSMISSION (CONDITION ONE)

| EVENT SYMBOL | GENERIC FAILURE RATE ( $\lambda_{G}$ ) | QUALITY <br> FACTOR | ENVIRON- <br> MENTAL <br> FACTOR | LEA ING FAC | $\begin{array}{ll} \text { RN- } & \\ \text { TOR } & \text { RATERE }(\lambda) \end{array}$ | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left(F / 10^{6} \mathrm{~h}\right)$ | FACTOR $-\pi_{Q}$ | $\pi_{E}$ |  | $\left(F / 10^{6} \mathrm{~h}\right)$ |  |
| B | 173.392 | 1.0 | 6.3 | 1.0 | $1.092 \times 10^{3}$ | $1.731 \times 10^{-5}$ |
| C | 352.6944 | 1.0 | 6.3 | 1.0 | $2.222 \times 10^{3}$ | $5.193 \times 10^{-2}$ |
| D | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| E | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| F | 110.503 | 1.0 | 6.3 | 1.0 | 696.169 | $1.657 \times 10^{-2}$ |
| G | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| H | 104.731 | 1.0 | 6.3 | 1.0 | 659.801 | $1.571 \times 10^{-2}$ |
| I | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| J | 104.731 | 1.0 | 6.3 | 1.0 | 659.801 | $1.571 \times 10^{-2}$ |
| K | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| L | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| M | 110.503 | 1.0 | 6.3 | 1.0 | 696.169 | $1.657 \times 10^{-2}$ |
| $N$ | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| 0 | . 155 | 1.0 | 6.3 | 1.0 | $9.765 \times 10^{-1}$ | $1.8747 \times 10^{-4}$ |
| P | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| Q | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| P | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| S | 110.503 | 1.0 | 6.3 | 1.0 | 696.169 | $1.657 \times 10^{-2}$ |
| T | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| U | 104.731 | 1.0 | 6.3 | 1.0 | 659.8 | $1.571 \times 10^{-2}$ |

405
Table D. 11 (continued)
DUAL STAR ARCHITECTURE SERIAL TRANSMISSION (CONDITION ONE)

| EVENT SYMBOL | GENERIC FAILURE RATE ( $\lambda_{G}$ ) $\left(F / 10^{6} h\right)$ | QUALITY FACTOR <br> ${ }^{\pi} Q$ | ENVIRONMENTAL FACTOR ${ }^{\pi} E$ | LEARN ING FACTO ${ }^{\pi} L$ | FAILURE $\begin{aligned} & \text { RATE }(\lambda) \\ & \left(F / 10^{6} h\right) \end{aligned}$ | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| V | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| W | 104.731 | 1.0 | 6.3 | 1.0 | 659.8 | $1.571 \times 10^{-2}$ |
| X | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| Y | 104.731 | 1.0 | 6.3 | 1.0 | 659.8 | $1.571 \times 10^{-2}$ |
| Z | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| AA | 104.731 | 1.0 | 6.3 | 1.0 | 659.8 | $1.571 \times 10^{-2}$ |
| BB | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| CC | 110.503 | 1.0 | 6.3 | 1.0 | 696.169 | $1.657 \times 10^{-2}$ |
| DD | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| EE | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| FF | . 155 | 1.0 | 6.3 | 1.0 | . 9765 | $1.8747 \times 10^{-4}$ |
| GG | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| HH | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| II | 173.392 | 1.0 | 6.3 | 1.01 | 1092.00 | $1.731 \times 10^{-5}$ |
| JJ | 352.6944 | 1.0 | 6.3 | 1.02 | 2222.00 | $5.193 \times 10^{-2}$ |
| KK | 352.6944 | 1.0 | 6.3 | 1.02 | 2222.00 | $5.193 \times 10^{-2}$ |
| LL | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| MM | 352.6944 | 1.0 | 6.3 | 1.02 | 2222.00 | $5.193 \times 10^{-2}$ |
| NN | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |

Table D. 11 (continued)
DUAL STAR ARCHITECTURE SERIAL TRANSMISSION (CONDITION ONE)

| 00 | .06 | 3.0 | 1.0 | 1.0 | .18 | $4.32 \times 10^{-6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| PP | .06 | 3.0 | 1.0 | 1.0 | .18 | $4.32 \times 10^{-6}$ |
| QQ | .06 | 3.0 | 1.0 | 1.0 | .18 | $4.32 \times 10^{-6}$ |
| RR |  |  |  |  |  | $8.997 \times 10^{-4}$ |
| SS |  |  |  |  | .18 | $8.997 \times 10^{-4}$ |

MEANING OF EVENT SYMBOLS:

| EVENT SYMBOL | COMPONENT |
| :---: | :---: |
| B | MMI 1 |
| C | MC 1 hardware |
| D | MC 1 control software |
| E | Cable |
| F | ${ }_{\mu}$ PC3 hardware |
| G | ${ }_{\mu}$ PC3 software |
| H | ${ }_{\mu}$ PD3 hardware |
| I | ${ }_{\mu}$ PD3 software |
| J | ${ }_{\mu P D}{ }^{\text {P }} 3$ hardware |
| K | uPD'3 software |
| L | Cable |
| M | ${ }_{4} \mathrm{PC}^{\prime}$ '3 hardware |
| N | ${ }_{\mu} \mathrm{PC}^{\prime} 3$ software |
| 0 | Switch 3 |
| P | ${ }_{\mu} \mathrm{PC} 3$ hardware (SR) |
| Q | ${ }_{\mu} \mathrm{PC}^{\prime} 3$ hardware (SR) |
| R | Cable |
| S | ${ }_{\mu \text { PC7 }}$ hardware |
| T | «PC7 software |
| U | uPD7 hardware |
| $\checkmark$ | «PD7 software |
| W | ${ }_{\mu P D}{ }^{\text {P }} 7$ hardware |
| X | ${ }_{\mu P D}{ }^{\text {P }} 7$ software |
| Y | uPD8 hardware |
| Z | «PD8 software |
| AA | ${ }_{\mu P D}$ '8 hardware |
| BB | ${ }_{\mu}{ }^{\text {PD ' }} 8$ software |
| CC | ${ }_{\mu} \mathrm{PC'}^{\prime} 7$ hardware |
| D | ${ }_{\mu} \mathrm{PC}^{\prime} 7$ software |

## EVENT

MMI 1 system fails
MC 1 hardware fails
MC 1 control software fails
C3-MC 1 line fails
«PC3 hardware fails
uPC3 software fails
uPD3 hardware fails
uPD3 software fails
${ }_{\mu}$ PD' 3 hardware fails
${ }_{\mu P D}{ }^{\prime} 3$ software fails
C3-MC 1 line fails
${ }_{\mu} P C$ ' 3 hardware fails
uPC'3 software fails
Switch 3 hardware fails
${ }_{\mu}$ PC3 hardware fails (SR)
${ }_{\mu}$ PC' 3 hardware fails (SR)
C7-MC line fails
${ }_{\mu}$ PC7 hardware fails
${ }_{\mu}$ PC7 software fails
${ }_{\mu P D 7}$ hardware fails
${ }_{\mu}$ PDD software fails
${ }_{\mu} P D^{\prime} 7$ hardware fails
${ }_{\mu P D}{ }^{\prime} 7$ software fails
${ }_{\mu}$ PD8 hardware fails
${ }_{\mu P D 8}$ software fails
${ }_{\mu P D} 8$ hardware fails
uPD'8 software fails
uPC'7 hardware fails
${ }_{\mu} P^{\prime} 7$ software fails

Table D. 11 (continued)

## DUAL STAR ARCHITECTURE SERIAL TRANSMISSION (CONDITION ONE)

| EE | Cable |
| :--- | :--- |
| FF | Switch 7 |
| GG | $\mu$ PC7 hardware |
| HH | $\mu P C 7$ hardware |
| II | MMI 2 |
| JJ | MC 1 hardware |
| KK | MC 2 hardware |
| LL | MC 2 software |
| MM | MC 2 hardware |
| NN | Cable |
| 00 | Cable |
| PP | Cable |
| QQ | Cable |
| RR | Secondary storage 1 |
| SS | Secondary storage 2 |

```
C'7-MC 1 line fails
Switch 7 hardware fails
\muPC7 hardware (SR) fails
\muPC7 hardware (SR) fails
MMI 2 system fails
MC 1 hardware fails (SR)
MC 2 hardware fails (SR)
MC 2 software fails
MC 2 hardware fails
MC2-C3 line fails
MC2-C3' line fails
MC2-C7 line fails
MC2-C7' line fails
Secondary storage 1 fails
Secondary storage 2 fails
```


## DUAL STAR ARCHITECTURE

PROBABILISTIC EQUATIONS SERIAL TRANSMISSION ALTERNATIVE (SITUATION ONE)
From the corresponding fault tree:
$T E=<B+C+D+R R+\{E+F+G+[H+I] x[J+K]: x\{L+M+N+0$
$+[G+P] \times(N+Q]+[H+J] \times[J+K]\}+\{1+\{1+\{1+\{1+\{1\}$
$+\{R+S+T+[U+V] \times[W+X]+[Y+Z] \times[A A+B B]\} \times\{C C+$
$+D D+E E+F F+[T+G G] x[D D+H H]+[U+V] x[W+X]+[Y+Z]$
$\left.x[A A+B B]\right|_{1}>x<[D+J J] x[L L+K K]+I I+M M+L L+S S+$
$+\{N N+F+G+[H+I] \times[J+K]\} x ; 00+M+N+0+[G+P] x$
$x[N+Q]+[H+I] \times[J+K]\}+\{1,\{1\}+1\}+\{1+11+\{P P+$
$+S+T+[U+V] \times[W+X]+[Y+Z] \times[A A+B B]\} \times C C+D D+Q Q$
$+F F+[T+G G] \times[D D+H H]+[U+V] x[W+X]+[Y+Z] x$
$+[A A+B B]_{1}^{l}>$
Reducing the equations by Boolean laws:
$T E=<B+C+D+R R+[H+I] \times[J+K]+[E+F+G] \times[L+M+N+$
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$$
\begin{aligned}
& +0+(G+P) \times(N+Q)]\}+\{1+\{1+1,1+\{1,1\} \\
& +\{[U+V]+[W+X]+[Y+Z] \times[A A+B B]+[R+S+T] \times[C C \\
& +D D+E E+F F+(T+G G) \times(D D+H H)]\}+<[D+J J] \times[L L+K K] \\
& +I I+M M+L L+S S+\{[H+I] \times[J+K]+[N N+F+G]+[00+ \\
& +M+N+0+(G+P) \times(N+Q)]\}+\{1+\{1,1+\{1+\{1+1\}+ \\
& \{[U+V] \times[W+X]+[Y+Z] \times[A A+B B]+[P P+S+T] \times \\
& {[C C+D D+Q Q+F F+(T+G G) \times(D D+H H)]_{1}^{1}>}
\end{aligned}
$$

Applying the probabilistic laws:

$$
\begin{aligned}
& T E=F_{1} \\
& F_{1}=F_{2}+F_{3} \\
& F_{2}=F_{35}+F_{6} \\
& F_{35}=F_{4}+F_{5} \\
& F_{4}=F_{33}+F_{34} \\
& F_{33}=B+C \\
& F_{34}=0+R R \\
& F_{5}=F_{7}+F_{7} \\
& F_{7}=F_{8}+F_{8}+F_{8} \\
& F_{8}=F_{11}+F_{12} \\
& F_{11}=[H+I] \times[J+K] \\
& F_{12}=(E+F+G) \times F_{13} \\
& F_{13}=F_{14}+F_{15} \\
& F_{14}=L+M+N+0 \\
& F_{15}=(G+P) \times(N+0) \\
& F_{6}=F_{16}+F_{17}+F_{18}
\end{aligned}
$$
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$$
\begin{aligned}
& +p\left(F_{16}\right) p\left(F_{17}\right) p\left(F_{18}\right)-p\left(F_{16}\right) p\left(F_{17}\right) \\
& -p\left(F_{16}\right) p\left(F_{18}\right)-p\left(F_{17}\right) p\left(F_{18}\right) \\
& F_{16}=(U+V) \times(W+X) \\
& F_{17}=(Y+Z) \times(A A+B B) \\
& F_{18}=(R+S+T)+F_{19} \\
& F_{19}=F_{20}+F_{21} \\
& F_{20}=C C+D D+E E+F F \\
& F_{21}=(T+G G) \times(D D+H H) \\
& F_{3}=F_{22}+F_{23}+F_{24} \\
& F_{22}=F_{25}+F_{26} \\
& F_{25}=(D+J J) \times(L L+K K) \\
& F_{26}=F_{33}+F_{34} \\
& F_{33}=I I+M M \\
& F_{34}=L L+S S \\
& F_{23}=F_{27}+F_{27} \\
& F_{27}=F_{28}+F_{28}+F_{28} \\
& F_{28}=F_{11}+F_{29} \\
& F_{29}=(N N+F+G) \times F_{30} \\
& F_{30}=F_{31}+F_{15} \\
& F_{31}=00+M+N+0 \\
& F_{24}=F_{16}+F_{17}+F_{32} \\
& F_{32}=(P P+S+T) \times F_{19} \\
& p\left(F_{16}\right)=[p(U)+p(V)]+[p(W)+p(X)] \\
& p\left(F_{17}\right)=[p(Y)+p(Z)] \times[p(A A)+p(B B)] \\
& p\left(F_{18}\right)=[p(R)+p(S)+p(T)] \times p\left(F_{19}\right) \\
& p\left(F_{19}\right)=p\left(F_{20}\right)+p\left(F_{21}\right)-p\left(F_{20}\right) p\left(F_{21}\right) \\
& p\left(F_{20}\right)=p(C C)+p(D D)+p(E E)+p(F F) \\
& p\left(F_{21}\right)=[p(T)+p(G G)] \times[p(D D)+p(H H)] \\
& p\left(F_{3}\right)=p\left(F_{22}\right)+p\left(F_{23}\right)+p\left(F_{24}\right)+ \\
& p\left(F_{22}\right) p\left(F_{23}\right) p\left(F_{24}\right)-p\left(F_{22}\right) p\left(F_{24}\right) \\
& -p\left(F_{22}\right) p\left(F_{23}\right)-p\left(F_{23}\right) p\left(F_{24}\right) \\
& p\left(F_{22}\right)=p\left(F_{25}\right)+p\left(F_{26}\right)-p\left(F_{25}\right) p\left(F_{26}\right) \\
& p\left(F_{25}\right)=[p(D)+p(J)-p(D) p(J)] \\
& x[p(L L)+p(K K)-p(L L) p(K K)] \\
& p\left(F_{26}\right)=p\left(F_{33}\right)+p\left(F_{34}\right)-p\left(F_{33}\right) p\left(F_{34}\right) \\
& p\left(F_{33}\right)=p(I I)+p(M M)-p(I I) p(M M) \\
& p\left(F_{34}\right)=p(L L)+p(S S)-p(L L) p(S S) \\
& p\left(F_{23}\right)=2 p\left(F_{27}\right)-p\left(F_{27}\right) \\
& p\left(F_{27}\right)=3 p\left(F_{28}\right)+p\left(F_{28}\right)^{3}-3 p\left(F_{28}\right)^{2} \\
& p\left(F_{28}\right)=p\left(F_{11}\right)+p\left(F_{29}\right)-p\left(F_{11}\right) p\left(F_{29}\right) \\
& p\left(F_{29}\right)=[p(N N)+p(F)+p(G)] \times p\left(F_{30}\right) \\
& p\left(F_{30}\right)=p\left(F_{31}\right)+p\left(F_{15}\right)-p\left(F_{31}\right) p\left(F_{15}\right) \\
& p\left(F_{31}\right)=p(00)+p(M)+p(N)+p(0) \\
& p\left(F_{24}\right)=p\left(F_{16}\right)+p\left(F_{17}\right)+p\left(F_{32}\right)+ \\
& p\left(F_{16}\right) p\left(F_{17}\right) p\left(F_{32}\right)-p\left(F_{16}\right) p\left(F_{17}\right)- \\
& p\left(F_{16}\right) p\left(F_{32}\right)-p\left(F_{17}\right) p\left(F_{32}\right) \\
& p\left(F_{32}\right)=[p(P P)+p(S)+p(T)] \times p\left(F_{19}\right)
\end{aligned}
$$
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Table D. 12
DUAL STAR ARCHITECTURE SERIAL TRANSMISSION (SITUATION TWO)
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Table 0.12 (continued)
DUAL STAR ARCHITECTURE SERIAL TRANSMISSION (CONDITION TWO)

MEANING OF EVENT SYMBOLS:
EVENT SYMBOL COMPONENT

MMI 1
Secondary storage 1 Secondary storage 2
MC 2 hardware
MC 2 diagnosis software
Cable
${ }_{\mu}$ PD3 hardware
uPD3 software
Cable
«PD3' hardware
«PD3' software
MC1 hardware
MC1 hardware
Cable
MMI 2

EVENT
MMI 1 system fails
Secondary storage 1 fails
Secondary storage 2 fails
MC 2 hardware fails
MC 2 diagnosis software fails
D3-MC 2 line fails
«PC3 hardware fails
${ }_{\mu}$ PC3 software fails
D3-MC 2 cable fails
แPD3' hardware fails
$\mu$ PD3' software fails
MC1 hardware fails (SR)
MC1 hardware fails (SR)
D3-MC 1 cable fails
MMI 2 system fails

DUAL STAR ARCHITECTURE
PROBABILISTIC EQUATIONS SERIAL TRANSMISSION ALTERNATIVE (SITUATION TWO)
The fault tree and the equations are similar to the parallel transmission case; a few probabilities change. The values of the probabilities used in this case are given in Table D. 10 and Table D.12.


Figure D. 13 Global bus architecture, situation one.


Figure D. 13 (continued)


Figure D. 13 (continued)


Figure D.13. (continued)




Figure D. 13
(continued)
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Table D. 13
GLOBAL BUS ARCHITECTURE SERIAL TRANSMISSION (SITUATION ONE)

|  | GENERIC |  |  | ENVIRON- LEARN- |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| EVENT | FAILURE | QUALITY | MENTAL | ING | FAILURE |
| SYMBOL | RATE $\left(\lambda_{G}\right)$ | FACTOR | FACTOR | FACTOR | RATE $(\lambda)$ |
|  |  |  |  |  |  |


|  | $\left(F / 10^{6} h\right)$ | $\pi_{Q}$ | $\pi_{E}$ | $\pi_{L}$ | $\left(F / 10^{6} h\right)$ | - |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| A | .06 | 3.0 | 1.0 | 1.0 | .18 | $4.32 \times 10^{-6}$ |
| C | 173.392 | 1.0 | 6.3 | 1.0 | $1.092 \times 10^{3}$ | $1.731 \times 10^{-5}$ |
| D | 223.84 | 1.0 | 6.3 | 1.0 | 1410.19 | $3.328 \times 10^{-2}$ |
| E | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| F | 102.517 | 1.0 | 6.3 | 1.0 | 646.046 | $1.538 \times 10^{-2}$ |
| G | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| H | 102.517 | 1.0 | 6.3 | 1.0 | 646.046 | $1.538 \times 10^{-2}$ |
| I | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| J | 96.776 | 1.0 | 6.3 | 1.0 | 609.688 | $1.452 \times 10^{-2}$ |
| K | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| L | 96.776 | 1.0 | 6.3 | 1.0 | 609.688 | $1.452 \times 10^{-2}$ |
| M | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| N | .155 | 1.0 | 6.3 | 1.0 | 0.9765 | $1.8747 \times 10^{-4}$ |
| O | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| P | 67.6105 | 1.0 | 6.3 | 1.0 | 425.95 | $1.017 \times 10^{-2}$ |
| Q | 102.517 | 1.0 | 6.3 | 1.0 | 646.046 | $1.538 \times 10^{-2}$ |
| R | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| S | 102.517 | 1.0 | 6.3 | 1.0 | 646.046 | $1.538 \times 10^{-2}$ |
| U | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
|  | 96.776 | 1.0 | 6.3 | 1.0 | 609.688 | $1.452 \times 10^{-2}$ |

Table 0.13 （continued）
GLOBAL BUS ARCHITECTURE SERIAL TRANSMISSION（SITUATION ONE）


MEANING OF EVENT SYMBOLS：

EVENT SYMBOL
「スムッエゥサmロロ』

## EVENT

Global bus fails
MMI system fails
MC hardware fails
MC control software fails
${ }_{\mu P C}$ hardware fails
uPC3 software fails
\＆PC＇3 hardware fails
$\mu$ PC＇3 software fails
${ }_{\mu P D} 3$ hardware fails
„PD3 software fails uPD＇3 hardware fails

Table D. 13 (continued)
GLOBAL BUS ARCHITECTURE SERIAL TRANSMISSION (SITUATION ONE)


| «PD3' software Switch 3 | ${ }^{\mu}$ PD3' $^{\prime}$ software fails Switch 3 fails |
| :---: | :---: |
| ${ }_{\mu}$ PC3 hardware | $\mu \mathrm{PC} 3$ hardware fails (SR) |
| ${ }_{\mu} \mathrm{PC}$ '3 3 software | ${ }_{\mu} \mathrm{PC}^{\prime} 3$ software fails (SR) |
| ${ }_{\mu} \mathrm{PC} 7$ hardware | ${ }_{\mu}$ PC7 hardware fails |
| ${ }_{\mu \text { PC7 }}$ software | «PC7 software fails |
| ${ }_{\mu} \mathrm{PC}$ '7 hardware | ${ }_{\mu} P^{\prime}$ '7 hardware fails |
| ${ }_{\mu} \mathrm{PC}^{\prime} 7$ software | uPC'7 software fails |
| «PD7 hardware | «PD7 hardware fails |
| uPD7 software | uPD7 software fails |
| ${ }_{\mu P D}{ }^{\text {P }} 7$ hardware | $\mu \mathrm{PD}$ '7 hardware fails |
| uPD'7 software | «PD'7 software fails |
| ${ }_{\mu}$ PD8 hardware | uPD8 hardware fails |
| uPD8 software | ${ }_{\mu}$ PD8 software fails |
| ${ }_{\mu P D}$ '8 hardware | uPD'8 hardware fails |
| ${ }_{\mu P D}{ }^{\text {c }}$ software | ${ }_{\mu P D}{ }^{\text {d }}$ software fails |
| Switch 7 | Switch 7 fails |
| ${ }_{\mu}$ PC7 hardware | ${ }_{\mu}$ PC7 hardware fails (SR) |
| ${ }_{\mu} \mathrm{PC}$ '7 7 hardware | ${ }_{\mu} \mathrm{PC}$ '7 7 hardware fails (SR) |
| Secondary storage | Secondary storage fails |

GLOBAL BUS ARCHITECTURE
PROBABILISTIC EQUATIONS D. 13 SITUATION ONE
From the fault tree:

$$
\begin{aligned}
& T E=A+\underline{C}+\underline{D}+E+F \underline{F}+\{[\underline{F}+G] \times[\underline{H}+I+N+(\underline{0}+G) \times(\underline{P}+I)] \\
& +[\underline{J}+K] \times[\underline{L}+M]\}+\{1+\{1+\{1+\{1\}+\{1 \mid+\{[\underline{Q}+R] \\
& x[\underline{S}+T+C C+(\underline{D}+R) x(\underline{E E}+T)]+[\underline{U}+V] x[\underline{W}+X]+[\underline{Y}+Z] \\
& x[A A+B B] \text { ) }
\end{aligned}
$$

Applying the probabilistics laws:

$$
\begin{aligned}
& T E=F_{1}+F_{2}+F_{3} \\
& F_{1}=F_{17^{+}} F_{18}
\end{aligned}
$$

$$
\begin{aligned}
p(T E)= & p\left(F_{1}\right)+p\left(F_{2}\right)+p\left(F_{3}\right)+p\left(F_{1}\right) p\left(F_{2}\right) p\left(F_{3}\right) \\
& -p\left(F_{1}\right) p\left(F_{2}\right)-p\left(F_{1}\right) p\left(F_{3}\right)-p\left(F_{2}\right) p\left(F_{3}\right) \\
p\left(F_{1}\right)= & p\left(F_{17}\right)+p\left(F_{18}\right)-p\left(F_{17}\right) p\left(F_{18}\right)
\end{aligned}
$$

$$
\begin{aligned}
& F_{17}=C \\
& F_{18}=D+E+F+A \\
& F_{2}=F_{4}+F_{4} \\
& F_{4}=F_{5}+F_{5}+F_{5} \\
& F_{5}=F_{6}+F_{7} \\
& F_{6}=(J+K) \times(L+M) \\
& F_{7}=(F+G) \times F_{8} \\
& F_{3}=F_{9}+F_{10} \\
& F_{9}=H+I+N \\
& F_{10}=(0+G) \times(P+I) \\
& F_{3}=F_{11}+F_{12}+F_{13}
\end{aligned}
$$

$$
p\left(F_{17}\right)=p(C)
$$

$$
p\left(F_{18}\right)=p(D)+p(E)+p(F F)-p(D) p(F F)+p(A)
$$

$$
p\left(F_{2}\right)=2 p\left(F_{4}\right)-p\left(F_{4}\right)^{2}
$$

$$
p\left(F_{4}\right)=3 p\left(F_{5}\right)+p\left(F_{5}\right)^{3}-3 p\left(F_{5}\right)^{2}
$$

$$
p\left(F_{5}\right)=p\left(F_{6}\right)+p\left(F_{7}\right)-p\left(F_{6}\right) p\left(F_{7}\right)
$$

$$
p\left(F_{6}\right)=[p(J)+p(K)] \times[p(L)+p(M)]
$$

$$
p\left(F_{7}\right)=[p(F)+p(G)] \times p\left(F_{8}\right)
$$

$$
p\left(F_{8}\right)=p\left(F_{9}\right)+p\left(F_{10}\right)-p\left(F_{9}\right) p\left(F_{10}\right)
$$

$$
p\left(F_{g}\right)=p(H)+p(I)+p(N)
$$

$$
p\left(F_{10}\right)=[p(0)+p(G)] \times[p(P) \times p(I)]
$$

$$
p\left(F_{3}\right)=p\left(F_{11}\right)+p\left(F_{12}\right)+p\left(F_{13}\right)+
$$

$$
p\left(F_{11}\right) p\left(F_{12}\right) p\left(F_{13}\right)-p\left(F_{11}\right) p\left(F_{12}\right)-
$$

$$
p\left(F_{12}\right) p\left(F_{13}\right)-p\left(F_{11}\right) p\left(F_{13}\right)
$$

$$
p\left(F_{11}\right)=[p(U)+p(V)] \times[p(W)+p(X)]
$$

$$
p\left(F_{12}\right)=[p(Y)+p(Z)] \times[p(A A)+p(B B)]
$$

$$
p\left(F_{12}\right)=[p(Q)+p(R)] \times p\left(F_{14}\right)
$$

$$
p\left(F_{14}\right)=p\left(F_{15}\right)+p\left(F_{16}\right)-p\left(F_{15}\right) p\left(F_{16}\right)
$$

$$
p\left(F_{15}\right)=[p(S)+p(T)+p(C C)
$$

$$
p\left(F_{16}\right)=[p(D D)+p(R)] \times[p(E E)+p(T)]
$$



Figure $0.14 \quad$ Global bus architecture, situation two.

1. Control system fails to diagnose and to advise the appropriate corrective measures
2.     + 
3. FF
4. Digital diagnosis system fails
5. A
6. C
7.     + 
8. Distributed system $D_{g}$ fails
9. Distributed system $D_{8}$ fails
10. Distributed system $D_{7}$ fails
11. Distributed system $D_{6}$ fails
12. Distributed system $D_{5}$ fails
13. Distributed system $D_{4}$ fails
14. Distributed system $D_{2}$ fails
15. Distributed system $D_{1}$ fails
16. Distributed system $D_{14}$ fails
17. Distributed system $D_{13}$ fails
18. Distributed system $D_{12}$ fails
19. Distributed system $D_{11}$ fails
20. Distributed system $D_{10}$ fails
21. Distributed system $D_{3}$ fails
22. GG
23. HH
24. 1


Figure D. 14

Table D. 14
gLobal bus architecture serial transmission (situation Two)


MEANING OF EVENT SYMBOLS:

| EVENT SYMBOL | COMPONENT |
| :--- | :--- |
| FF | Secondary storage |
| GG | MC hardware |
| HH | MC diagnosis software |
| J | uPD3 hardware |
| K | HPD software |
| L | uPD '3 hardware |
| M | MPD'3 software |
| E | MMI system |
| A | Coaxial cable |

## EVENT

Secondary storage fails
MC hardware fails
MC diagnosis software fails ${ }_{\mu P D}$ hardware fails uPD3 software fails ${ }_{\mu P D}$ '3 hardware fails uPD'3 software fails
MMI system fails Global bus fails

From the fault tree:

$$
\begin{aligned}
T E=F F & +A+C+G G+H H+[J+K] \times[L+M]+[]+[]+[]+[]+ \\
& +[]+[]+[]+[]+[]+[]+[]+[]+[]
\end{aligned}
$$

Applying the probabilistics laws:

$$
\begin{aligned}
& T E=F_{1}+F_{2} \\
& F_{1}=F_{8}+F_{9} \\
& F_{8}=F F+G G \\
& F_{9}=A+C+H H \\
& F_{2}=F_{3}+F_{3} \\
& F_{3}=F_{4}+F_{5} \\
& F_{4}=F_{6}+F_{6} \\
& F_{6}=F_{7}+F_{7} \\
& F_{5}=F_{7}+F_{7}+F_{7} \\
& F_{7}=(J+K) x(L+M)
\end{aligned}
$$

$$
\begin{aligned}
& p(T E)=p\left(F_{1}\right)+p\left(F_{2}\right)-p\left(F_{1}\right) p\left(F_{2}\right) \\
& p\left(F_{1}\right)=p\left(F_{8}\right)+p\left(F_{9}\right)-p\left(F_{8}\right) p\left(F_{9}\right) \\
& p\left(F_{8}\right)=p(F F)+p(G G)-p(F F) p(G G) \\
& p\left(F_{9}\right)=p(A)+p(C)+p(H H) \\
& p\left(F_{2}\right)=2 p\left(F_{3}\right)-p\left(F_{3}\right)^{2} \\
& p\left(F_{3}\right)=p\left(F_{4}\right)+p\left(F_{5}\right)-p\left(F_{4}\right) p\left(F_{5}\right) \\
& p\left(F_{4}\right)=2 p\left(F_{6}\right)-p\left(F_{6}\right)^{2} \\
& p\left(F_{6}\right)=2 p\left(F_{7}\right)-p\left(F_{7}\right)^{2} \\
& p\left(F_{5}\right)=3 p\left(F_{7}\right)+p\left(F_{7}\right)^{3}-3 p\left(F_{7}\right)^{2} \\
& p(F)=[p(J)+p(K)] \times[p(L)+p(M)]
\end{aligned}
$$



Figure D. 15
Dual global bus architecture, situation one.


Figure D. 15 (continued)


Figure D. 15 (continued)

1. 1
2.     + 
3. Distributed system 7 fails
4. Distributed system 6 fails
5. Distributed system 5 fails
6. Distributed system 4 fails
7. Distributed system 3 fails
8. Distributed system 2 fails
9. Distributed system 1 fails
10.     + 
11.     + 
12. Data validation system fails
13. $\mu \mathrm{PC} C_{7}$ system fails
14. $\mu \mathrm{PD}_{3}$ system fails
15. $\mu \mathrm{PC} C_{3}$ system fails
16. 3
17. 4
18. 5
19. 6


Figure D. 15 (continued)


Figure D. 15 (continued)




Figure 0.15 (continued)


Table D. 15
DUAL GLOBAL BUS ARCHITECTURE SERIAL TRANSMISSION (SITUATION ONE)

| EVENT SYMBOL | GENERIC FAILURE RATE ( $\lambda_{G}$ ) | QUALITY FACTOR | ENVIRONMENTAL FACTOR | $\begin{aligned} & \text { LEARN- } \\ & \text { ING } \\ & \text { FACTOR } \end{aligned}$ | FAILURE RATE ( $\lambda$ ) | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left(F / 10^{6} h\right)$ | ${ }^{\pi} \mathrm{Q}$ | ${ }^{\pi} \mathrm{E}$ | ${ }^{\prime} \mathrm{L}$ | (F/100 h ) |  |
| B | 0.06 | 3.0 | 1.0 | 1.0 | 0.18 | $4.32 \times 10^{-6}$ |
| C | 173.392 | 1.0 | 6.3 | 1.0 | $1.092 \times 10^{3}$ | $1.731 \times 10^{-5}$ |
| D | 0.06 | 3.0 | 1.0 | 1.0 | 0.18 | $4.32 \times 10^{-6}$ |
| E | 173.392 | 1.0 | 6.3 | 1.0 | $1.092 \times 10^{3}$ | $1.731 \times 10^{-5}$ |
| F | 223.84 | 1.0 | 6.3 | 1.014 | 410.19 | $3.328 \times 10^{-2}$ |
| G | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| H | 127.547 | 1.0 | 6.3 | 1.08 | 803.546 | $1.91 \times 10^{-2}$ |
| I | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| J | 127.547 | 1.0 | 6.3 | 1.08 | 803.546 | $1.91 \times 10^{-2}$ |
| K | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| L | 127.993 | 1.0 | 6.3 | 1.08 | 806.36 | $1.9166 \times 10^{-2}$ |
| M | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| N | 127.993 | 1.0 | 6.3 | 1.08 | 806.36 | $1.9166 \times 10^{-2}$ |
| 0 | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| P | 127.547 | 1.0 | 6.3 | 1.08 | 803.546 | $1.91 \times 10^{-2}$ |
| Q | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| R | 127.547 | 1.0 | 6.3 | 1.08 | 803.546 | $1.91 \times 10^{-2}$ |
| S | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| T | 127.993 | 1.0 | 6.3 | 1.08 | 806.36 | $1.9166 \times 10^{-2}$ |
| U | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |

Table D. 15 (continued)
DUAL GLOBAL BUS ARCHITECTURE SERIAL TRANSMISSION (SITUATION ONE)


MEANING OF EVENT SYMBOLS:
EVENT SYMBOL COMPONENT
B
Coaxial cable

EVENT
Global bus 1 fails

| C | MMI 1 system |
| :---: | :---: |
| D | Coaxial cable |
| E | MMI 2 system |
| F | MC 1 hardware |
| G | MC 1 software |
| H | ${ }_{4}$ PC3 hardware |
| I | uPC3 software |
| J | uPC'3 hardware |
| K | ${ }_{\mu} \mathrm{PC}^{\prime} 3$ software |
| L | ${ }_{\mu}$ PD3 hardware |
| M | ${ }_{\mu}$ PD3 software |
| N | ${ }_{\mu P D}{ }^{\text {P }}$ h hardware |
| 0 | ${ }_{\mu P D}$ '3 software |
| P | ${ }_{\mu \text { PC7 }}$ hardware |
| Q | $\mu \mathrm{PC7}$ software |
| R | ${ }_{\mu}{ }^{\text {PC' }} 7$ hardware |
| S | uPC'7 software |
| T | uPD7 hardware |
| U | «PD7 software |
| $V$ | ${ }_{\mu P D}{ }^{\text {P }} 7$ hardware |
| W | ${ }_{\mu P D}{ }^{\text {P }} 7$ software |
| $X$ | ${ }_{\mu}$ PD8 hardware |
| Y | ${ }_{\mu}$ PD8 software |
| Z | ${ }_{\mu P D}$ '8 hardware |
| AA | ${ }_{\mu}{ }^{\text {PD'8 }}$ software |
| BB | Switch 7 |
| CC | ${ }_{\mu}$ PC7 hardware |
| DD | ${ }_{\mu \mathrm{PC}}{ }^{\prime} 7$ hardware |
| EE | Switch 3 |
| FF | ${ }_{\mu} \mathrm{PC} 3$ hardware (SR) |
| GG | «PC'3 hardware (SR) |
| LL | MC 2 hardware |
| MM | MC 2 software |
| NN | Secondary storage 1 |
| 00 | Secondary storage 2 |



MMI 1 system fails Global bus 2 fails MMI 2 system fails MC 1 hardware fails MC 1 software fails «PC3 hardware fails $\mu$ PC3 software fails ${ }_{\mu}$ PC' $^{\prime} 3$ hardware fails uPC'3 software fails uPD3 hardware fails uPD3 software fails $\mu$ PD' 3 hardware fails uPD'3 software fails ${ }_{\mu P C 7}$ hardware fails uPC7 software fails ${ }_{\mu} P C ' 7$ hardware fails uPC'7 software fails «PD7 hardware fails uPD7 software fails
uPD'7 hardware fails
uPD'7 software fails
uPD8 hardware fails
uPD8 software fails
uPD'8 hardware fails
uPD'8 software fails
Switch 7 hardware fails
COT hardware fails (SR)
${ }_{\mu}$ PC' $^{7}$ hardware fails (SR)
Switch 3 hardware fails
${ }_{\mu}$ PC3 hardware fails (SR)
${ }_{\mu}$ PC' 3 hardware fails (SR)
MC 2 hardware fails
MC 2 control software fails
Secondary storage 1 fails
Secondary storage 2 fails

PROBABILISTIC EQUATIONS
Fran the fault tree:
$T E=$

$$
\begin{aligned}
& \begin{aligned}
< & B+C+N N+F+G+\{[H+I]+[J+K+E E+(F F+I) \times \\
& (G G+K)]+[L+M] \times[N+0]\}\}+\{ \}+\{ \}
\end{aligned} \\
& +[P+Q] \times[R+S+B B+(Q+C C) \times(S+D D)]+ \\
& [T+U] \times[V+W]+[X+Y] \times[Z+A A]\} \times D+E+00+
\end{aligned}
$$

$$
\begin{aligned}
& {[F+G] \times[L L+M M]+L L+M M+\{[H+I] \times[J+K+E E+(F F+} \\
& I) \times(G G+K)]+[L+M] \times[N+0]\}+\{ \}+\{ \}+\{ \}+\{ \} \\
& \left\{\begin{array}{l}
{[ }
\end{array}\right\}+[P+Q] \times[R+S+B B+(Q+C C) \times(S+D D)]+[T+U] \\
& \{ \\
& \times[V+W]+[X+Y] \times[Z+A A]\}
\end{aligned}
$$

By using the boolean laws the equation is reduced to:
$T E=\{[H+I] \times[J+K+E E+(F F+I) \times(G G+K)]+[L+M] \times[N+0]\}$

$$
\begin{aligned}
& +\{1+\{1+\{1+\{ \}+\{ \}+\{[P+Q] \times[R+S+B B+\} \\
& (Q+C C) \times(S+D D)]+[T+U] \times[V+W] \times[X+Y] \times[Z+A A]\} \\
& +[B+C+F+G+N N] \times[D+E+L L+M M+00]
\end{aligned}
$$

Applying the probabilistics laws:
$T E=F_{1}+F_{2}+F_{3}$
$F_{1}=F_{4}$

$$
F_{4}=F_{18} \times F_{19}
$$

$$
F_{18}=B+C+F+G+N N
$$

$$
\begin{aligned}
& p(T E)=p\left(F_{1}\right)+p\left(F_{2}\right)+p\left(F_{3}\right)-p\left(F_{1}\right) p\left(F_{2}\right) p\left(F_{3}\right) \\
&-p\left(F_{1}\right) p\left(F_{2}\right)-p\left(F_{1}\right) p\left(F_{3}\right)-p\left(F_{2}\right) p\left(F_{3}\right) \\
& p\left(F_{1}\right)=p\left(F_{4}\right) \\
& p\left(F_{4}\right)=p\left(F_{18}\right) \times p\left(F_{1 g}\right) \\
& p\left(F_{18}\right)=p(B)+p(C)+p(F)+p(G)+p(N N)
\end{aligned}
$$

$$
+p(C) p(F) p(N N)-p(C) p(F)-p(C) p(N N)
$$

$$
-p(F) p(N N)
$$

$F_{19}=D+E+L+M M+00$

$$
F_{2}=F_{5}+F_{5}
$$

$$
F_{5}=F_{6}+F_{6}+F_{6}
$$

$$
F_{6}=F_{7}+F_{8}
$$

$$
\begin{aligned}
p\left(F_{1 g}\right) & =p(D)+p(E)+p(L L)+p(M M) \\
& +p(00)+p(E) p(L L) p(00)-p(E) p(L L) \\
& -p(E) p(00)-p(L L) p(00) \\
p\left(F_{2}\right)= & 2 p\left(F_{5}\right)-p\left(F_{5}\right)^{2} \\
p\left(F_{5}\right)= & 3 p\left(F_{6}\right)+p\left(F_{6}\right)^{3}-3 p\left(F_{6}\right)^{2} \\
p\left(F_{6}\right)= & p\left(F_{7}\right)+p\left(F_{8}\right)-p\left(F_{7}\right) p\left(F_{8}\right)
\end{aligned}
$$

435

$$
\begin{array}{ll}
F_{7}=(L+M) \times(N+0) & p\left(F_{7}\right)=[p(L)+p(M)] \times[p(N)+p(0)] \\
F_{8}=(H+I)+F_{9} & \left.p\left(F_{8}\right)=[p(H)+p(I)] \times p\left(F_{9}\right)\right] \\
F_{9}=F_{10}+F_{11} & p\left(F_{9}\right)=p\left(F_{10}\right)+p\left(F_{11}\right)-p\left(F_{10}\right) p\left(F_{11}\right) \\
F_{10}=J+K+E & p\left(F_{10}\right)=p(J)+p(K)+p(E)-p(J) p(E) \\
F_{11}=(F F+I) \times(G G+K) & p\left(F_{11}\right)=[p(F F)+p(I)] \times[p(G G)+p(K)] \\
F_{3}=F_{12}+F_{13}+F_{14} & p\left(F_{3}\right)=p\left(F_{12}\right)+p\left(F_{13}\right)+p\left(F_{13}\right)+p\left(F_{12}\right) \\
& p\left(F_{13}\right) p\left(F_{14}\right)-p\left(F_{12}\right) p\left(F_{14}\right)- \\
& p\left(F_{12}\right) p\left(F_{13}\right)-p\left(F_{13}\right) p\left(F_{14}\right) \\
F_{12}=(T+U) \times(V+W) & p\left(F_{12}\right)=[p(T)+p(U)] \times[p(V)+p(W)] \\
F_{13}=(X+Y) \times(Z+A A) & p\left(F_{13}\right)=[p(X)+p(Y)] \times[p(Z)+p(A A)] \\
F_{14}=(P+Q)+F_{15} & p\left(F_{14}\right)=[p(P)+p(Q)] \times p\left(F_{15}\right) \\
F_{15}=F_{16}+F_{17} & p\left(F_{15}\right)=p\left(F_{16}\right)+p\left(F_{17}\right)-p\left(F_{16}\right) p\left(F_{17}\right) \\
F_{16}=R+S+B B & p\left(F_{16}\right)=p(R)+p(S)+p(B B) \\
F_{17}=(Q+C C) \times(S+D D) & p\left(F_{17}\right)=[p(Q)+p(C C)] \times[p(S)+p(D D)]
\end{array}
$$



Figure D. 16
Dual global bus architecture, situation two.
*See legena on next page.

1. Control system fails to diagnose and to advise the appropriate corrective measures
2. X
3. Standby diagnosis system No. 2 fails
4. Diagnosis system No. 1 on service fails
5.     + 
6.     + 
7. NN
8. C
9. B
10. F
11. PP
12. 1
13. 00
14. E
15. D
16. QQ
17. LL
18. 1


Figure D. 16 (continued)
*See legend on next page.

1. 1
2. Distributed digital system fails
3.     + 
4. Distributed system $D_{g}$ fails
5. Distributed system $D_{8}$ fails
6. Distributed system $D_{7}$ fails
7. Distributed system $D_{6}$ fails
8. Distributed system $D_{5}$ fails
9. Distributed system $D_{4}$ fails
10. Distributed system $D_{3}$ fails
11. Distributed system $D_{2}$ fails
12. Distributed system $D_{1}$ fails
13. Distributed system $D_{14}$ fails
14. Distributed system $D_{13}$ fails
15. Distributed system $D_{12}$ fails
16. Distributed system $D_{11}$ fails
17. Distributed system $D_{10}$ fails
18. 2


Table D. 16
DUAL GLOBAL BUS ARCHITECTURE SERIAL TRANSMISSION (SITUATION TWO)

| EVENT SYMBOL | GENERIC <br> FAILURE <br> RATE ( $\lambda_{G}$ ) $\left(F / 10^{6} h\right)$ | QUALITY FACTOR <br> ${ }^{\pi} \mathrm{Q}$ | ENVIRON- <br> MENTAL <br> FACTOR <br> ${ }^{\pi} E$ | LEARN- <br> ING <br> FACTOR <br> ${ }^{\pi} L$ | $\begin{aligned} & \text { FAILURE } \\ & \text { RATE }(\lambda) \\ & \left(F / 10^{6} h\right) \end{aligned}$ | EVENT PROBABILITY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NN |  |  |  |  |  | $8.997 \times 10^{-4}$ |
| 00 |  |  |  |  |  | $8.997 \times 10^{-4}$ |
| PP | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| QQ | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| LL | 127.547 | 1.0 | 6.3 | 1.0 | 803.546 | $1.91 \times 10^{-2}$ |
| M | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| $N$ | 127.547 | 1.0 | 6.3 | 1.0 | 803.546 | $1.91 \times 10^{-2}$ |
| 0 | 5.71 | 1.0 | 1.0 | 1.0 | 5.71 | $1.3149 \times 10^{-4}$ |
| B | . 06 | 3.0 | 1.0 | 1.0 | . 18 | $4.32 \times 10^{-6}$ |
| C | 173.392 | 1.0 | 6.3 | 1.0 | 1092 | $1.731 \times 10^{-5}$ |
| F | 223.84 | 1.0 | 6.3 | 1.0 | 1410.19 | $3.328 \times 10^{-2}$ |
| E | 173.392 | 1.0 | 6.3 | 1.0 | 1092 | $1.731 \times 10^{-5}$ |
| LL | 223.84 | 1.0 | 6.3 | 1.0 | 1410.19 | $3.328 \times 10^{-2}$ |

MEANING OF EVENT SYMBOLS:
EVENT SYMBOL COMPONENT

| NN | Secondary storage |
| :---: | :---: |
| 00 | Secondary storage 2 |
| PP | MC 1 software |
| QQ | MC 2 software |
| L | ${ }_{\mu}$ PD3 hardware |
| M | «PD3 software |
| $N$ | ${ }_{\mu P D}$ '3 hardware |

EVENT
Secondary storage 1 fails Secondary storage 2 fails MC 1 software fails
MC 2 software fails $\mu$ PD3 hardware fails ${ }_{\mu}$ PDO software fails ${ }_{\mu}$ PD' $^{\prime}$ hardware fails

| 0 | بPD'3 software |
| :--- | :--- |
| B | Coaxial cable |
| C | MMI 1 hardware |
| F | MC 1 hardwable |
| D | MMI2 |
| E | MC 2 hardware |

uPD'3 software fails G1obal bus 1 fails MMI 1 system fails
MC 1 hardware fails
Global bus 2 fails
MMI 2 system fails
MC 2 hardware fails

## PROBABILISTIC EQUATIONS

From the corresponding fault tree:

$$
\begin{aligned}
& T E=(B+C+N N+\{F+P P+[L+M] \times[N+O]+[]+[]+[]+ \\
& +[]+[]+[]+[]+[]+[]+[]+[]+ \\
& +[]+\left[\begin{array}{ll}
1 \\
\}
\end{array}\right) \times(D+E+00+\{L L+Q Q+[L+M] \times \\
& {[\mathrm{N}+0]+[]+[]+[]+[]+[]+[]+[]+}
\end{aligned}
$$

Applying boolean laws the equation is reduced to:

$$
\begin{gathered}
T E=[L+M] \times[N+0]+[]+[]+[]+[]+[]+[] \\
+[]+[]+[1]+[]+[1]+[]+[]+ \\
\\
[D+E+00+L+Q Q] \times B+C+N N+F+P P]
\end{gathered}
$$

Applying the probabilistics laws:

$$
\begin{array}{lrl}
T E=F_{1}+F_{2} & p(T E)=p\left(F_{1}\right)+p\left(F_{2}\right)-p\left(F_{1}\right) p\left(F_{2}\right) \\
F_{1}=F_{3} \times F_{4} & p\left(F_{1}\right)=p\left(F_{3}\right) p\left(F_{4}\right) \\
F_{3}=B+C+N N+F+p p & p\left(F_{3}\right)=p(B)+p(C)+p(N N)+p(F)+p(P P)+ \\
& & p(C) p(N N) p(F)-p(C) p(F)-p(C) p(N N) \\
& -p(N N) p(F) \\
F_{4}=D+E+00+\amalg+Q Q & p\left(F_{4}\right)=p(D)+p(E)+p(00)+p(L L)+P(Q Q) \\
& & p(E) p(00) p(L L)-p(E) p(00)-p(E) p(L L)
\end{array}
$$

$$
\begin{aligned}
& F_{2}=F_{5}+F_{5} \\
& F_{5}=F_{6} \times F_{7} \\
& F_{6}=F_{8} \times F_{8} \\
& F_{8}=F_{9}+F_{9} \\
& F_{7}=F_{9}+F_{9}+F_{9} \\
& F_{9}=(L+M) \times(N+0)
\end{aligned}
$$

$$
\begin{aligned}
& \quad-p(00) p(L L) \\
& p\left(F_{2}\right)=2 p\left(F_{5}\right)-p\left(F_{5}\right)^{2} \\
& p\left(F_{5}\right)=p\left(F_{6}\right) p\left(F_{7}\right)-p\left(F_{6}\right) p\left(F_{7}\right) \\
& p\left(F_{6}\right)=2 p\left(F_{8}\right)-p\left(F_{8}\right)^{2} \\
& p\left(F_{8}\right)=2 p\left(F_{9}\right)-p\left(F_{9}\right)^{2} \\
& p\left(F_{7}\right)=3 p\left(F_{9}\right)+p\left(F_{9}\right)^{3}-3 p\left(F_{9}\right)^{2} \\
& p\left(F_{9}\right)=[p(L)+p(M)] \times[p(N)+p(0)]
\end{aligned}
$$

## APPENDIX E

## debugaing time calculations

The theory behind the debugging time calculations has been stated in references E.1 and E.2. In those references it is proved that the expected number of software errors or failures detected at time $t$ is a non-decreasing function of $t$. Also this expression is a function of the expected total number of errors to be detected until complete and perfect debugging. This expression has the following form:

$$
\begin{equation*}
m(t)=a\left(1-e^{-b t}\right) \tag{E.1}
\end{equation*}
$$

where
$m(t)=$ expected number of errors detected at time $t$
a $=$ total expected number of errors
b = software parameter characteristic of each program.
The theory has been developed aiming to predict the expected reliability of a program when it has not been completely debugged. In other words, the actual parameters for Eq. (E.1) come from direct observation during the debugging process.

Performing a time derivative on Eq. (E.1): :
$\frac{d m(t)}{d t}=\hat{B} b e^{-b t}$
$\mathrm{a}=\mathrm{B}$, the expected remaining bugs in the program.
$\frac{d m(t)}{d t}$ can be interpreted as the hazard function of the software.
The following step is to assume that the debugging process is done by running the code under study and looking for the errors buried in it. This assumption equates the time variable in Eq. (E.1) with the debugging
time.

$$
\begin{aligned}
& \text { For a debugging time } T_{D} \\
& \left.\frac{d m(t)}{d t}\right]_{t=t_{0}}=\hat{B} b e^{-b T_{D}}
\end{aligned}
$$

making the hazard function a fixed value (at designer will).

$$
\begin{align*}
& \left.\frac{d m(t)}{d t}\right]_{t=T_{D}}=C  \tag{E.3}\\
& C=\hat{B} b e^{-b T_{D}}
\end{align*}
$$

Solving the equation

$$
\begin{equation*}
T_{D}=-\frac{1}{D} \ln \left(\frac{C}{B b}\right) \tag{E.4}
\end{equation*}
$$

In our case the values for $\hat{B}$ come from Table B. 2 where the estimated number of errors at the end of programming stage are calculated. The parameter $C$ is fixed value by the designer. Only the parameter $b$ offers difficulties to obtain it, because this is a value which can only be acquired after the real debugging process has been started. This point presents a problem that cannot be accurately solved at this stage of the analysis but from past experiences a general number for $b$ can be assumed. $b=7.381 \times 10^{-4}\left[h^{-1}\right]$

More accurate calculations must wait until the real debugging process is started.

## REFERENCES
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## APPENDIX F <br> SENSITIVITY ANALYSIS

The results of the sensitivity analysis are written in two tables, one for each situation. The first three options in each sitatuion have been chosen for the sensitivity analysis: dual start serial, dual global bus, and dual star parallel in situation one and central computer, global bus, and star serial in situation two.

The parameters (variables) analyzed are the following:

1. Situation One
cost (C)
payoff of success (POS)
probability of $\mu P C$ hardware failure ( $P(\mu P C)$ )
probability of $\mu P D$ hardware failure ( $P(\mu P D)$ )
probability of mC hardware failure ( $\mathrm{P}(\mathrm{mC})$ )
probability of line failure (P(lines))
time between maintenance ( $T_{\text {maint }}$ )
probability of software failure (P(soft))
2. Situation One
cost (C)
probability of wrong operator intervention (P(OP))
probability of $\mu P D$ hardware failure ( $P(\mu P D)$ )
probability of $m C$ hardware failure ( $P(m C)$ )
probability of line failure ( $P($ line))
time between maintenance ( $T_{\text {maint }}$ )
probability of software failure ( $\mathrm{P}($ soft $)$ )

The tables show the values of the variables, the corresponding probability of failure for the architecture, and the related EMV. All the numbers are graphically shown in Figures 2.10.1 through 2.10.15.

Table F.1: Sensitivity Analysis: Situation One Dual Star Serial

Dual Global Bus

| Cost | Variable | $P_{f}(A C T)$ | EMV $\times 10^{6}$ | Variable | $P_{f}(A C T)$ | EMV $\times 10^{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $10.9 \times 10^{6}$ | . 0035 | 55.865 | $10.9 \times 10^{6}$ | . 0068 | 55.646 |
|  | $11.21 \times 10^{6}$ | . 0035 | 55.553 | $11.26 \times 10^{6}$ | . 0068 | 55.282 |
| $\mathrm{P}\left({ }_{\mu} \mathrm{PC}\right)$ | $11.5 \times 10^{6}$ | . 0035 | 55.265 | $11.5 \times 10^{6}$ | . 0068 | 55.047 |
|  | $1.0 \times 10^{6}$ | . 0033 | 55.566 | $1.0 \times 10^{-2}$ | . 0049 | 55.408 |
|  | $1.66 \times 10^{-2}$ | . 0035 | 55.553 | $1.91 \times 10^{-2}$ | . 0068 | 55.282 |
| $P\left({ }_{\mu} \mathrm{PD}\right)$ | $3.0 \times 10^{-2}$ | . 0042 | 55.507 | $3.0 \times 10^{-2}$ | . 0107 | 55.020 |
|  | $1.0 \times 10^{-2}$ | . 0034 | 55.567 | $1.0 \times 10^{-2}$ | . 0046 | 55.426 |
|  | $1.57 \times 10^{-2}$ | . 0035 | 55.553 | $1.92 \times 10^{-2}$ | . 0067 | 55.282 |
| $P(m C)$ | $3.0 \times 10^{-2}$ | . 0041 | 55.512 | $3.01 \times 10^{-2}$ | . 0011 | 54.998 |
|  | $1.0 \times 10^{-2}$ | . 0003 | 55.770 | $1.0 \times 10^{-2}$ | . 0057 | 55.352 |
|  | $5.10 \times 10^{-2}$ | . 0035 | 55.553 | $3.33 \times 10^{-2}$ | . 0068 | 55.282 |
| $P$ (soft $)$ | $7.0 \times 10^{-2}$ | .006 ${ }^{-}$ | 55.379 | $7.0 \times 10^{-2}$ | . 0106 | 55.025 |
|  | $1.0 \times 10^{-5}$ | . 0034 | 55.499 | $1.0 \times 10^{-5}$ | . 0068 | 55.222 |
|  | $1.37 \times 10^{-4}$ | . 0035 | 55.553 | $1.37 \times 10^{-4}$ | . 0068 | 55.282 |
| POS | $1.0 \times 10^{-3}$ | . 0035 | 55.605 | $1.0 \times 10^{-3}$ | . 0073 | 55.295 |
|  | $33.5 \times 10^{6}$ | . 0035 | 22.171 | $33.5 \times 10^{6}$ | . 0067 | 22.01 |
|  | $67 \times 10^{6}$ | . 0003 | 55.553 | $67 \times 10^{6}$ | . 0068 | 55.282 |
| $P(1 i n e s)$ | $1.0 \times 10^{8}$ | . 0035 | 88.438 | $1 \times 10^{8}$ | . 0068 | 88.059 |
|  | 0 | . 0035 | 55.553 | 0 | . 0068 | 55.282 |
|  | $4.32 \times 10^{-6}$ | . 0035 | 55.555 | $4.32 \times 10^{-6}$ | . 0068 | 55.282 |
| $T$ (tests) | $1.0 \times 10^{-5}$ | . 0035 | 55.553 | $1.0 \times 10^{-5}$ | . 0068 | 55.282 |
|  | 24(h) | . 0035 | 55.553 | 24(h) | . 0068 | 55.282 |
|  | 72(h) | . 0037 | 53.295 | 72(h) | . 0058 | 51.846 |
|  | 120(h) | . 1136 | 48.174 | 120(h) | . 1500 | 45.677 |

Table F.1: Sensitivity Analysis: Situation One (continued) Dual Star Parallel

|  | Variable | $P_{f}(A C T)$ | EMV $\times 10^{6}$ |
| :---: | :---: | :---: | :---: |
| Cost | $10.9 \times 10^{6}$ | . 0095 | 55.461 |
|  | $11.39 \times 10^{6}$ | . 0095 | 54.967 |
|  | $11.5 \times 10^{6}$ | . 0095 | 54.861 |
| $\mathrm{P}\left({ }_{\mu} \mathrm{PC}\right)$ | $1.0 \times 10^{-2}$ | . 0084 | 55.041 |
|  | $1.60 \times 10^{-2}$ | . 0095 | 54.967 |
|  | $3.0 \times 10^{-2}$ | . 0142 | 54.654 |
| $P\left({ }_{\mu} P D\right)$ | $1.0 \times 10^{-2}$ | . 0082 | 55.056 |
|  | $1.63 \times 10^{-2}$ | . 0095 | 54.967 |
|  | $3.0 \times 10^{-2}$ | . 0146 | 54.679 |
| $P(m C)$ | $1.0 \times 10^{-2}$ | . 0044 | 55.313 |
|  | $6.37 \times 10^{-2}$ | . 0095 | 54.967 |
|  | $9.0 \times 10^{-2}$ | . 0147 | 54.623 |
| $P(s o f t)$ | $1.0 \times 10^{-5}$ | . 0095 | 54.906 |
|  | $1.37 \times 10^{-4}$ | . 0095 | 55.967 |
|  | $1.0 \times 10^{-3}$ | . 01 | 54.987 |
| POS | $33.5 \times 10^{6}$ | . 0095 | 21.786 |
|  | $67 \times 10^{6}$ | . 0095 | 54.967 |
|  | $1.0 \times 10^{8}$ | . 0095 | 87.652 |
| $P(1 i n e s)$ | 0 | . 0095 | 54.967 |
|  | $4.32 \times 10^{-6}$ | . 0095 | 54.967 |
|  | $1.0 \times 10^{-5}$ | . 0095 | 54.967 |
| T(tests) | 24(h) | . 0095 | 54.967 |
|  | 72(h) | . 0079 | 50.341 |
|  | 120( h ) | . 1944 | 42.579 |

Table F.2: Sensitivity Analysis: Situation Two
Central

| Cost | Variable | $P_{f}(A C T)$ | $E M Y \times 10^{6}$ | Variable | $\mathrm{P}_{\mathrm{f}}(\mathrm{ACT})$ | $E M V \times 10^{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $10.8 \times 10^{6}$ | . 177 | -10.93 | $10.8 \times 10^{6}$ | . 0037 | -10.83 |
|  | $10.91 \times 10^{6}$ | . 177 | -11.05 | $11.04 \times 10^{6}$ | . $0037-$ | -11.07 |
|  | $11.3 \times 10^{6}$ | . 177 | -11.43 | $11.3 \times 10^{6}$ | . 0037 | -11.33 |
| P(op) | 0.01 | . 177 | -10.95 | 0.01 | . 0037 | -11.05 |
|  | 0.039 | . 177 | -11.05 | 0.039 | . 0037 | -11.07 |
|  | 0.1 | . 177 | -11.25 | 0.1 | . 0037 | -11.11 |
| $P\left({ }_{\mu} P D\right)$ |  |  |  | $1.0 \times 10^{-2}$ | . 0036 | -11.067 |
|  |  |  |  | $1.45 \times 10^{-2}$ |  | -11.068 |
|  |  |  |  | $3.0 \times 10^{-2}$ | . 0465 | -11.075 |
| $P(m C)$ | 0.1 | . 105 | -10.99 | $1.0 \times 10^{-2}$ | . 014 | -11.051 |
|  | 0.172 | . 177 | -11.05 | $3.33 \times 10^{-2}$ | . 037 | -11.068 |
|  | 0.3 | . 304 | -11.14 | $7.0 \times 10^{-2}$ | . 073 | -11.095 |
| $P($ lines $)$ | $5.0 \times 10^{-4}$ | . 173 | -11.04 | 0 | . 037 | -11.068 |
|  | $4.69 \times 10^{-3}$ | . 177 | -11.05 | $4.32 \times 10^{-6}$ | . 037 | -11.068 |
|  | $5.0 \times 10^{-2}$ | . 2141 | -11.07 | $1.0 \times 10^{-5}$ | . 037 | -11.068 |
| $P$ (soft) | $1.0 \times 10^{-5}$ | . 176 | -11.11 | $1.0 \times 10^{-5}$ | . 0370 | -11.134 |
|  | $1.31 \times 10^{-4}$ | . 177 | -11.05 | $1.31 \times 10^{-4}$ | . 0372 | -11.018 |
|  | $1.0 \times 10^{-3}$ | . 177 | -10.99 | $1.0 \times 10^{-3}$ | . 0383 | -11.068 |
| $T$ (tests) | 24(h) | . 177 | -11.05 | 24(h) | . 0372 | -11.068 |
|  | 72(h) | . 445 | -11.24 | 72(h) | . 1274 | -11.135 |
|  | 120( h ) | . 628 | -11.38 | 120(h) | . 2313 | -11.212 |

Table F.2: Sensitivity Analysis: Situation One (continued)
Star Serial

|  | Variable | $P_{f}($ ACT $)$ | $E M V \times 10^{6}$ |
| :---: | :---: | :---: | :---: |
| Cost | 10. | . 0514 | -10.84 |
|  | 11.07 | . 0514 | -11.11 |
|  | $11.3 \times 10^{6}$ | . 0514 | -11.34 |
| P(op) | 0.01 | . 0514 | -11.08 |
|  | 0.039 | . 0514 | -11.11 |
|  | 0.1 | . 0514 | -11.16 |
| $P\left({ }_{\mu} \mathrm{PD}\right)$ | $1.0 \times 10^{-2}$ | . 0506 | -11.06 |
|  | $1.26 \times 10^{-2}$ | . 0514 | -11.06 |
|  | $3.0 \times 10^{-2}$ | . 0613 | -11.114 |
| $P(m C)$ | $1.0 \times 10^{-2}$ | . 0133 | -11.078 |
|  | $4.8 \times 10^{-2}$ | . 0514 | -11.107 |
|  | $7.0 \times 10^{-2}$ | . 073 | -11.123 |
| $P(1 i n e s)$ | 0 | . 0514 | -11.107 |
|  | $4.32 \times 10^{-6}$ | . 0514 | -11.107 |
|  | $1.0 \times 10^{-5}$ | . 0514 | -11.107 |
| $P(s o f t)$ | $1.0 \times 10^{-5}$ | . 051 | -11.172 |
|  | $1.31 \times 10^{-4}$ |  | -11.107 |
|  | $1.0 \times 10^{-3}$ | . 052 | -11.056 |
| $T$ (test) | 24(h) | . 0514 | -11.107 |
|  | 72(h) | . 162 | -11.189 |
|  | 120(h) | . 277 | -11.273 |

## APPENDIX G

state equations for the quasi steady state condition The basic equations to start the process of obtaining the state equations are:

$$
\begin{align*}
& \dot{M}_{s}=w_{f 1}-w_{c}  \tag{3.3.11}\\
& \dot{M}_{w}=w_{s p}+w_{c}+w_{s u}-w_{f 1}  \tag{3.3.12}\\
& \dot{u}_{s}=w_{f 1} h_{f 1}-w_{c} h_{s}-P \dot{v}_{s}  \tag{3.3.13}\\
& \dot{U}_{w}=w_{s u} h_{s u}+w_{c} h_{c}+w_{s p} h_{c}-w_{f 1} h_{f 1}+Q_{h}-P \dot{v}_{w}  \tag{3.3.23}\\
& w_{s p} h_{s p}+w_{c} h_{s}=w_{c} h_{c}+w_{s p} h_{c}  \tag{3.3.19}\\
& \dot{V}_{w}+\dot{V}_{s}=0 \tag{3.3.17}
\end{align*}
$$

By definition

$$
\dot{U}_{w}=\dot{H}_{s}-P \dot{V}_{s}-\dot{P} V_{s}
$$

Substituting (3.3.13) into the definition

$$
\dot{H}_{s}-\dot{P}_{s}-\dot{P}_{s}=w_{f 1} h_{f 1}-w_{c} h_{s}-\dot{P} V_{s}
$$

cancelling equal terms

$$
\begin{equation*}
\dot{H}_{s}=w_{f 1} h_{f 1}-w_{c} h_{s}+\dot{P}_{s} \tag{G.1}
\end{equation*}
$$

Also by definition

$$
\dot{H}_{s}=\dot{M}_{s} h_{s}+M_{s} \dot{h}_{s}
$$

Substituting the definition into (G.1)

$$
\dot{M}_{s} h_{s}+M_{s} \dot{h}_{s}=w_{f 1} h_{f 1}-w_{c} h_{s}+\dot{p} v_{s}
$$

Substituting (3.3.11) into the former equation

$$
\begin{align*}
& \left(w_{f 1}-w_{c}\right) h_{s}+M_{s} \dot{h}_{s}=w_{f 1} h_{f 1}-w_{c} h_{s}+\dot{P} v_{s} \\
& M_{s} \dot{h}_{s}=w_{f 1} h_{f 1}-w_{c} h_{s}+w_{c} h_{s}-w_{f 1} h_{s}+\dot{P} v_{s} \\
& M_{s} \dot{h}_{s}=w_{f 1}\left(h_{f 1}-h_{s}\right)+\dot{P M}_{s} v_{s} \tag{G.2}
\end{align*}
$$

Also by definition

$$
\dot{U}_{w}=\dot{H}_{w}-P \dot{V}_{w}-\dot{P}_{w}
$$

Substituting the definition into (G.1)

$$
\begin{align*}
& \dot{H}_{w}-P \dot{V}_{w}-\dot{P} V_{w}=w_{s u} h_{s u}+w_{c} h_{c}+w_{s p} h_{c}-w_{f 1} h_{f 1}+Q_{h}-P \dot{V}_{w} \\
& \dot{H}_{w}=w_{s u} h_{s u}+\left(w_{c}+w_{s p}\right) h_{c}+Q_{h}-w_{f 1} h_{g 1}+\dot{P} V_{w} \tag{G.3}
\end{align*}
$$

By definition

$$
\dot{H}_{w}=\dot{M}_{w} h_{w}+M_{w} \dot{h}_{w}
$$

Substituting the definition into (G.3)

$$
\dot{M}_{w} h_{w}+M_{w} \dot{h}_{w}=w_{s u} h_{s u}+\left(w_{s p}+w_{c}\right) h_{c}+Q_{h}-w_{f 1} h_{f 1}+\dot{p}_{w}
$$

Substituting (3.3.12) into the former equation

$$
\begin{gather*}
h_{w}\left(w_{s p}+w_{c}+w_{s u}-w_{f 1}\right)+M_{w} \dot{h}_{w}= \\
w_{s u} h_{s u}+\left(w_{s p}+w_{c}\right) h_{c}+Q_{h^{-}} w_{f q} h_{f 1}+\dot{p} v_{w} \\
M_{w} \dot{h}_{w}=w_{s u} h_{s u}+\left(w_{s p}+w_{c}\right) h_{c}+Q_{h}-w_{f q} h_{f q}+\dot{p} v_{w} \\
-\left(w_{s p}+w_{c}+w_{s u}-w_{f q}\right) h_{w} \tag{G.4}
\end{gather*}
$$

Taking equation (3.3.17) and developing it:

$$
M_{s} \dot{v}_{s}+\dot{M}_{s} v_{s}+M_{w} \dot{v}_{w}+\dot{M}_{w} v_{w}
$$

Substituting (3.3.11) and (3.3.12) into the former equation

$$
\begin{equation*}
M_{s} \dot{v}_{s}+\dot{M}_{w} v_{w}+\left(w_{f 1}-w_{c}\right) v_{s}+\left(w_{s p}+w_{c}+w_{s u}-w_{f 1}\right) v_{w}=0 \tag{G.5}
\end{equation*}
$$

The general case is:

$$
\begin{aligned}
& v_{s}=v_{s}\left(h_{s}, p\right) \\
& v_{w}=v_{w}\left(h_{w}, p\right)
\end{aligned}
$$

Taking the derivative of the expressions

$$
\begin{aligned}
& \dot{v}_{s}=\frac{\partial v_{s}}{\partial h_{s}} \dot{h}_{s}+\frac{\partial v_{s}}{\partial P} \dot{p} \\
& \dot{v}_{w}=\frac{\partial v_{w}}{\partial h_{w}} \dot{h}_{s}+\frac{\partial v_{w}}{\partial P} \dot{p}
\end{aligned}
$$

Substituting the former derivatives into (G.5)

$$
\begin{align*}
M_{s}\left[\frac{\partial v_{s}}{\partial h_{s}} \dot{h}_{s}\right. & \left.+\frac{\partial v_{s}}{\partial P} \dot{P}\right]+M_{w}\left[\frac{\partial v_{w}}{\partial h_{w}} \dot{h}_{w}+\frac{\partial v_{w}}{\partial P} \dot{P}\right]= \\
& -\left(w_{f 1}-w_{c}\right) v_{s}-\left(w_{s p}-w_{c}+w_{s u}-w_{f 1}\right) v_{w} \tag{G.6}
\end{align*}
$$

Substituting (G.2) and (G.4) into (G.6)

$$
\begin{gathered}
\frac{\partial v_{s}}{\partial h_{s}}\left[w_{f 1}\left(h_{f 1}-h_{s}\right)+\dot{P} M_{s} v_{s}\right]+M_{s} \frac{\partial v_{s}}{\partial P} \dot{p}+v_{w} \frac{\partial v_{w}}{\partial P} \dot{p}+ \\
\frac{\partial v_{s}}{\partial h_{w}}\left[w_{s u} h_{s u}+\left(w_{s p}+w_{c}\right) h_{c}+Q_{h}-w_{f 1} h_{f 1}+\dot{P} v_{w}\right. \\
\left.-\left(w_{s p}+w_{c}+w_{s u}-w_{f 1}\right) h_{w}\right]=-\left(w_{f 1}-w_{c}\right) v_{s} \\
-\left(w_{s p}+w_{c}+w_{s u}-w_{f 1}\right) v_{w}
\end{gathered}
$$

At this point the quasi steady state assumptions are applied.

$$
h_{s}=h_{f 1} \simeq h_{g}(P)
$$

$$
h_{c} \simeq h_{w} \simeq h_{f}(P)
$$

$$
w_{f 1}=Q_{h} / h_{f g}
$$

$$
\dot{p} \frac{\partial v_{s}}{\partial h_{g}} M_{-g} v_{g}+M_{g} \frac{\partial v_{g}}{\partial P} \dot{p}+M_{f} \frac{\partial v_{f}}{\partial P} \dot{p}+\frac{\partial v_{f}}{\partial h_{f}}\left[w_{s u} h_{s u}+\left(w_{s p}+w_{c}\right) h_{f}\right.
$$

$$
\left.+\dot{P} v_{w}-\left(w_{s p}+w_{c}+w_{s u}-w_{f 1}\right) h_{f}+Q_{h}-w_{f 1} h_{g}\right]=
$$

$$
\left.-\left(w_{f 1}-w_{c}\right) v_{g}-w_{s p}+w_{c}+w_{s u}-w_{f 1}\right) v_{f}
$$

$$
\dot{P}\left[M_{g}\left(\frac{\partial v_{g}}{\partial h_{g}} v_{g}+\frac{\partial v_{g}}{\partial P}\right)+M_{f}\left(\frac{\partial v_{f}}{\partial h_{f}} v_{f}+\frac{\partial v_{f}}{\partial P}\right)\right]
$$

$$
-\left(w_{f 1}-w_{c}\right) v_{g}-\left(w_{s p}+w_{c}+w_{s u}-w_{f 1}\right) v_{f}-
$$

$$
-\frac{\partial v_{f}}{\partial h_{f}}\left[w_{s u}\left(h_{s u}-h_{f}\right)+w_{f 1} h_{f}-w_{f 1} h_{g}+Q_{h}\right]
$$

Noting that

$$
-w_{f 7} h_{f}-w_{f l} h_{g}=w_{f l}\left(h_{f}-h_{g}\right)=-w_{f l} h_{f g}
$$

the final equation is

$$
\begin{equation*}
\dot{P}=\frac{-\left(w_{f f}-w_{c}\right) v_{g}-\left(w_{s p}+w_{c}+w_{s u}-w_{f l}\right) v_{f}-\frac{\partial v_{f}}{\partial h_{f}} w_{s u}\left(h_{s u}-h_{f}\right)}{M_{g}\left(\frac{\partial v_{g}}{\partial h_{g}} v_{g}+\frac{\partial v_{g}}{\partial P}\right)+M_{f}\left(\frac{\partial v_{f}}{\partial h_{f}} v_{f}+\frac{\partial v_{f}}{\partial P}\right)} \tag{G.7}
\end{equation*}
$$

Equation (G.7) is the quasi steady state model for the pressure in the pressurizer.

## APPENDIX H CONTROL SYSTEM SIMULATION PROGRAM

The code simulates the behavior of the pressure and level in the N.S. Savannah pressurizer. Although only the pressure and the level appear in the print sequence, with minor changes it is possible to call a different couple of variables and print them. The code has been writtein in AOS, which is the appropriate language for T5-58 and T5-59 programable calculators. This code only fits in the T5-59 calculator.

The inputs to the code are divided into two groups:

1. Inputs directly to memory registers
2. Inputs directly to program locations. The meaning of each input and
its location is given in Table H.l.
Also the code uses 30 numerical registers, leaving the remaining as program memory locations. This means that the memory partition is 719.29 .

Because of the code size, no automatic stop feature has been added, that is, the code has to be started and stopped by hand. The most practical way to stop the code is to press the R/S key immediately after the print sequence has finished. If the code has to be restarted press GTO 478, R/S.

Every set point for the pressurizer control system can be changed at the programmer's will. Table H. 2 shows the set points and their locations. Table H. 3 has the step-by-step sequence for using the code; and finally Table H. 4 displays the code listings.


Table H. 1 (continued)
INPUTS TO THE PROGRAM
Note: As far as the code concerns (see notation, Chapter 3)

$$
\begin{aligned}
K_{\text {let }} & =K^{m} \times K_{\text {let }} \\
K_{\text {mak }} & =K^{m} \times K_{\text {mak }} \\
K_{Q} & =K^{m} \times K_{Q} \\
K_{S p} & =K^{m} \times K_{S p}
\end{aligned}
$$

Table H. 2
SET POINTS LOCATIONS

| Variable | Value | Program Location |
| :--- | :---: | :--- |
| $E_{L}(k)_{\text {ref }}$ | 4.3608 | $013 ; 014 ; 015 ; 016 ; 017 ; 018$ |
| $E_{p}(k)_{\text {ref }}$ | 8.864 | $148 ; 149 ; 150 ; 151 ; 152$ |
| $e_{p}(k)_{\text {ref }}$ (sprays) | .13 | $164 ; 165 ; 166 ; 167$ |
| $E_{c}(0)$ (sprays) | .032 | $178 ; 179 ; 180 ; 181$ |
| $E_{p}\left(Q_{h}\right)_{\text {max }}$ | 8.96 | $231 ; 232 ; 233 ; 234$ |
| $E_{p}\left(Q_{h}\right)$ min | 8.8 | $241 ; 242 ; 243$ |
| $L_{\text {ref }} / 1.48$ | .4992 | $419 ; 420 ; 421 ; 422 ; 423$ |

Note: Because of the calculator low memory capacity the back-up heaters have been lumped in one group, starting its action at $E_{p}\left(Q_{h}\right) m i n$, and stopping its action at $E_{p}\left(Q_{h}\right)$ max.

```
    Table H. 3
USERS MANUAL
```

Comments Key Sequence

1. Turn calculator and printer on
2. Input memory partition

3, 2nd OP 17
3. Load program (either by hand or using magnetic cards)
4. Input initial data (Tables H.1, H.2)
5. Start program

RST; R/S
6. Stop program

R/S
7. Restart program

GTO 478, R/S
Note: If the user wants to change a value during execution, he should wait until next print sequence is done and stop it by pressing R/S. Then he can change to the desired value and restart the program.

Table H． 4
Control System Simulation Code

| 010 | －1 | $\square$ | 97 | 44 | EUT | 04 | 26 | 26 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| On | 42 | 37 | 948 | ！马 | D8 | T95 | $\bigcirc$ | $\div$ |
| Пฺz | 22 | 22 | $\underline{4}$ | $E 1$ | GTD | 0 Oc | $\square$ |  |
| Tic | E | \％ | 0 | 23 | LP\％ | 09 | 20 | $2 \square$ |
| OT4 | ח2 | 2 | OEI | 0 | 0 | 0¢ | 11 | $\stackrel{1}{1}$ |
| فTE | E | GTa | 0.8 | 42 | 510 | 09 | TS | 8 |
| णी¢ | 26 | $\underline{6}$ | 05 | ण¢ | 08 | 10 | 6 | ＊ |
| 9 m | TG | 3 | ［64 | E1 | GT0 | 101 | 43 | ETL |
| Due | 42 | ST0 | －5cs | 23 | LH\％ | 102 | 09 | 08 |
| Gus | $z^{7}$ | 27 | QEs | 4 | FEL | 109 | 95 | $=$ |
| Ti | 54 | 4 | Gif | 29 | 29 | 104 | 4 | ETT |
| 011 | 42 | $3 T 0$ | OEs | 44 | EH | 105 | 36 | 26 |
| 0 O | 28 | 2 S | 95 | П¢ | $0 ¢$ | 106 | TS | 8 |
|  | $\square 4$ | 4 | 069 | 43 | FCL | 107 | 42 | $9 T 0$ |
| Ti | Es |  | T¢ 1 | 9 | 09 | 108 | 13 | S |
| OE | ns | 3 | Tsz | 77 | GE | bワ | G8 | 3 |
| 0 | ［6 | 6 | O6\％ | 0 | 010 | 10 | 98 | $=$ |
| 97 | ण¢ | $\square$ | T6 | 71 | 71 | $11 \frac{1}{1}$ | 0 | 9 |
|  | OS | 8 | ก¢E | 43 | RT | 112 | 71 | SEP |
| 0 | $\cdots$ |  | ण¢ | 29 | 29 | 113 | 34 | 「\％ |
| TQ | ¢¢ | 6 | T¢ | 44 | SU | 114 | 43 | PE： |
| 9i | 93 | $=$ | Te | T0 | 0 | 15 | 26 | $2 E$ |
| be | E\％ | 3 | Ts | $E$ | TT | 118 | 44 | 50 |
| Te | E | 2 | OT0 | 23 | － 4 | 117 | $2 \square$ | 20 |
| Te | Es | \％ | 97 | ！n | $\square$ | 116 | 0 O | T |
| TS\％ | 4 | ET | 92 | 42 | $5 \square$ | $1:$ | 0 | T |
| Ts | 14 | 14 | 97 | प9 | 09 | 120 | 0 | 0 |
| प\％ | \％ | $=$ | 974 | 76 | LEL | 121 | OT | 0 |
| Q8 | 71 | SER | TP家 | 23 | 讨畐 | 12 F | 4 | SUH |
| O¢ | B | \％ | 97 | छा | 0 | 129 | 20 | 20 |
| ज日 | 4 | REL | 077 | T1 | 0 | 124 | \％ | $\underline{1}$ |
| T1 | ［z | T2 | 078 | 5 | \％ | 120 | 42 | $5 T \square$ |
| Q6E | $\cdots$ | GE | 9 T | 43 | Fil | 126 | 22 | 22 |
| O6 | T－ | ण1 | ण¢ | ण9 | 0 | 127 | 05 | 5 |
| 964 | 5 | 5 | ก⿴囗 | 9 | $=$ | 19 | 2 | 910 |
| Es | 4 | RTi | Tez | 94 | $\stackrel{+}{-}$ | 12 | 2 | 26 |
| G\％ | 29 | 29 | ण日 | 42 | $6 T$ | 19 O | T¢ | $\underline{\square}$ |
| जि | 4 | Eut | tes | 26 | 25 | 19 | 4 | 37 |
| घु | ण | \％ | TQE | \％ | 9 | 132 | 27 | $\underline{7}$ |
| ต̧\％ | 4 | RCL | णब\％ | 4 | $5 T$ | 13 S | 57 | $\stackrel{7}{7}$ |
| T4t | Ts | T8 | Tg | 13 | 13 |  | 42 | 8 |
| $\underline{14}$ | 2 | XT | リes | 11 | i | 19E | 2 B | 2 |
| $\underline{\square}$ | $\because$ | GE | T¢ | 5 |  | 196 | 5 |  |
| －9 | T0 | Ti | Tel | 9 | 3 | 197 | 07 | $\ni$ |
| 04 | 5 | 5 | \％1 | 71 | SER | 19 S | 0 | 4 |
| 94 | 43 | ET | T93 | 3 | T－ | 196 | ก\％ | 3 |
| －4 | 2 | 29 | O9 | 4 | RCL | $\underline{1}$ | 8 | $x$ |

Table H. 4 (continued)
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Table H. 4 (continued)

| TE | E | 2] |
| :---: | :---: | :---: |
| FTC | 7 | $E T \%$ |
| 70 | 3 | 2 c |
| F¢8 | 5 | $=$ |
| 7 T | 74 | Sn\% |
| 710 | 32 | 23 |
| 71 | 73 | BY |
| 712 | 22 | 22 |
| $\cdots$ | Es | $-$ |
| 714 | $\square 4$ | $\stackrel{\square}{7}$ |
| 71. | 9 | = |
| 7 F | - | 57 |
| 717 | 2 | 2 |
| T) | 52 | R-的 |
| 710 | 0 | - |

## APPENDIX I <br> DETAILED DESCRIPTION OF THE N.S. SAVANNAH PRESSURIZER

VESSEL
The pressurizer (Fig. J-1) is a vertical, cylindrical vessel with hemispherical heads at both ends.

The base material is Type SA-212, Grade B carbon steel and clad with .109" thick SA-240, Grade S Stainless Steel.

The upper head is a 4'-6" I.D. hemispherical head and contains a 15" opening for the manway, two $2^{\prime \prime}$ penetrations for safety valve connections, a 1 " penetration for the pressure transmitted connection and a 1" penetration for the vent connection. Welded to the outside of this upper head also are three $2^{\prime \prime}$ thick lifting lugs, material U.S.C.G. 51.04, Grade D carbon steel.

The cylindrical section is $\mathfrak{a}$ ! i.D. vessel with $3-5 / 8$ " thick SA-212 Grade B carbon steel walls and a . 109 " thick SA-240 Grade S stainless steel cladding. Welded internally al so are four platform support lugs, material SA-240, Grade S. There are ielded interally three stabilizer support bars, material SA-240, Grade for supporting the surge chamber.

There are two 1-1/2" penetrations in this section for the temperature sensing wells, two $1^{\prime \prime}$ penetrations for water level indicator connections and a $2^{\prime \prime}$ penetration for the spray nozzle.

The lower head is also a 4'6" I.D. hemispherical head, material Type SA-212, Grade B, carbon steel, 2-7/8" thick SA-240, Grade S, stainless steel cladding. This lower head contains 160 penetratons, 1.295" I.D. on


3" triangular pitch. There is also a 6-3/4" I.D. penetration in the lower head for the $4^{\prime \prime}$ insurge-outsurge nozzle.

## INTERNALS

The vessel internals consist of the in-spray piping, in-spray nozzle, upper surge chamber, lower surge chamber, in-surge, out-surge baffle plate stand pipe assembly and 160 heater wells containing the electric heaters.

IN-SURGE, OUT-SURGE
This nozzle serves the dual function of both and in-surge and out-surge connection and is fitted with a thermal sleeve, with slots cut in the sleese for drainage. In addition a baffle plate is welded to the end of the surge nozzle inside the vessel. Primary water enters and leaves this nozzle vertically and the flow is directed by means of the control surge chamber.

STAND PIPE ASSEMBLY
The function of this assumption is to aid in measuring the pressurizer water level. This assembly provides the constant reference level from which changes in pressurizer water level are measured and recorded. This assembly consists of 1 " Schedule 40 SA. -312 pipe connected to the trasmit,cer nozzle in the upper head, terminating with an open end above the reservoir cup. This reservoir cup is connected by means of two $3 / 8^{\prime \prime}$ schedule 80 SA-212 pipes to the two level indicator connections in
the cylindrical section. The cup is supported by the spider, consisting of four $3 / 4$ " schedule 40 , SA-312 pipes.

## IN-SPRAY

Primary water also enters the spray nozzle located in the upper shell section and flows through the stainless stee $1-1 / 4^{\prime \prime}$ Schedule 160 spray piping to the spray distribution nozzle located in the center of the upper part of the vessel. This spray distribution nozzle has a spray angle of $45^{\circ}$ designed so that the spray will not impinge on the vessel walls at normal water level or operating conditions. The spray distribution nozzle is screwed to the spray line.

The spray distribution nozzle is of the cone, hollow type with pipe threads and locking clip welded to the nozzle and pipe to prevent rotation. The spray distribution nozzle directs the water in such a manner as to condense the steam in the upper portion of the vessel. The spray nozzle is fitted with a thermal sleeve designed to protect the vessel from temperature fluctuations of the incoming fluid. The spray internal piping is welded to the spray nozzle.

## SURGE CHAMBER

The surge chamber is essentially a cone-shaped baffle made up of an upper and lower section with an internal volume of 26 cubic feet. The surge chamber is supported at the top by three stabilizer bars. These stabilizer bars are made of stainless steel, SA-24-, Grade $S$, welded to the inside of the vessel shell and bolted to the upper section of the
surge chamber. The upper part of the upper section is cylindrical, 36" O.D., material SA-240, Grade S, $1-1 / 4^{\prime \prime}$ thick plate. There are three $3 / 8^{\prime \prime}$ x 5/8" slotted holes, $120^{\circ}$ apart for bolting to the stabilizer bars and twelve 1 " diameter drilled holes. The lower part of this upper section is conical with a $14-1 / 32^{\prime \prime}$ I.D. at the bottom. The lower section is cylindrical and is bolted to the upper section with four stainless steel nuts and bolts. The lower section terminates on and is supported by means of four support angles, located $90^{\circ}$ apart, material SA-240 Grade S which are welded to the bottom head.

## PLATFORM SUPPORTS

Welded to the cylindrical section of the vessel are four platform supports for maintenance, repair and inspection. These supports are located $90^{\circ}$ apart and are made of SA-240 Grade $S, 2-1 / 2^{\prime \prime} \times 1^{\prime \prime} \times 3^{\prime \prime}$.

## ELECTRIC HEATERS

The cartridge type, electric heating elements are designed for vertical insertion into the walls provided in the pressurizer lower head wall. The electric heaters are provided with electrical terminals for connection to a power source that equals the heating rating.

The tubular pressurizer heaters will operate at 110 volts and are connected four in series across a 440 volt supply. Each heater is rated at 40 watts per square inch of heated sheath surface and have an outside diameter of $0.553^{\prime \prime}$ with an effective heating length of 20 inches. The heaters are enclosed by heater wells which extend vertically into the
lower part of the vessel by means of stainless steel transition sleeves. The heaters are held within the heater walls by means of mechanical pressure seals which also serve as back-up well closures in the event of heater well failure. They are mounted on a $3^{\prime \prime}$ triangular pitch in order to provide for attachment of heater terminal box assemblies to the vessel.

The heater wells totally enclose the replaceable electric heaters. The internal end of the heater wells are sealed by means of a welded plug and externally by means of a mechanical pressure seal welded to the end.

The heater wells have an I.D. of $0.570^{\prime \prime}$ and are designed for 2015 psia external pressure and $900^{\circ} \mathrm{F}$. The transition sleeve for the heater well is welded to the heater well externally and to the vessel internally.

Heater well mechanical seals consisting of a nut and ferrule are provided for each heater. They provide a high pressure seal between the heater and the heater well on the external end of the well. The seal retains the heater in position and prevents leakage in the event of well failure from $637^{\circ} \mathrm{F}$ and 2015 psia.

NOZZLES
The pressurizer vessel is fitted with a total of ten nozzles.
The following nozzles are located in the upper hemispherical head:

- One 15" I.D. manway nozzle forging, carbon steel, U.S.C.G.
51.46, F-105-II.
o One 1" vent nozzle, carbon steel nozzles, U.S.C.G. 51.34, P-106-8, SA-213, TP-302, stainless steel cladding.
$0 \quad$ Two 2" safety valve carbon steel nozzles, U.S.C.G. 51.34,

P-106-B, SA-213, TP-302, stainless steel cladding. One nozzle feeds a line containing a safety relief valve. The second nozzle feeds a line containing a safety diaphragm operated valve which is pressure activated.
o One 1" pressure transmitter nozzle, carbon steel, U.S.C.G. 51.34, P-106-B, SA-213, TP-304 with stainless steel cladding. The following nozzles are located in the cylindrical section:

- Two 1" water level indicator nozzles, carbon steel, U.S.C.G. 51.34, P-106-B, SA-213, TP-304 with stainless steel cladding.
- One 2" in-spray carbon steel nozzle, U.S.C.G. 51.34, P-106-B, SA-213, TP-304 with stainless steel thermal sleeve and stainless steel cladding.
$0 \quad$ Two $1-1 / 2^{\prime \prime}$ stainless steel temperature sensing wells. Both are located in the cylindrical section. Each well is $1-1 / 2^{\prime \prime}$ O.D. $x$ $10.34^{\prime \prime}$ in length with $6^{\prime \prime}$ extending into the vessel and a $9^{\prime \prime}$ screwed nipple on the external end. One well is located in the steam space and one in the water space on the aft end of the vessel approximately $15^{\circ}$ starboard of the fore-aft centerline so as to clear the level indicating device and remain water covered after a 10 cubic foot outsurge and under design conditions of pitch and roll.

On the center of the lower hemispherical head is located the $4^{\prime \prime}$ in-surge and out-surge carbon steel nozzle, U.S.C.G. 51.34, P-106-B, SA-213, TP-304, with stainless steel thermal sleeve and stainless steel cladding.

MANWAY AND SUPPORTS
The 15 " I.D. manway located in the upper elliptical head, serves as the only access to the pressurizer. The mariway is sealed by a welded diaphragm and bolted cover plat, 29" 0.D. by 5-1/4" thick with sixteen $2-3 / 8^{\prime \prime}$ diameter holes equally spaced to receive the 2-1/4" dia. x 11-5/8" long studs. Two lifting lugs are provided on the manway cover. The manway $c a n$ also be sealed by means of a flexitallic gasket on a temporary basis if no welding facilities are available.

The pressurizer will be vertically mounted on a cylindrical support ring and skirt attached to the bottom hemispherical head. Access holes are provided in this support skirt for removing the replacable electric heaters.

## INSULATION

The pressurizer is fitted with a support ring for insulation. This ring is located on the pressurizer support skirt. There will be a 4" thickness of insulation on the entire vessel including the lower head inside the supporting skirt.

