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ABSTRACT

In this thesis, seismic waves generated by sources
ranging from 2.7 kg shots of TNT to magnitude 5 earthquakes
are studied in order to determine 'the seismic activity and
crustal structure of the Orozco transform fault. Most of the
data were collected by a network of 29 ocean bottom
seismometers (0BS) and hydrophones (OBH) which were deployed
as part of project ROSE (Rivera Ocean Seismic Experiment).
Additional information is provided by magnetic anomaly and
bathymetric data collected during and prior to ROSE and by
teleseismic earthquakes recorded by the WWSSN (Worldwide
Seismic Station Network).

In Chapter II, the tectonic setting, bathymetry and
teleseismic history of the Orozco Fracture Zone are
summarized. Covering an area of 90 x 90 km which includes
ridges and troughs trending both parallel and perpendicular
to the present spreading direction (approximately east-west),
the bathymetry of the transform portion of the fracture zone
does not resemble that of other transform faults which have
been studied in detail. A detailed study of one of the
largest teleseismic earthquakes (mp=5.1) indicates right
Tateral strike-slip faulting with a strike parallel to the
present spreading direction and a focal depth of less than 5
km. The moment sum from teleseismic earthquakes suggests an
average fault width of at most a few kilometers. Because the
teleseismic earthquake locations are too imprecise to define
the present plate boundary and the magnetic anomaly data are
too sparse to resolve the recent tectonic history, more
questions are raised than are answered by the results in this
chapter. These questions provide the focus for the study of
the ROSE data.



Chapter III contains an examination of the transfer
function between seafloor motion and data recorded by the MIT
0BS. The response of the recording system is determined and
the coupling of the OBS to the seafloor during tests at two
nearshore sites is analysed. Applying these results to the
ROSE data, we conclude that the ground motion in the absence
of the instrument can be adequately determined for at least
one of the MIT OBS deployed during ROSE.

Hypocentral parameters for 70 earthquakes, calculated
for an assumed laterally homogeneous velocity structure which
was adapted from the results of several refraction surveys in
the area, are presented in Chapter IV. Because of the large
number of stations in the ROSE network, the epicentral
locations, focal depths and source mechanisms are determined
with a precision unprecedented in marine microseismic work.
Relative to the assumed model, most horizontal errors are
Tess than %1 km; vertical errors are somewhat larger. Al1l
epicenters are within the transform region of the Orozco
Fracture Zone. About half of the epicenters define a narrow
Tine of activity parallel to the spreading direction and
situated along a deep topographic trough which forms the
northern boundary of the transform zone (region 1). Most
well determined depths are very shallow (<4km) and no
shallowing of activity is observed as the rise-transform
intersection is approached. In fact, the deepest depths
(4-10km) are for earthquakes within 10 km of the
intersection; these apparent depth differences are supported
by the waveforms recorded at the MIT 0BS. First motion
polarities for all but two of the earthquakes in region 1 are
compatible with right lateral strike-slip faulting along a
nearly vertical plane striking parallel to the spreading
direction. Another zone of activity is observed in the
central part of the transform (region 2). The apparent
horizontal and vertical distribution of activity is more
scattered than for the first group and the first motion
radiation patterns of these events do not appear to be
compatible with any known fault mechanism. No difference can
be resolved between the stress drops or b values in the two
regions.

In Chapter V, lateral variations in the crustal
structure within the transform region are determined and the
effect of these structures on the results of the previous
chapter is evaluated. Several data sources provide
information on different aspects of the crustal structure.
Incident angles and azimuths of body waves from shots and
earthquakes measured at one of the MIT 0BS show systematic
deflections from the angles expected for a laterally
homogeneous structure. The effect of various factors on the
observed angles and azimuths is discussed and it is concluded
that at least some of the deflection reflects regional



lateral velocity heterogeneity. Structures which can explain
the observations are found by tracing rays through three
dimensional velocity grids. High velocities are inferred at
upper mantle depths beneath a shallow, north-south trending
ridge to the west of the 0BS, suggesting that the crust under
the ridge is no thicker, and perhaps thinner, than the
surrounding crust. Observations from sources in region 2
suggest the presence of a low velocity zone in the central
transform between the sources and the receiver. That the
presence of such a body provides answers to several of the
questions raised in Chapter IV about the hypocenters "and
mechanisms of earthquakes in region 2 is circumstantial
evidence supporting this model. These proposed structures do
not significantly affect the hypocenters and fault plane
sclutions for sources in region 1. The crustal velocity
structure beneath the north-south trending ridges in the
central transform and outside of the transform zone is
determined by travel time and amplitude modeling of the data
from several lines of small shots recorded at WHOI OBH.
Qutside of the transform zone, a velocity-depth structure
typical of oceanic crust throughout the world oceans is found
from three unreversed profiles: a 1 to 2 km thick Tayer in
which the velocity increases from about 3 to 6.7 km/sec
overlies a 4 to 4.5 km thick layer with a nearly constant
velocity of 6.8 km/sec. A reversed profile over one of the
north-south trending ridges, on the other hand, indicates an
anomalous velocity structure with a gradient of 0.5 sec-l
throughout most of the crust ( from 5.25 km/sec to 7.15
km/sec over 3.5 km). A decrease in the gradient at the base
of the crust to about 0.1 sec-l and a thin, higher gradient
layer in the upper few hundred meters are also required to
fit the travel time and amplitude data. A total crustal
thickness of about 5.4 km is obtained. An upper mantle
velocity of 8.0 to 8.13 km/sec throughout much of the
transform zone is determined from travel times of large shots
of TNT recorded at MIT and WHOI instruments. "Relocations" of
the large shots relative to the velocity model assumed in
Chapter IV support the conclusion from the ray tracing that
results from region 2 may be systematically biased because of
lateral velocity heterogeneity whereas results from region 1
are not affected.

In the Tast chapter, the results on crustal structure
and seismicity are combined in order to define the present
plate boundary and to speculate on the history of the present
configuration.

Thesis advisors: Dr. S.C. Solomon, Associate Professor of
Geophysics at the Massachusetts Institute
of Technology

Dr. G.M. Purdy, Associate Scientist at the
Woods Hole Oceanographic Institution
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CHAPTER I
INTRODUCTION

Understanding the process of creation of crust and
lithosphere at mid-ocean ridges is a major goal of marine
geophysics, and answers are being sought through several
different and complementary approaches. Seismic refraction
and reflection data provide information on crustal structure
and how it changes with age, and additional constraints are
imposed by other geophysical methods such as gravity and heat
flow. Petrologic studies attempt to trace the temporal and
spatial path of magma as it is emplaced. The most direct
signal of present tectonic processes, however, is earth&uake
activity. The distribution of act%vity in time and space and
the source parameters of the earthquakes along spreading
centers and transform faults contain information on the forces
active in the spreading process, and the maximum depth of
activity constrains the thermal structure by determining the
temperature sensitive transition between brittle and ductile
behavior of the rock.

In the past few years, a number of research groups have
independently been using ocean bottom seismometers (0BS) and
hydrophones (OBH) to study crustal structure and seismicity of
mid-ocean ridges and transform faults. Refraction studies
have indicated regional heterogeneity as well as systematic
changes in the crustal strucfure as a function of age (e.g.,
Houtz and Ewing, 1976; Orcutt et al., 1976; Lewis and

Snydsman, 1979; Detrick and Purdy, 1980; McClain and Lewis,
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1980; Spudich and Orcutt, 1980; Purdy, 1982a).
Microearthquake surveys have been conducted with 0BS and
free-floating sonobuoys to associate microearthquake
hypocenters with tectonic features, determine earthquake
source parameters, and use shear waves from earthquake sources
to study the shear wave velocity structure of the crust (e.g.,
Francis and Porter, 1973; Reid et al., 1973; Reid and
Macdonald, 1973; Spindel et al., 1974; Macdonald and Mudie,

1974; Prothero et al., 1976; Reichle et al., 1976; Reichle

and Reid, 1977; Reid et al., 1977; Solomon et al.,

1977, Francis et al., 1977, 1978; Lilwall et al., 1977,
1978, 1980, 1981; Johnson and Jones, 1978; Jones and .
Johnson, 1978; Reid and Prothero;;1981; Rowlett, 1981). A
few general conclusions from these microearthquake surveys are
that transform faults have a higher level of seismic activity
than spreading centers, that the activity of fracture zones is
restricted to the active transform zone, that most earthquakes
occur at depths less than about 8 km with, at several sites, a
concentration of activity around 7 km, and that earthquake
swarms are associated with spreading centers. Because all
such previous studies have been conducted with at most a few
stations, the epicentral location capability of the arrays has
generally been limited and the focal depth resolution poor.
The detailed relationship between epicenter location and
specific physiographic features has therefore not been

resolved.
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Several years ago, the marine seismological community
decided that a joint experiment assembling instruments from
many research groups would produce data of a quality
unattainable by any single group. The result of this
consensus was project ROSE (Rivera Ocean Seismic Experiment,
Ewing, 1982). As indicated by its name, project ROSE was
originally planned for the Rivera Fracture Zone which forms
the plate boundary between the Pacific, Cocos and Rivera
plates. This site had been chosen for the experiment because
of its known high level of seismic activity (Reid, 1976).
Moreover, the bathymetry of the area was already well charted,
facilitating the design of an optimal configuration for-the
0BS array. Project ROSE, however;‘became a victim of the
vagaries of international diplomacy and, on the eve of the
expedition, permission to conduct the experiment within the
territorial waters of Mexico was not granted. The experiment
was therefore moved to the next closest major fracture zone,
the Orozco, about which next-to-nothing was known.

Field work for Project ROSE consisted of two phases
during January to March 1979 (Figure 1.1). During Phase I
(active phase), seismic refraction lines were shot both
parallel and perpendicular to isochrons on 0 to 4 m.y. old
seafloor near the East Pacific Rise at 11° to 13° N. Phase II
(passive phase) was primarily a survey of microearthquake‘
activity on the Orozco transform fault and adjacent rise axis
areas. Several refraction experiments were also conducted to

provide additional constraints on the velocity structure.



Groups from 12 institutions (the University of California at
San Diego and at Santa Barbara, University of Hawaii,
Instituto Oceanogr;phico at Manzanillo, Lamont-Doherty
Geological Observatory, Massachusetts Institute of Technology,
Naval Ocean Research and Development Activity, Naval Research
Laboratory, Oregon State University, University of Texas,
University of Washington, and Woods Hole Oceanographic
Institution) participated in the field work which was
conducted from five research vessels (R/V Robert Conrad, R/V
Kana Keoki, R/V Thomas Thompson, USNS De Steiguer, USNS
Hayes). A total of 67 ocean bottom seismometers and
hydrophones as well as several hydrophone arrays were
deployed. A centralized data exchange system was established
so that all the data from the experiment would be accessible
to the participants and, eventually, the entire scientific
community.

The main objective of this thesis is to determine the
active tectonic regime of the Orozco transform fault as
reflected by the seismic activity, and the primary data are
the microearthquakes recorded by the ROSE network during Phase
II. Because determination of earthquake source parameters and
tectonic processes cannot be decoupled from the crustal
structure, several data sets, from both natural and artificial
sources, are also studied in an attempt to constrain the .

velocity structure of the crust and upper mantle throughout

the transform zone.

14
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In Chapter II, the tectonic setting and teleseismic
history of the Orozco Fracture Zone are summarized. This
chapter also contains a study of the source mechanism of one
of the largest teleseismic events recorded from the fracture
zone (mp = 5.1). The transform region covers a 90 x 90 km
area which includes ridges and troughs trending both parallel
and perpendicular to the spreading direction. Because
teleseismic earthquake locations are too imprecise to define
the present plate boundary and magnetic anomaly data are too
sparse to resolve the recent tectonic history, more questions
are raised than are answered.

Chapter III contains an examination of the transfer
function between seafloor motion and the data recorded by the
MIT 0BS. This study applies to the MIT OBS in general and is
a prerequisite to the further study of the waveforms recorded
by these instruments. It is important because the
three-component, digitally recording MIT 0OBS with an
externally deployed geophone package has the potential of
recording data of a quality heretofore unattained with
deep-sea 0BS.

Chapter IV presents the earthquake locations calculated
from travel times submitted by the different groups
participating in the experiment. Fault plane solutions and
seismic moments of some of the larger events are also )
presented. Project ROSE is unprecedented in the large number
of ocean bottom stations deployed; the epicentral locations,

focal depths, and source mechanisms are therefore unusually
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well constrained and clearly define the active plate boundary.
A11 calculations in this chapter are relative to a laterally
homogeneous velocity structure; several observations, however,
suggest the presence of lateral heterogeneity.

In Chapter V, several independent data sets are used to
lTook at various aspects of the velocity structure in the
transform zone. Incidence angles and azimuths of body waves
from both shots and earthquakes show systematic deflections
from the angles expected for a simple layered structure, thus
signaling the presence of lateral velocity gradients.
Structures which could explain these observations are examined
by tracing rays through three-dimensional velocity models.
Refraction profiles recorded by WHGI OBH are analyzed using
both travel time inversion and synthetic seismogram techniques
and a significant departure from "normal oceanic crust" is
found to be correlated with topographic highs. Travel times
from large shots recorded by the MIT and WHOI instruments are
used to determine the upper mantle velocity. The effects of
the inferred lateral velocity variations on the hypocenters
and fault plane solutions of the previous chapter are
discussed.

The last chapter summarizes the major points of the

thesis.



1.1

FIGURE CAPTIONS

Geographic location of project ROSE.
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CHAPTER II
TECTONICS AND TELESEISMIC HISTORY
OF THE OROZCO FRACTURE ZONE

In this chapter, the tectonic history of the Orozco
Fracture Zone is summarized, the bathymetry of the transform
zone is examined, and the historic record of teleseismic
earthquakes is compiled. The interpretation of the tectonic
history is drawn primarily from Klitgord and Mammerickx (1982)
and points out the changing configuration of the plate
tectonic boundaries in the eastern Pacific Ocean during the
past several million years. The detailed bathymetry of the
transform zone suggests a complicated tectonic regime, but
teleseismic earthquake locations are too imprecise to define
the location of the active plate boundary over the past tens

of years.

2.1 TECTONIC HISTORY OF THE OROZCO FRACTURE ZONE

At the present time, the Orozco transform fault™ offsets
the East Pacific Rise left laterally by approximately 90 km.
The local spreading rate is 93 mm/yr (full rate) with an

azimuth of N80°E. The pole of rotation is at 37.15° N, 107.88°

* Note: In accordance with commonly accepted nomenclature,

the term "fracture zone" will be used throughout this thesis
to refer to the entire physiographic feature and the term
“transform fault" will be reserved for that portion of the
fracture zone which links the two branches of the spreading
center. According to the theory of rigid plate tectonics,
seismic activity should be restricted to the transform fault
zone.

19
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with an angular rate of 2.21°/my (Klitgord and Mammerickx,
1982). This pole was determined from the width of the central
anomaly along the Pacific-Cocos boundary and thus represents
motion over the past 700,000 years. It is very similar to
that obtained by Minster and Jordan (1978) (38.72° N, 107.39°
W, 2.2°/my) from a data set containing spreading rates,
fracture zone trends and earthquake slip vectors. The present
maximum age contrast across the transform is less than 2 m.y.
Figure 2.1 places the Orozco Fracture Zone within the
tectonic framework of the central eastern Pacific and shows
the age of the seafloor as determined from magnetic anomalies.
Because of the proximity to the pole of rotation, the
spreading rate along the East Pacific Rise increases rapidly
from north to south, the fracture zone exhibits a pronounced
curvature, and the magnetic anomalies fan away from the axis.
The large scale topographic manifestation of the fracture
zone belies its currently modest offset and is a reflection of
its past tectonic role. Klitgord and Mammerickx (1982) have
interpreted the complex bathymetric and magnetic patterns to
the west of the present rise axis to be traces of an extinct
spreading center. On the basis of this interpretation, a
series of eastward jumps and reorientations of the spreading
center are thought to have occurred in the past 15 m.y.;
several other investigators had previously identified portions
of this fossil system (e.g., Sclater et al., 1971;
Handschumacher, 1976). The tectonic history proposed by

Klitgord and Mammerickx is summarized in Figure 2.2.
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According to their scenario, the Orozco Fracture Zone was the
Rivera-Cocos plate boundary from the time of anomaly 5 through

anomaly 3.

2.2 PHYSIOGRAPHIC DESCRIPTION OF THE OROZCO TRANSFORM FAULT
Most transform faults which have been studied in detail
fall into one of two classifications on the basis of
topography. The simplest are those which have a single well
defined trough, often flanked by one or two narrow, shallow
ridges running parallel to the trough (e.g., Vema Fracture
Zone-Eittreim and Ewing, 1975; Oceanographer Fracture Zone-Fox

t al., 1976; Kane Fracture Zone-Detrick and Purdy, 1980).

More complicated transforms show two parallel troughs
connected by a median ridge perpendicular to the troughs which
in several cases has been identified to be a small spreading
segment (e.g., Rivera Fracture Zone-Reid, 1976; Siqueiros
Fracture Zone-Crane, 1976; Tamayo Fracture Zone-Kastens et
al., 1979; CYAMEX scientific team, 1981; Gibbs Fracture
Zone-Searle, 1981).

The topography of the Orozco transform fault (Figure 2.3)
cannot be readily placed in either category. The transform
fault is characterized by a 90 x 90 km zone in which the depth
ranges from shallower than 1800m to deeper than 4000m. Figure
2.4 schematically illustrates the major topographic features
and defines the nomenclature used to refer to these features
throughout this thesis. A deep, narrow east-west trending

trough forms the northern boundary of the transform (trough



A). The central part is characterized by two broad, shallow
north-south trending ridges separated by a trough (ridges a
and 8 and trough C). This system extends to the south
parallel to the present axis of the East Pacific Rise. Ridge
B is bisected by a northwest-southeast trending trough which
joins the southern branch of the East Pacific Rise (trough B);
the extensions of ridges a« and B to the north of trough C are
distinguished by o' and B'. Regions 1 and 2 refer to seismic
groupings discussed in Chapter IV. In an attempt to determine
whether ridges a and 8 and trough C represent a short
spreading segment with an axial valley and flanking highs,
topographic and magnetic anomaly profiles were collected
across these features. The track lines (oriented
approximately perpendicular to the East Pacific Rise) are
displayed in figure 2.5a, bathymetric profiles are shown in
figure 2.5b, and magnetic anomaly profiles are shown in figure
2.5c. Unfortunately, the existence of ridges a and g and
trough C was not known when the experiment was being conducted
and few bathymetric and magnetic survey lines were long enough
or oriented appropriately to address this question.

Comparing bathymetric profiles A and B to G, I, K and L,
we see that to the north of the transform the topography is
very rough and shallow; to the south, the East Pacific Rise
shows the low amplitude topography characteristic of a fa§t
spreading rate (Shih, 1979). The anomalously shallow depth to
the north of the transform continues to about 16°N where the

East Pacific Rise resumes a "normal" profile (Klitgord and

22



Mammerickx, 1982). Profiles D and E show the transition from
the rough topography of ridges a and B8, which resembles that
of profiles A and B, to the smooth crust recently formed at
the East Pacific Rise. A narrow trough can also be noted at
the boundary between the two types of crust. Similar troughs
were found by Klitgord and Mammerickx (1982) to the west of
the East Pacific Rise at the boundary between different age
crust formed at different spreading centers.

In Figure 2.5c, profile K appears to show symmetric
magnetic anomalies from the central anomaly through what is
tentatively identified as anomaly 2. The central anomaly
through anomaly 2 are also seen in profiles H and L, on-the
east and west flanks of the East bacific Rise, respectively;
on H, however, the distance between 1 and 2 is much less than
on K. Profiles E and F extend onto ridge 8. On profile F,
anomaly J can also be clearly identified, implying that ridge
B was formed along the present East Pacific Rise crest.
Because of possible navigation errors, however, profile F
might actually be further south. On profile E, the polarity
reversal defining the edge of the central anomaly is not clear
and identification of anomaly J is uncertain. A profile
extending further to the west would be required to make a
definitive identification.

Several SEABEAM lines have also been recorded across the
Orozco Fracture Zone and East Pacific Rise in this area (J.
Francheteau, personal communication, 1981). With SEABEAM, a

contour map approximately 2 km wide is obtained directly from
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a single line. Ideally, the region of interest is covered by
parallel, overlapping lines; interpretation of a single line
is limited. We can, however, observe lineations in the
topography if a few directions are dominant. The location of
the lines and the observed lineations are shown in Figure 2.6.
Where no direction is indicated, no predominant lineations
were observed. The shaded areas are regions of unusually
smooth topography. The most striking features are the scarps
parallel to the spreading axis in crust formed along the East
Pacific Rise. Along profile A, a single scarp can be traced
for at least 10 km. From these observations we can identify
crust formed at relatively undisturbed portions of the
spreading center. Features trendfng 80° to 90° NE are
observed in trough A and at the eastern end of trough B. Few
systematic trends are observed over ridges a, a', B and g' or
in the old fracture zone.

These data are incorporated 15to the map of Klitgord and
Mammerickx (1982) in Figure 2.7. The dotted lines indicate
the location of data used in constructing this map. The
additional data are denoted by dashed lines. Between the
Orozco Fracture Zone and 14°N, we note a pronounced asymmetry
in the magnetic anomalies since the time of anomaly 2. This
pattern suggests an eastward shift of the spreading center.
The offset of the central anomaly along offset B and the
progressive rapproachment of J and 2 to the east are ]
constrained by lines H and M. The interpretation of symmetric

anomalies along profile K in figure 2.5c is not consistant
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with this pattern which predicts that the distance from
anomaly J to anomaly 2 should be less toward the east than
toward the west. The interpretation of a complete central
anomaly along profile E must also be questioned; what appears
to be the eastern edge of the central anomaly may actually be
anomaly J or 2. Without more data to the east and west along
profiles K and E, we cannot determine which interpretation is
correct. A few minor changes in the map which are imposed by
the data presented above are marked by arrows: Profile E
indicates that anomaly J should not be explicitly extended so
far north and the lineations observed in the SEABEAM data
suggest that the trace of the old fracture zone to the é€ast of
the present transform zone should Be further north. These
changes do not contradict any data from which Fig. 2.1 was
originally constructed.

Questions that arise from this figure are: Where is the
trace of the active plate boundary as defined by the
seismicity and is it a narrow or a diffuse zone? What 1is the
origin of ridges a and g and do they represent current or
relict tectonic features? What is the recent history of the
present plate tectonic configuration of the transform zone?
These questions will be addressed directly or indirectly

throughout this thesis.

25



2.3 TELESEISMIC HISTORY OF THE OROZCO FRACTURE ZONE

A11 earthquakes listed in the NOAA earthquake data file
(1838-1963) or the ISC bulletin (1964-1979) with epicenters
between 13° N and 17° N and 103° W and 107°W are compiled in
Table 2.1. Most of these epicenters, especially since the
inception of the WWSSN, actually fall between 14° N and 16° N,
104° W and 106° W and are clearly associated with the Orozco
Fracture Zone. That several of the others were probably also
associated with the Orozco Fracture Zone is suggested by
calculated locations between 13° N and 14° N or 16° N and 17°
N for events that appear to be foreshocks or aftershocks of
Orozco Fracture Zone events (e.g., September 24, 1965; May
24, 1974). Note, also, that two of the largest events ever
recorded from the Orozco (mp=5.1) occurred in October, 1978,
approximately four months before the ROSE experiment. No
teleseismic earthquakes were detected during ROSE.

The epicenters from Table 2.1 are plotted in Figure 2.8.
Although many are aligned along a general east-west trend in
the northern part of the transform, the epicenters are quite
scattered. Because most of these events were located using
only a few readings from a narrow azimuthal range, the
calculated locations probably have errors of tens of
kilometers and are not accurate enough to delineate the active
plate boundary. No particular pattern of temporal migration
along the transform can be discerned for the period
1961-78, nor are any conspicuous quiet zones observed (Figure

2.9).
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Figure 2.10 is a plot of log(N) vs. mp where N is the
number of earthquakes with magnitude greater than or equal to
mhp. Two curves are shown: the first includes all events in
Table 2.1 since 1964; the other includes only those events
located between 15° N and 16° N, 104° W and 106° W. For
mp < 4.2, both curves level off suggesting incomplete sampling
of the seismicity; for mp > 4.2 the b values* are 1.40 * .09
and 1.15 * .09, respectively. The value of 1.15 is similar to
that found by Francis (1968) for other transform faults and
the value of 1.4 is intermediate between the b value for
spreading centers (1.7) and that for transforms. High b
values, reflecting an abundance of small events, are generally
associated with low stress volcani¢ environments (Wyss, 1973).
A possible explanation for the lower b value observed with the
restricted data set is that two populations of earthquakes are
being sampled, one with a high b value and scattered locations
and the other with epicenters along trough A (Figure 2.4) and
a lower b value. Alternatively, the difference is probably at
least partly due to an increasing degree of mislocation for
smaller events. Extrapolating from the curves in figure 2.10
implies 20 to 225 events per day with mp > 1.

The maximum magnitude observed (mp=5.1) since 1964 is
also rather modest and probably does not represent slip along
the entire transform during a single event. Only two

-

pre-WWSSN magnitude determinations are available from the

* Defined by 1og(N) = ¢ - bemp where N is the number of
events with magnitude »mp and ¢ and b are constants.



literature: a magnitude of 6.0 for an event in 1931
(Gutenberg and Richter, 1954) and a magnitude of 6.2 for an
event in 1955 (Rothé, 1969). These magnitude values are not
directly comparable to mp but are probably similar to Mg
determined from 20 second surface waves recorded on the WWSSN
long period seismometers (Geller and Kanamori, 1977). The
relationship between mp and Mg has been found to vary with
geographic province (Liebermann and Pomeroy, 1969). From Tsai
(1969), Mg =~ 1.64mp -3.35 for 14 earthquakes along East
Pacific Rise transform faults (5<mp<7) ; Reichle (1975) found
Mg = 1.69mp -3.49 for earthquakes in the Gulf of California
(4<mp<5.5). In the magnitude range 4.2 < mp < 5.1 these_two
relations yield essentially the same Mg for a given mp. For
Mg=6.0, mp=5.6 from Reichle (1975) or mp=5.7 from Tsai (1969)
indicating that the Orozco Fracture Zone may have been the
site of larger earthquakes in the recent past.

A more fundamental measure of earthquake size than

magnitude is the seismic moment (Aki, 1966):

where p is the shear modulus, L is the fault length, w is
fault width, and d is the displacement. The moment can be
measured from the excitation of long period waves (wavelength
>> dimensions of source). Seismic moments were estimated by
combining the mp - Mg relation of Reichle (1975) with the{

Mg - Mg relation determined empirically by Brune (1968) for



earthquakes in the Imperial Valley of California (log(Mg) = Mg
+ 19.2) and which should apply for Mg<6 (Aki,1972). Burr and
Solomon (1978) found that tﬁis Mo-Mg relationship agreed with
data from oceanic transform fault earthquakes for which My had
been determined independently. Combining the mp - Mg and

Mg - Mg relations gives:

1.69mp + 15.71 (2.2a)

i

]Og(Mo)

N = AM,B (2.2b)

where A=10(c+15.71b)/1.69 and B=b/1.69. Errors related to
these estimates have been discussed by Brune (1968) and Reid
(1976) and may be as large as a factor of 5 for individual
events. For the January 31, 1975 event (mp=5.1), however,
equation 2.2a indicates a moment of 2.1 x 102% dyne-cm which
agrees well with the double couple moment of 2.3 x 102%
dyne-cm obtained from an inversion of the surface wave data as
described below. Figure 2.11 shows the cumulative moment from
1964 to 1979 as estimated from equation 2.2. We can see a
quiet period from 1968 to 1973 and an apparent sharp increase
in the moment rate from 1974 to 1978. Most of this is due to
the three mp=5.1 events of 1975 and 1978. With our small data
sample, a mistake in the magnitude of even one event (not
unheard of in the ISC bulletin) would affect the slope of the
curve considerably.

Given the Tength of the transform fault and the spre;ding
rate, we can estimate the width of the seismic zone from the

suns of the moments of all earthquakes during a time period
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long enough to represent movement along the entire fault and

assuming that all slip is seismic (Brune, 1968):

W

EMg/ (uLVT) (2.3)

where V is slip rate, T is the time period over which the sum
is taken, L is transform length and W is width. Evidence as
to whether the period from 1964 to 1979 is adequate for this
estimate is ambiguous. The scattering of earthquake
epicenters throughout the transform zone and a level of
activity showing several peaks during the period of
observation suggest that the transform has been active along
its entire length, whereas the change in the moment rate with
time and the recording of earthquékes with magnitudes > 5.1
prior to 1964 suggest that one full cycle of activity may not
yet be complete.

For all events in Table 2.1 since 1964 with mp > 4.2, the

2t dyne-cm/yr; for only those events

moment rate is 0.94 x 10
between 15° N and 16° N, 104° W and 106° W, it is 0.75 x 102%
dyne-cm/yr. We can estimate the fraction r of total moment
due to events with mp < 4.2 (Mg < 2.45 x 1022) from the
observed b value following Reid (1976) (see also Wyss, 1973).

The total moment due to earthquakes with Mj<Myg<My is:

N(M7p) M2
Mo = ModN = [ “BAMy-BdM, (2.4a)
N(Mo) M1 -

and the fraction of the total moment due to earthquakes with

Mo<it] is:



M1 M2 M1
r< [/ (f T+ [7) = (my/mp)(1-B) (2.4b)

0 M1 0
where My is the smallest moment included in the sum, M2 is the
largest, and B is the slope of log(N) vs. Tog(Mgy) (assuming
that B is a constant not equal to 1). For b=1.4, B = 0.83 and
r = 0.40 giving a total moment rate of 1.32 x 102% dyne-cm/yr.
The assumption of a constant B may not, however, be valid. In
chapter 4.8, B=0.5 is found for the microearthquakes located
during ROSE (Mo<1022) ; this implies r=0.1 and a moment rate

of 1.17 x 10%"

dyne-cm/yr. Adding the 1931 and 1955 events to
the moment sum (moments of 15.8 x 102% and 25.1 x 102*% i
dyne-cm) and taking T from 1931 to;1979, a moment rate of 1.27
dyne-cm/yr is obtained.

For V=9.3 cm/yr, L=92 km (the total logitudinal distance
between the north and south branches of the East Pacific

Rise), and u=3.3 x 10!!

dyne/cm?, we obtain an effective fault
width of only 0.43 to 0.48 km. Similar studies by Brune
(1968), Reichle (1975), Reid (1976) and Burr and Solomon
(1978) found widths of 0.04 to 6.5 km for most oceanic
transform faults. The possible error on the moment rate
determination has already been discussed. A related error
source is the spreading rate which was determined from
magnetic anomaly data (Klitgord and Mammerickx, 1982) and
represents an average over 700,000 years (the width of the
central anomaly). This slip rate may not be applicable for a

time scale measured in decades. The value of u assumed is

appropriate for most oceanic rocks but is twice that
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appropriate for hydrated serpentinite (u=1.6 x 10!! dyne/cm?)
which may be a major component of fracture zone crust
(Christensen, 1972). Considering these various errors, the
estimate of 0.47 km for the width of the seismic zone may be
in error by as much as an order of magnitude and does not
necessarily indicate a major component of aseismic slip. It
does indicate, however, that the average width of the seismic

zone is at most a few kilometers.

2.4 SOURCE MECHANISM OF THE JANUARY 31, 1975 EARTHQUAKE
Figure 2.12 shows the fault plane solution from first
motion polarities for the mp=5.1 earthquake of January 31,
1975. Although the dip of the nodal planes is not well
constrained, the solution clearly is compatible with right
lateral strike-slip motion along a fault striking 75°-80° NE.
In order to determine the depth and moment of the event, data
from the vertical component of the Rayleigh wave were inverted
to obtain the source moment tensor (Gilbert, 1970; McCowan,
1976; Mendiguren, 1977; Patton, 1980). The technique
employed here has been described in detail in the paper
by Tr;hu et al. (1981), included in this thesis as Appendix I.
The stations used in the surface wave analysis are listed in
Table 2.2 and displayed in Figure 2.13. The azimuthal
distribution is poor, with stations available over a range of
only 154° in azimuth, and many of the earthquake-station paths
cross several complicated structural provinces at highly

oblique angles. This results in multipathing and focusing of
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surface wave energy which distorts the observed amplitude and
phase radiation patterns so that the corrections described in
Appendix I do not retrieve the true source radiation pattern.
Moving window analysis of the data (Landisman et al., 1969)
revealed that data from stations in the eastern United States
were indeed contaminated, especially for periods 1ess‘than
about 30 seconds. Samples of data are shown in Figure 2.14.

Input data for the inversion are the real and imaginary
parts of the source spectrum as functions of azimuth and
period. For a given depth, the moment tensor components can
be retrieved by a one-step linear inversion. Depth is
determined by performing the inversion at a series of depths
and choosing that which produces fhe smallest residual.
Because of the behavior of the excitation functions with depth
and frequency, most of the resolving power of the inversion
resides in the real part of the spectrum.

As discussed in Appendix I, a major drawback in applying
the moment tensor inversion technique to a single isolated
event is the requirement that phase velocities along the
earthquake-station path be known very precisely in order to
obtain the source phase from the observed phase. Moreoever,
for a very shallow source the behavior of the excitation
functions for the vertical component Rayleigh wave as a
function of depth and period is such that any errors in the
data will be magnified in the Myy and My, components of t;e
moment tensor which are obtained from the imaginary part of

the spectrum (see Appendix I for a more detailed discussion of



the resolving power of the inversion). For very shallow
sources, when faced by imperfect data, it may be necessary to
constrain the imaginary part of the source spectrum to be
zero; this is equivalent to constraining the principal axes
of the moment tensor to be either horizontal or vertical
corresponding to a double couple fault mechanism of either
pure dip-slip with a dip of 45° or vertical strike-slip. The
source phase radiation patterns of these mechanisms are
illustrated in Figure 2.15.

Since all previous detailed studies of transform fault
earthquakes have indicated very shallow source depths (e.g.
Tsai, 1969; Weidner and Aki, 1973), we began by‘éssuming that
the earthquake of January 31, 1975 was probably also very
shallow and inverted the amplitude radiation pattern assuming
a vertical, right lateral strike-slip fault. Stations in the
northeast quadrant were assigned an initial phase of 0.5
cycles and stations in the southeast quadrant a phase of 0.0
cycles. Whether the phase at station TUC, which falls on a
nodal plane of the fault plane solution, is 0.0 or 0.5 cycles
does not affect the solution significantly. Figure 2.16 shows
the residuals as a function of depth and indicates a shallow
source at 0 to 7 km below sea floor. In this case, the
additional work of correcting the observed phase back to the
source would probably not improve the resolution of the moment
tensor components.

The results of the inversion at a depth of 3 km below sea

floor are displayed in Table 2.3. The orientation of the axes
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for solutions at depths in the neighborhood of 3 km is stable,
with scalar moment increasing gradually with depth as
expected. The orientation of the axes indicates right lateral
strike slip along a plane with a strike of about N 76° E.
Note, however, the large non-double component in the solution
and the apparently very good resolution of the moment tensor
components. This is probably an artifact induced by noise in
the data combined with poor azimuthal distribution. Figure
2.17 shows the fit of the solution to the data. The
amplitudes in the northeast quandrant are systematically
greater and more scattered than those in the southeast
quandrant. Although this could be due to a dip of the fault
plane and/or a dip-glip component in the source, we have
already seen from the moving window analysis that these
stations also appear to be more contaminated by structural
effects along the path. The offset of the sinusoidal curve
fit to the data is manifested as a non-double component in the
solution when the solution is constrained to have vertical and
horizontal axes. Were data available from a broader range of
azimuths, the “fit" to the data would appear less good unless
the noise had the same azimuthal variation as the source
radiation pattern. (See Romanowicz, 1982, for a detailed
study of the effects of various noise sources on the moment
tensor inversion.) Because of the poor distribution of dqﬁa
and the apparent shallow source depth, no significance can be
attributed to the presence of a non-double couple component in

the source,.
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To further constrain the source depth would require
extending the analysis to shorter period data which would
further reduce the azimuthal distribution of data. In Figure
2.18 the amplitude spectrum of the Rayleigh wave to periods of
10 seconds at station QUI is compared to spectra calculated by
Tsai (1969) for a vertical strike-slip fault at various depths
in an oceanic model. Several other South American st;tions
showed similar spectra. This figure indicates that the source
was probably shallower than about 3-5 km. Because of
uncertainties in water depth, attenuation along the path, and
a possible dip-slip component in the source, the depth can not
be determined more precisely. In general, higher frequency
body waves are more appropriate for studying details of the
source mechanism such as depth and fault dimensions; for this
event, however, the body wave amplitudes were too small to

justify modeling by synthetic seismograms.

2.5 SUMMARY

The bathymetric and magnetic anomaly patterns of the
central eastern Pacific indicate a number of reorganizations
of the plate boundaries in the past 15 million years and the
bathymetry of the Orozco Fracture Zone probably reflects this
history. Unfortunately, the available magnetic anomaly data
are inadequate for reconstructing the detailed history of the
fracture zone for the last few million years. The presenf
transform zone is a 90 km x 90 km square of dramatic

topography with features trending both parallel and



perpendicular to the spreading direction. The current zone of
transform activity is not clearly delineated in the bathymetry
and epicenters of teleseismically recorded earthquakes are too
scattered to constrain the locus of seismic activity. The
moment sum for teleseismic earthquakes from 1964 to 1979
indicates an average width of the seismic zone of only 0.47
km, but this estimate may be in error by up to an order of
magnitude. A detailed study of the body and surface waves
from one of the larger of these earthquakes (mp = 5.1)
indicates right-lateral strike-slip motion along a nearly
vertical fault plane with a strike of about N75°E and a focal

depth of less than 5 km.
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TABLE 2.1

Teleseismic Earthquakes in the Orozco Fracture Zone*

origin time lat. Tlong. depth mp number of

year mon day hr min sec (°) (°) (km) stations
1931 1 25 12 34 24 15 105 0 6.0 -
1932 8 24 3 40 6 17 104 0 - -
1933 5 8 18 1 6 17 103 0 - -
1934 2 14 22 18 12 17 106 0 - -
1934 6 22 18 33 30 17 106 0 - -
1934 8 28 11 23 0 17 106 0 -
1935 9 10 7 5 12 17 107 0 - -
1936 12 25 20 3 54 16 105 0 - -
1937 2 22 1 18 24 17 104 0 - -
1937 12 22 3 37 12 17 107 0 -

1952 7 15 19 3 35 13.8 104.6 0 -

1954 5 12 5 11 34 15.5 106.3 0 - -
1954 5 12 8 7 40 15.5 106.3 0 - -
1955 1 20 3 48 52 15.5 104.4 0 6.2 -
1955 2 1 14 11 47 15.6 103.1 0 - -
1956 4 25 17 2 14 13.0 103.2 0 - -
1961 7 3 12 15 27 15.3° 104.6 25 - -
1961 12 8 7 57 53 15.3 104.7 33 - -
1962 3 5 1 50 59 16.8 105.0 33 - 13
1962 6 29 22 35 21 15.3 105.2 33 - 12
1963 5 23 18 21 18 14.5 105.2 33 - 10
1964 3 23 6 12 31 16.6 105.1 33 3.9 11
1964 4 10 10 00 42 16.5 104.6 33 3.7 8
1964 7 27 06 27 53 16.8 104.9 33 3.9 5
1965 4 13 20 43 02 15.4 104.7 33 4.2 19
1965 4 13 22 37 21 15.4 104.7 33 4.3 12
1965 9 24 3 9 28 14.2 106.3 33 3.8 9
1965 9 24 3 33 45 15.4 105.5 33 4.5 22
1965 9 24 3 57 20 14.4 105.3 33 4.0 9
1966 1 17 6 12 11 15.6 104.5 33 4.2 14
1966 3 11 1 32 32 15.4 104.5 53 4.8 38
1966 3 11 9 49 38 15.6 104.3 33 4.6 46
1966 6 16 8 59 35 15.6 104.4 33 4.2 19
1966 6 16 10 14 11 15.6 104.2 33 4.4 41
1966 10 13 2 38 02 15.2 105.6 33 4.2 20
1967 9 25 9 49 41 15.6 105.0 33 4.0 20
1968 1 20 21 41 10 16.2 105.3 51 4.8 66
1968 11 23 4 20 29 15.2 105.4 33 4.3 26
19793 2 3 08 59 36 14.2 105.1 33 4.0 4
1970 6 3 18 35 34 15.0 104.9 33 4.3 9
1979 6 3 20 57 15 15.8 104.7 33 4.3 32
1970 7 27 2 12 07 13.5 104.9 33 4.1 4
1970 10 26 5 4] 17 14.8 105.1 33 4.2 4
1972 12 15 02 21 04 14,7 104.4 0 4.0 9



TABLE 2.1 (cont'd.)

origin time
year mon day hr min sec

o
~—
[ ]

P

1973 3 8 21 16 06 16.7
1973 4 9 05 25 36 16.0
1973 6 10 12 39 19 14.4
1973 11 8 22 52 20 16.9
1973 12 14 7 5 15 15.2
1973 12 20 14 05 37 16.4
1974 3 31 7 42 00 14.7
1974 5 24 11 33 8 15.3
1974 5 24 12 26 18 13.4
1974 5 30 3 30 48 15.2
1974 8 13 8 51 37 15.5
1974 12 14 17 29 35 15.6
1975 1 31 16 14 32 15.4
1975 1 31 18 51 58 15.6
1975 9 30 6 4 53 14.7
1975 10 23 12 6 24 15.6
1976 3 14 20 13 56 14.9
1976 4 7 23 49 20 14.1
1976 8 30 9 42 52 15.2
1976 12 2 11 19 53 16.5
1977 2 3 3 0 41 14.6
1977 8 13 0 16 41 15.1
1978 7 17 05 50 57 16.3
1978 9 7 3 46 45 14.9
1978 9 7 5 55 52 15.4
1978 10 13 9 5 45 15.0
1978 10 22 14 7 1 15.3
1978 10 22 14 17 15 15.4
1979 3 14 14 5 2 15.7
1979 6 23 09 10 52 16.1
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* Earthquake parameters are from the NOAA Earthquake Data File
for events before 1964 and are from the Regional Catalogue
of Earthquakes of the International Seismological Center for
events since 1964. The magnitudes for the 1931 and 1955
events are from Gutenberg and Richter (1954) and Rothe

(1969) respectively (see text).



TABLE 2.2 Stations Used in the Surface Wave Analysis of the
January 31, 1975 Earthquake on the Orozco Fracture

Zone.
Station Azimuth Distance Period
(degrees) (degrees) (seconds)
ALQ -4.2 19.6 22-50
ATL 42.1 25.8 30-50
BHP 101.6 25.4 22-50
BLA 40.2 30.7 30-50
BOG 106.3 32.0 26-50
CAR 92.8 37.1 22-50
GIE 137.0 21.5 22-50 X
JCT 16.0 15.7 22-50
LPS 92.0 15.1 22-50
LUB 7.7 18.4 22-50
0GD 39.6 36.6 30-50
OXF 33.2 23.6 30-50
QUI 118.4 30.2 22-50

TucC -17.0 17.8 22-50
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TABLE 2.3 Results of the Moment Tensor Inversion for the
January 31, 1975 Event for a Depth of 3 km
Below Sea Floor

(a) (b) ., (c)

moment tensor components (x10 dyne-cm)

My -1.27%0.07 -1.25+2.23 -1.18+0.07
Mxy 2.92+0.07 2.92*0.15 3.08+0.08
Myy 1.96x0.07 1.98%2.17 1.76+0.07
Mxz m-- --- ===
My .- - S
My, -0.69%0.06 -0.60£10.3 -0.59+0.06
eigenvalues (xlO2I+ dyne-cm)
Tension 3.68+.09 3.70%1.72 3.71%0.09
Intermediate -0.69+.06 -0.60£10.30 -0.59%0.06
Compression -2.99%.09 -2.97+1.75 -3.12+0.09

eigenvectors (strike/dip)

Tension 31/0 31/0 32/0
Intermediate 0/180 0/180 0/180
Compression -59/0 -59/0 -58/0

components of source (percent)

Double couple 63 62 68
CLVD 37 34 32
Explosion - 4 -

double couple scalar moment (xlOzu dyne-cm)
2.3 2.3 2.5

a) initial phase at TUC
b) initial phase at TUC
c) initial phase at TUC

m radians; IMji = 0.
m radians.
0 radians; IMji = 0.

i ou
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FIGURE CAPTIONS

Tectonics of the eastern Pacific (from Klitgord and
Mammerickx, 1982).

Plates and plate boundaries for the eastern equatorial
Pacific (from Klitgord and Mammerickx, 1982).

Offset of the East Pacific Rise by the Orozco Fracture
Zone (Mammerickx, 1980). Contours are in corrected
meters; the contour interval is 100m. The axis of the
East Pacific Rise to the north and south of the fracture
zone is at longitudes of 105°20'W and 104°20'W,
respectively.

Schematic map pointing out the major topographic features
in the Orozco Fracture Zone and defining the nomenclature
used throughout this thesis. The 3000 km contour from
Figure 2.3 is included. The location of the rise axis
was determined from magnetic anomalies (Klitgord and
Mammerickx, 1982).

a. Track lines for bathymetric and magnetic anomaly
profiles displayed in Figure 2.5b and c. Most profiles
were collected by the R/V Conrad or R/V Kana Keoki during
ROSE; profiles F, H and J are from Klitgord and
Mammerickx (1982).

b. Bathymetric profiles across the East Pacific Rise.
The horizontal line on the profiles indicates a depth of
3 km. The arrows mark the location of the axial anomaly.
The Tocation of the axis to the north of the Orozco
Fracture Zone, 105°N20'W, was determined by extrapolation
from profiles in Klitgord and Mammerickx (1982).

C. Magnetic anomaly profiles across the East Pacific
Rise. The horizontal line indicates Oy. The arrows mark
the location of the axial anomaly. The central anomaly,
"J" anomaly and anomaly "2" are also indicated.

Dominant lineations observed on the SEABEAM profiles
across the Orozco Fracture Zone and East Pacific Rise
plotted along the track line.

Enlargement of Figure 2.1 in the neighborhood of the
Orozco transform fault. Dotted lines show location of
data from which Figure 2.1 was constructed; dashed lines
indicate additional data discussed in text. Arrows show
changes suggested by additional data.

Epicenters of teleseismically recorded earthquakes along
the Orozco Fracture Zone for the period 1931 to 1979.
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Longitude vs. time for teleseismically recorded
earthquakes along the Orozco Fracture Zone. No
systematic temporal or spatial pattern of activity can be
resolved.

Plot of log(N) vs. mp for Orozco Fracture Zone
earthquakes. N is the number of earthquakes with
magnitude >mp. The solid dots correspond to the dataset
of all earthquakes with epicenters between 14°N and 16°N,
104°W and 106°W; the open triangles correspond to
earthquakes between 15°N and 16°N, as described in the
text. ’

Cumulative moment vs. time for teleseismically recorded
earthquakes on the Orozco Fracture Zone. The two curves
correspond to the two data sets described in Figure
2.10.

Fault plane solution for the January 31, 1975, earthquake
on the Orozco Fracture Zone. Filled circles represent
compressional first arrivals; open circles represent
dilitations.

WWSSN stations used for surface wave analysis of January
31, 1975, earthquake. The star represents the epicenter.

~a. Examples of results of the moving window analysis.

The letters and numbers represent steps of 1 dB in
energy, normalized to the maximum energy (z) at each
period. Contours are drawn at 2 dB and 4 dB down from
maximum. The vertical lines indicate the period range
used for the inversion. Note the loss of energy in the
fundamental mode at periods shorter than about 28 seconds
for station BLA.

b. Amplitude spectra for the stations in 2.14a.

Phase radiation pattern (in cycles) for a pure dip-slip
fault with a dip of 45° or a vertical strike-slip fault.
A factor of 0.125 cycles has been added to the initial
phase which includes the effects of a Heaviside
source-time function and the asymptotic expansion of the
Hankel function (see Appendix I).

Residual vs. focal depth for the moment tensor inversion
of the Rayleigh wave radiation pattern for the January
31, 1975 event.

Examples at several periods of the fit of the moment-
tensor solution to the observed data for solution (a) in
Table 2.3.

Amplitude spectrum at station QUI compared to spectra
calculated for vertical strike-slip sources at several
depths in an oceanic model. The calculated spectra are
from Tsai (1969).
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CHAPTER III
RESPONSE OF THE MIT OBS

To interpret information about path and source effects
which is contained in the waveforms recorded by an 0BS, we
must be able to describe the relationship between the signal
and the motion of the ground. This has been limited by the
lack of a model to charaéterize the coupling between sensed
motion and the sea-floor motion in the absence of the 0BS.
Progress toward solution of this problem has recently been
made by Sutton et él; (1981) and Zelikovitz and Prothero
(1981), who adapted a model from the engineering literature
(e.g., Richart et al., 1970) in which a structure sittid§ on
sediment is represented as a mass-gpring-dashpot system. This
model satisfactorily explains the results of transient tests
performed on 0BS from different institutions during tests
conducted at Lopez Island, Washington in preparation for
ROSE.

In this chapter, we attempt to derive the total
instrument response. We first briefly describe the MIT O0BS.
The response of the geophones and recording hardware is
examined step by step. The coupling model is summarized and
the results obtained for the MIT OBS at Lopez Island are
compared to results from similar tests conducted at a dockside
site at Woods Hole, Massachusetts. The model is then used to
qualitatively explain differences in the character of the
seismograms recorded by the MIT OBS during several

deployments.
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3.1 THE MIT 0BS

The MIT 0BS is a freefall, pop-up instrument designed
primarily for microearthquake work and has been described by
Mattaboni and Solomon (1977) and Duschenes et al. (1981). Its
external design is shown schematically in Figure 3.1. The
recording and timing electronics and power supply are housed
in a cylindrical pressure vessel which sits vertically atop a
circular base plate. Without the baseplate, the instrument
package is buoyant; the baseplate serves as ballast and
remains on the seafloor after recovery of the 0BS. Attached
to the main pressure case are three glass spheres providing
buoyancy, two flashing lights and a radio transmitter with
pressure sensitive switches to aidéin locating the instrument
during recovery, and an electromagnetic compass to orient the
horizontal components relative to magnetic north. After a
preset time interval, a motor driven mechanical latch releases
the instrument from the baseplate and it floats to the
surface.

To determine the instrument response of the MIT 0BS, each

stage of the recording process must be examined.

3.1.1 GEOPHONES

The ground motion sensors are three orthogonal 4.5 Hz
geophones which are housed in a smaller cylindrical pressure
vessel. This package is placed on the seafloor a few hour;
after deployment by means of a rigid arm attached to the main

package (Duschenes et al., 1981) and a "lollipop" release



(Barash, 1981). After deployment, the arm springs back,
decoupling the deployed package from the main package. To
assure horizontal and vertical orientation of the geophones
even if the package lands on an inclined surface, the
geophones are mounted in a gimbal and the system is damped by
submersion in viscous oil. This configuration can compensate
for up to 30° of inclination of the package.

The deployed package represents a modification of the
original instrument which was introduced to counteract several
problems encountered when the geophones were housed in the
main pressure vessel (Duschenes et al., 1981). In particular,
this design modification greatly improved the signal to noise
ratio of the data by decreasing resonances which appear to be
excited by bottom currents and the mechanical operation of the
tape recorder. The simple geometry of the deployed package,
moreover, permits relatively rigorous application of the
theoretical results on 0BS-bottom coupling to actual data
(section 3.2) and facilitates testing of alternate
configurations for the baseplate. The major disadvantages of
the deployed package are that it entails an additional
underwater electrical connection and that the cable joining
the two packages can become entangled on the sea floor.
Although their importance is uncertain, these two factors
increase the possibility of an instrument malfunction.

We have determined the response of the geophones from the
theoretical response, with constants determined from the

manufacturer's specifications, and have tested the geophones
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individually to obtain an estimate of the variability.
Theoretically, the response of a geophone to oscillatory
ground motion is:

V/1 = (3.1)
Wp 2-m2+2btwwri

where V is the voltage output of the geophone; I is ground
velocity (actually, the velocity of_the geophone package, see
3.2); A is a constant gain; w is angular frequency; w, is the
natural resonant frequency of the geophone; and by is the
damping expressed as a fraction of critical. Displacement
response is obtained by multiplying by iw.

To determine bt and A for the MIT 0BS, we must consider
the principle of the geophone circuit which is shown
schematically in Figure 3.2 (from Aki and Richards, 1981).

Use of such a circuit to measure ground motion was first
introduced by Galitzin in 1914. Within a geophone, a magnetic
field is set up by a magnet attached to the casing. Motion of
the casing relative to the inertial mass m (which includes a
coil of wire wrapped around a support and suspended from a
spring with spring constant K) induces a current in the coil.
The voltage across the coil is proportional to the velocity of
the casing which is generally assumed to be rigidly coupled to
the ground. In section 3.2 we will examine a way of
parameterizing the transfer function between ground motion and

case motion when this assumption does not hold.
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For the geophones used during ROSE (Walker-Hall-Sears
model Z-3CA), the natural resonant frequency fp(=wp/27) is
4.5Hz*0.5Hz and the damping b, due to the resistance R, of the
geophone coil is 60%%10% of critical (manufacturer's
specifications). The total damping is adjusted by changing

the value of resistance R across the poles of the geophone:
2 _7
bt = bg + G /[4nfrm(R+R:)10-"] (3.2)

where G is the intrinsic sensitivity of the geophone (G = B2
where B is the average magnetic field strength and £ is the
length of the wire) and m is the mass of the inertial element.

From the manufacturers specifications for the Z-3CA geophone,

G = 0.598 volts/cm/sec, m = 23 grams and R, = 1060 ohms. (The
factor 10‘7 is a conversion factor relating volts and ohms to
cgs units).

A response which is "maximally flat" for w>w. is achieved
with by = 1//2 = 0.707 (see Figure 3.3) and is generally used
for OBS geophones. Because of human error, M2 at ROSE and the
external package at Lopez Island had R = 38008 resulting in bt
= 1.16. The other MIT 0OBS in ROSE (M1 and M2) were open
circuit so that R was effectively « and by = bg = 0.60. For
reasons discussed in section 3.2, most of the data used for
particle motion and spectral analysis were recorded by MZ2.

The constant A represents the gain of the geophone and is

determined from:

A = GR/(R+R¢) (3.3)
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For M2, A = 0.468 volts/cm/sec; for M1 and M3, A = G = 0.598
volts/cm/sec. The amplitude and phase responses of the
geophones for several values of bt are shown in Figure 3.3.

To obtain an idea of the variability among geophones with
the same manufacturer's specifications, certain parameters
were measured directly. The coil resistances for 11 Z-3CA
geophones were all less than 10602 (Table 3.1) and the
deviation was as much as 12%. By chance, the coil resistance
of the three geophones in M2 ranged from 970-986Q and were
thus the same within 2%. Correcting G to 0.571 volts/cm/sec
by assuming that the lower measured resistance reflects simply
a proportionately shorter wire in the coil, and substituting R
= 9782 in equations 3.2 and 3.3 gives by = 1.12 and A = 0.454
volts/cm/sec for M2. The difference between the response
calculated with these parameters and that calculated with by =
1.16 and A = 0.468 volts/cm/sec is less than the thickness of
the line in Figure 3.3.

The frequency response was tested by shaking the
geophones with a constant displacement amplitude over a sweep
of frequencies. The displacement was produced by driving a
piezoceramic cylinder to which the geophone was rigidly
coupled with an oscillatory voltage. With a peak-to-peak
voltage of approximately 600V, a peak displacement on the
order of 10-3cm can be produced. Because we have not
calibrated the displacement of the peizoceramic cylinder
exactly, we cannot calibrate the geophones exactly. We can,

however, compare the variability among geophones. It must be
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noted that repeated tests of a given geophone yielded
essentially identical results. The results for the geophones
used in M2 and M3 are shown in Figure 3.4. At low frequencies
(~5 Hz), variability of up to 30% of total output can be
observed. The three geophones used in M2, however, had very
similar responses. The ringing at high frequencies was due to
a vibration of the testing apparatus and not to the geophones.
From these tests, we conclude that the response of the three
channels of M2 is adequately represented by a single

equation.

Similar tests were performed on the HS-1 4.5 Hz geophones
manufactured by Geospace which had been used in the MIT 0OBS
before ROSE and were readopted for ‘subsequent expeditions.
These geophones showed less variability and the measured coil

resistances were closer to the manufacturer's specifications.

3.1.2 RECORDING SYSTEM

Figure 3.5 shows a simplified block diagram of the data
recording system (from Mattaboni and Solomon, 1977). The
signals from the three sensors are preamplified and low-pass
filtered through an anti-aliasing filter with a cut-off
frequency of 30 Hz. The signal from each channel is then
passed through an automatic gain control circuit, a
sample-and-hold circuit, and a 12 bit analogue to digital
converter. The digital signal from each channel is loaded
into a 2195-word memory which is equivalent to about 18.3
seconds of data at a sampling rate of 120 samples/sec. The 12

bit word length results in a resolution of over 66 dB for a



single event; combined with 8 bits of automatic gain control,
this leads to a total dynamic range for the recording system
of 108 dB.

The preamplified and filtered signal from the vertical
component is simultaneously passed to the event detection
circuitry which compares the output of a long term average of
the rectified signal (time constant of 500 seconds) to a short
term average (time constant of 1 secbnd). When a set fraction
of the short term average exceeds the long term average, the
tape recorder is turned on and the contents of the memories
are written on 9 track magnetic tape along with sync channel,
timing, gain, and mission code. During an event, the gain and
long-term average are frozen and dita are recorded
continuously for a period of 30 seconds after the long term
average falls below the detection threshold. The logic of the
detection circuitry has been described in detail by Ambuter
and Solomon (1974). At a tape speed of 4.8 cm/sec, about
seven hours of recording time are available, enough to record
several hundred local events.

Timing signals are provided by a 5 MHz oscillator housed
in a temperature controlled oven (Austron Sulzer model 1115).
The manufacturer's rated timing stability of 1 part in 109 per
day (~2 x 10-5 sec/day) has been achieved to within nearly an
order of magnitude in laboratory tests of the oscillators with
respect to WWV standard time (Figure 3.6). These tests also
confirm that, after letting the oscillator stabilize for

several days, the drift rate is indeed linear as is assumed
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when correcting field data. During ROSE I and II, total
drifts corresponding to drift rates of #2 to 23 x 10-3 sec/day
were observed for different instruments. This increasé in the
drift may be due to the extremes of temperature encountered by
the OBS on the trip to and from the sea floor, in which case
this added drift component would not be linear. The timing
error introduced by clock drift during ROSE was probably
smaller for most instruments than that introduced by other
sources such as instrument mislocation (see Chapters IV and
V).

To retrieve ground motion from the recorded data, we must
specify the response of the low-pass filters, the gain of the
system and the digitizing interval. The low-pass filter is
constructed from three identical cascaded circuits of a form
illustrated in Figure 3.7. This configuration approximates a
two-pole, low-pass Chebyshev filter with a cut-off frequency
of 30 Hz and a passband ripple amplitude of 1 dB. The

response of each circuit can be described by:

Vo/V] = Gbg/(-w2+bjiw + bg) (3.4)

bo = 1/(R1R2C4C)

1 1 1
A 71 AR ST 714

G = wu=1+ Rg/R3
where Vo is the output voltage; V7 is the input voltage; Ry,
Rz, R3, R4, C7 and C are the values of the circuit elements in

ohms and farads, respectively; and w is angular frequency.



For the MIT 0BS, Ry = 33ke, Rp = 36k®, R3 = 150k2, Rgq = 130ke,
and C = Cy = 0.15uf. Normalizing to ws = Vbgy = 2-730.779,

this gives:

3
Vo/Vy = [1.8776/(-(w/wc)2 + 1.1722(w/w)i + 1)1 (3.5)

for the response of three identical filters in seriesa
Additional amplifiers in the circuit lead to a total gain of
approximately 680 for the maximum gain setting (including the
preamplifier in the deployed package).

In Figure 3.8 the amplitude and phase response indicated
by equation 3.5 is compared to the response of the MIT 0BS
analog circuit (filters and amplifiers) measured directly
(Table 3.2). Amplitude responses'have been normalized to 6.8
at 10 Hz. Once again, the three components of M2 have a very
similar response.

The eight bits of automatic gain control add a factor of
Vout = Vin°G/256 where G is the gain represented by the 8 bits
of automatic gain control. The data are then digitized at a
rate of 120 samples/sec, and each digital unit equals 1.22
millivolts.

The complex spectrum of ground displacement M(w) in
cmesec (actually, displacement of the geophone package) is
thus related to the complex spectrum of the recorded

seismogram D(w) through:

M(w) = D(w)+0.0012[680(G/256)S(w)]-] (3.6}
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Aw? . 1

where S{w) = fw - T, -
(wf -ws+t2bpwwpi) (-(w/mc)2+1.1722(0)/“’(:)1'”)3

and A=0.468 volts/cm/sec, bt=1.16 for M2; A=0.598 volts/cm/
sec, bt=0.60 for M1 and M3. The response of S(w) for M2 and

M3 is shown in Figure 3.9.

3.1.3 PLAYBACK

The format of the tape recorded in the 0BS is not
compatible with most computers and must be reformatted. The
same tape recorder as that in the OBS is used to play back the
data. As a first step, the data are reconverted to analogue
form and played back on a strip chart recorder. These plots
provide a guide to which data should be reformatted for
further analysis.

Because the OBS tape does not contain any gaps within an
event, an entire event must be read into the computer at once
through a driver program written specifically for this
purpose. An HP1000 computer was used to reformat the ROSE
data. To store 60 seconds of data with 14 words/sample
requires 100k words of storage. At the present time, the
available memory on the HP1000 limits the length of an event
to 60 seconds {(a longer event can, of course, be reformatted
as several overlapping events). The format of the tape
recorded in the 0BS includes much redundant information on

timing because the full header (year, month, etc.) is attached
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to each data sample. Since accurate timing is an essential
component of the data, this provides a safeguard against
temporary malfunctions during the experiment. During
reformatting, the four data bits containing the seconds digit
are monitored to confirm that each second does indeed contain
120 samples; if not, interpolated data points are inserted.
After checking, the data are written to a second tape in a
much condensed format where only the time of the first sample
of an event and the seconds digit are explicitly saved. The
ROSE data were reformatted a second time to correspond to the
standardized ROSE format (LaTraille et al., 1982). The event
headers in ROSE format contain the time of the first sample
corrected for clock drift and for the 18.3 second lag of the
0BS memory and include additional information on instrument
characteristics, shot description, etc. In this form, the
data can be plotted, filtered and otherwise analyzed to answer

a variety of scientific questions.

3.2 COUPLING OF AN OBS TO THE SEAFLOOR

Data recorded by 0BS are often very narrow band
indicating some sort of resonance phenomenon. Several
possible sources which have been identified are bottom
currents (Duennebier et al., 1981), mechanical noise due to
the instrument tape recorder, "fish bumps" (Buskirk et al.,
1980), and the effect of the presence of the 0BS on the motion
of a soft sedimentary bottom. Although the development of the

deployed package represented a major step in improving the



quality of the data recorded by the MIT OBS, even with the
deployed package very monotonic data are sometimes collected.
This suggests that, in some cases, a description of the
interaction of the package with the seafloor must be included

in S(w) in equation 3.6.

3.2.1 THE MODEL

Recently, Sutton et al. (1981) and Zelikovitz and
Prothero (1981) have independently adapted a model from the
engineering literature (e.g. Richart et al., 1970) in which a
structure sitting on sediment is represented as a
mass-spring-dashpot system. Briefly, the system can be
parameterized by a resonant frequency and a damping constant,
both of which are functions of the instrument geometry and
mass and of the physical properties of the underlying
sediment. For the 0BS situation, a coupling constant which
includes the effect of instrument buoyancy multiplies the
system forcing function (ground motion in the absence of the
instrument), and a correction factor must be added to the mass
of the instrument to compensate for the hydrodynamic force of
the water when the water moves relative to the instrument.
Near the resonant frequency, the 0BS motion is amplified
relative to the overall ground motion we wish to measure, and
the amplification is determined by the damping of the system
and the buoyancy of the instrument. At frequencies above ‘the
resonant frequency, the response is attenuated. It has also

been shown that the response of a geophone-sediment system
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calculated from wave theory for a mass sitting on an elastic
half-space is essentially equivalent to this simple model
(e.qg. Lamer, 1969; Hoover and 0'Brien, 1980).

Figure 3.10 illustrates the model. The equation of

motion for this system is:

;+[d/m*]-§+[x+(ps_pw)Ag]/M*-x = (M-Mw-Ms)/M*-; (3.7)
where M is the mass of the object, My and Mg are the average
masses of water and sediment displaced by the object; p, and
pg are the density of water and sediment; M* = M + My where My
is a term which compensates for the hydrodynamic forces
resisting motion of the object through the water; K is the
spring constant; d is damping; A is” the area of the base; g is
the gravitational constant; z is displacement of the seafloor;
and x is displacement of the mass relative to the seafloor.
Dots signify differentiation with respect to time.

Defining C = (M -M, -Ms)/M* and wj = [K + (pg-pu)Agl/M*

this can be rewritten in the form:

x + 2Dwcy + wly = Cz (3.8)
(o4

where D is the damping expressed as a fraction of critical.
The position of the bottom of the 0OBS is i=z-x and the response

spectrum is (Sutton et al., 1981):
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*ﬁ(im)'2 - (3.9)
(im)2+20wcwi+wc2

X(w) _
Lt

I{w)/Z(w)

—0242D/(1-C) swguwi+u’e/(1-C)

"

(1-C)

wzc-wz + 2dwcwi
where X, I and Z represent the complex Fourier transforms of x,
i and z. The amplitude response is illustrated in Figure 3.11
for several values of C and D.

Ignoring the mass of sediment displaced, C represents the
effect of buoyancy (Sutton et al., 1981). In the dry land
situation developed in the engineering literature, C = 1; when
the 0BS is neutrally buoyant (M=My,), C=0 and the 0BS moves
exactly with the seafloor. Of course, in practice a neutrally
buoyant instrument would be affectéd by the slightest current.
To calculate C, My can be calculated from the known 0BS
dimensions and My can be estimated from analytic or laboratory
determinations for simple geometric shapes (Byrd, 1978;
Zelikovitz and Prothero, 1981). For horizontal motion or for
the transient tests described in 3.2.2, C = 1.

The resonant frequency and damping of the system are
related to the physical properties of the sediment; if the
properties of the sediment are known, the coupling response is
known and vice-versa. By calculating the full wave-theory
response for a mass on an elastic half-space for a wide range
of elastic parameters, Lysmer (1965) found that the effective

spring constant and damping were independent of frequency.
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For vertical motion and a circular base,

d = [3.4R(1-v)]-ff;i and K=4uR/(1-v) where R = radius of base
and u, v and pg are the shear modulus, Poisson's ratio and
density of the sediment. These relations are valid if
non-dimensional frequency a = wR/%%% is less than 1, which
holds for the MIT O0BS situation where w < 2730, R = 20 cm, pq
< 2 gm/cm3 and u~106-108 dynes/émz. Similar relations can be
obtained for horizontal, torsional, and rocking modes of
motion (see Richart et al., 1970). 1Ignoring the effect of

buoyancy on w; and D, we can express w: and D as:

172
we=2[u/(1-v) -R/M*] (3.10a)

. 1/72
D=0.85[ pg/(1-v) -R°/M*] (3.10b)

3.2.2 RESULTS OF TRANSIENT TESTS

At the Lopez Island 0BS intercomparison experiment in
June, 1978 (Sutton et al., 1981), transient tests were
conducted to measure the system responses of ocean bottom
seismometers of a variety of designs. The underlying theory
and experimental apparatus for the transient tests has been
described by Sutton et al., (1981). A float attached to the
instrument by an electromagnet is suddenly released, resulting
in a step in force on the instrument. In a highly damped
mass-spring-dashpot system, the instrument-mass will .
essentially experience a step in displacement and an impulse

in velocity as the equilibrium position of the sediment-spring

readjusts to the step in force. The spectrum of the velocity



response will therefore be flat for frequencies below the
characteristic system frequency.

Sutton et al. (1981) and Zelikovitz and Prothero (1981)
have demonstrated that the resonant frequencies and damping
constants measured from these transient tests generally vary
with (R/M*) as predicted by the model (Figure 3.12).
Unfortunately, many instruments showed a resonant frequency
well within the range of interest for seismic data.
Resonances at the frequencies determined from the transient
tests can also be observed in records obtained from airgun and
explosive shots (Johnson and McAlister, 1981).

One of the instruments which showed the most desirable
response at Lopez Island was the MIT 0BS with‘an external
geophone package. The results of the transient tests are
illustrated in Figure 3.13 and the amplitude spectra are shown
in Figure 3.14. The spectra have been corrected for the
velocity response of the geophones. At Lopez Island, one
vertical and one horizontal component were recorded on land
from the external package and one horizontal component was
recorded from the main package. The response of the vertical
component to a vertical transient shows a highly damped
resonance at about 22 Hz with a flat response below this
frequency. The response of the horizontal channel to a
horizontal impulse shows a corner frequency at about 6-10 Hz
which may reflect the horizontal mode of resonance. A

secondary peak at 22 Hz is possibly a manifestation of the
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vertical resonance. The vertical resonance at 22 Hz indicates
a sediment shear modulus (equation 3.9) of about 5 x 10°
dyne/cm2 (Table 3.3).

During the vertical transient, a signal was sometimes
observed on the horizontal component and vice versa
(transients #233 and #234). These signals reflect both
vertical and horizontal resonances, and the maximum amplitude
is about 0.2 times the amplitude observed on the channel
parallel to the force direction (F{gure 3.14). Vertical
transient #136, however, does not show any signal on the
horizontal component. In practice, the vertical and
horizontal transients are probably not purely vertical and
horizontal.

Another noteworthy feature of Figure 3.13 is the signal
observed on the horizontal component in the main package. The
amplitude of this signal is approximately two orders of
magnitude smaller than that for the signal on the external
package. One of the often-stated objections to externally
deployed packages is that the effect on the external package
of the presence of the main package is not known. Although
here the geometry is reversed and the situation is not
directly analogous to a seismic wave incident on both packages
from below, this observation provides a qualitative estimate
of the importance of this effect. This problem deserves
further study, both experimentally and theoretically.

During the tests at Woods Hole, only the response of the

vertical component to a vertical transient was measured. The
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test was performed on both the external package and the main
package, but the two instruments were not deployed
simultaneously.

The tests were originally designed to determine the
effect of varying the diameter of the baseplate on the
external package from 0.33m to 0.47m, thus changing the
bearing pressure from 12.4 to 6.2 x 103 dyne/cm2 (Duschenes
et al., 1981). If we look at the relationship between the
coupling parameters and the instrument geometry (equations
3.10a and b), however, we see that for a given site the ratio
of R/M* and not the bearing pressure determines the coupling
parameters; the bearing pressure will act only indirec;]y by
perhaps embedding the instrument into the bottom so that it
feels the shear modulus of deeper sediment. For the range of
R/M* used in this experiment (Table 3.3), the correction
factor My, which compensates for the hydrodynamic force of the
water, increases so as to nearly counteract the increase in R
even though the actual mass of the package M is not greatly

172

increased. (R/M¥) increases by only about 6% and we should

not expect a significant difference in the resonant frequency
for the different baseplates. The quantity (R3/M*)1/2 changes
by about 33%, so we might expect to see a difference in the
system damping. M, was determined by calculating the factor
for a disk of radius R minus a disk of radius r and adding the
factor for a cylinder of radius r and height h, where r and h

are radius and height of the deployed geophone package (Byrd,

1978; Zelikovitz and Prothero, 1981).
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The results of the tests at Woods Hole are shown in
Figure 3.15. The amplitude spectra have again been corrected
for the velocity response of the geophones. The spectra show
a pronounced peak, unlike those from Lopez Island, and the
shapes are similar to those of the theoretical spectra of
Figure 3.11 for C = 0.8 and D = 0.08. Although only one
example is shown for each baseplate, the tests were repeated
four to ten times for each case and no significant differences
could be observed. |

The system resonance fyp = wc/(27) and damping constant D
for each case were determined by trial and error to be the
pair which best removed the peak in the amplitude spectrum
when the spectrum was corrected for the effect described by
equation 3.9. Figure 3.16 illustrates this procedure. The
results for different baseplates are listed in Table 3.3. No
significant relationship between the coupling parameters and
baseplate size could be determined. The shear modulus of the
sediment indicated by the coupling resonance at 13 Hz is very
low, approximately 1.5 x 106 dyne/cmz.

The main instrument package shows a higher resonant
frequency and damping than the external package. This
suggests that, from the point of view of the coupling model,
the configuration of the main package is preferable to that of
the external package, at least at the Woods Hole site. In
practice, however, the main package is susceptible to several
additional noise sources which are avoided with the external

package (Duschenes et al., 1981). The main package indicates
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a sediment shear modulus which is an order of magnitude higher
than that indicated by the external package.

Does the apparent difference between the shear moduli of
the sediments at the two sites correspond to a difference in
sediment type? At Lopez Island, 3 meters of soft, silty mud
overlie a horizon (identified on seismic reflection profiles)
which is probably a glacial deposit or hard siltstone. The
density of the surficial sediment is approximately 1.57 g/cm3
and the shear velocity in the top few meters, obtained from
surface wave dispersion data, is approximately 20 m/sec
(Tuthill and Lewis, 1981) giving a shear modulus of 6.3 x 106
dynes/cmz. This value agrees well with that deduced from the
transient tests.

The only data available from the Woods Hole site are from
a core taken by the contractor who built the dock. Sediment
strength is measured in units of “number of blows with a 140
1b hammer falling from a height of 30 inches needed to insert
a 1 3/8 inch sampler 6 inches." At this site, the top 0.6 m
of sediment consists of very soft, porous, black organic silt
into which the sampler could be pushed by hand. This silt is
underlain by 5.5 m of porous, medium~-soft sand (10 blows per
6 in of sampler) followed by a meter of very dense,
coarse-medium sand (46 blows per 6 in). The resonant
frequency of the external package is probably determined by
the top layer which must indeed have a very low shear modulus;
the resonance of the main package is probably determined by

the underlying layer. The presence of an interface just below
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the surface may reflect energy back into the system,
decreasing the damping as compared to the Lopez site. In the
model, damping results from energy being radiated into an
infinite elastic half-space in the form of seismic waves.
That the elastic half-space assumption is so clearly violated
at the Woods Hole site may also explain why we do not see the

predicted variation in damping with baseplate size.

3.2.3 APPLICATION TO FIELD RESULTS

The results of this comparison of the response of the MIT
0BS to transient tests at two different sites has implications
which are both encouraging énd discouraging for future O0OBS
studies. They are discouraging because, even for the MIT OBS
which showed a good response at Lopez Island, the
characteristic system resonance is well within the frequency
band of interest for very soft sediments which may sometimes
be encountered in the marine environment. The fesults are
nonetheless encouraging because they suggest that the
mass-spring-dashpot model, which can be simply parameterized
by a resonant frequency and a damping constant for each mode
of motion, does indeed describe one of the major coupling
problems which has plagued 0BS studies.

Qualitatively applying this model to data collected by
the MIT OBS during ROSE, one can observe both "well-coupied"
and "poorly coupled" deployments. Figure 3.17 shows amplitude
displacement spectra of S waves from several earthquakes
recorded by M2 and M3 during ROSE II. At M2, we observe a

wide range of spectral shapes. At M3, we consistently observe



a pronounced peak at about 6 Hz for these same events.
Because the takeoff angles, azimuths and earthquake-station
paths are similar for the two stations, this peak probably
reflects an 0BS coupling resonance at M3 rather than a source
or path effect. Additional support for this inference is
provided by the observation that incidence angles observed at
M3 (see Chapter V) are nearly vertical for P waves and nearly
horizontal for S waves, suggesting that M3 was s%tting on very
Tow velocity material. At M2, incfdence angles ranging from
about 45° to nearly vertical can be observed. During other
deployments of the MIT deployed geophone package both previous
and subsequent to ROSE, sites for which observed P waves have
very steep incidence angles are correlated with narrow band
data with a resonance in the range of 5 to 10 Hz; broad band
data are associated with observed P-wave incidence angles
which apparently vary with azimuth and distance . to the
source.

Some features of the resonance of M3 cannot be directly
explained in terms of the simple mass-spring coupling
resonance. In particular, we note consistently higher
amplitudes on one of the horizontal components (Hl), regard-
less of the azimuth from source to receiver. Apparent
polarizations of the S waves measured during the first cycle
of notion (see Chapter V) are also approximately in the
direction of this component. The tests of the geophones and
filters discussed in the previous section and the response of

the horizontal components to the water wave from shots (see
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Chapter V) do not indicate a systematically greater
amplification on Hl1 for this instrument; any preferential
amplification should occur on H2, according to the geophone
tests. This apparent polarization of the S waves is therefore
probably controlled by the detailed geometry of the sediment
pond below M3. We also cannot resolve the several peaks which
should correspond to the different modes of motion.

Neglecting the effect of C and D which shift the resonant
frequency somewhat from YK/M*, the resonant frequency for

172 .
times the

horizontal motion should be approximately (1-v)
vertical resonant frequency. For an infinite half-space, D
for horizontal and vertical motion are similar. In a real
situation, however, the departure from the half-space
assumption, which decreases the damping by reflecting energy
back into the system, is usually quite different for the
horizontal and vertical directions. Moreover C=1 for
horizontal motion since the bouyancy force is vertical; C is
approximately 0.3 for the MIT 0OBS for vertical motion. The
resonant frequency for the rocking mode depends on the moment
of inertia, and should be much less damped than vertical or
horizontal motion. At M3, we see a single pronounced peak at
6-7 Hz for all events on all components. A second peak at
12-14 Hz may be seen in some cases and may represent a
harmonic of the 6 Hz resonance. In later portions of the
records beyond the S waves, a rocking mode with a very low

damping can be observed. This mode also has a frequency of

6.5 Hz which appears as 13 Hz on the vertical channel.
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One can also question the applicability of this model of
OBS-sediment coupling for sites near spreading centers where
bottom photographs indicate the absence of any sediment cover.
Some of the "well-coupled" OBS may indeed be sitting directly
on basement whereas the "poorly-coupled" O0BS might be perched
on a boulder and rocking. In the former case, the nature of
the bottom just below the instrument is not important for
interpreting the coupling response since no correction for
coupling is needed in the frequency'range of the observations.
The observations of vertically incident P waves and delayed
arrivals on the horizontal components and the consistent
pattern of apparent azimuth of approach for water waves.from
explosive shots at sites which do show a coupling resonance
suggest that low velocity sediments have probably been
responsible for the resonance observed in past MIT OBS
deployments.

In a very young tectonic environment where bottom
photographs indicate that basement volcanics are exposed, the
topography is very rough for wavelengths comparable to the
radius of the baseplate of the MIT 0BS. For an 0BS that is
freely thrown overboard to land on a smooth site several
kilometers below the ship requires a certain element of luck.
The most fruitful approach to an 0OBS network in such an
environment is probably to deploy a large number of relatively
simple, inexpensive instruments to provide arrival time
readings and first motion polarities. A few sites where the

bottom appears smooth as determined from underway reflection



data can then be carefully chosen for the emplacement of a few
more complicated, three component {nstruments. These sites
will probably usually have a continuous sediment cover.

For cases like M3 where the coupling resonance is in the
dominant frequency range of the instrument and has a low
damping, the presence of harmonics and the effects of detailed
site geometry will probably not permit us to use the trial and
error method described in Figure 3.16 to remove the effect of
the coupling resonance accurately enough to confidently
retrieve parameters of the displacement spectrum such as
corner frequency, falloff rate, etc. The results of the
transient tests and the qualitative extension of those results
to past MIT OBS deployments, however, do suggest that the
simple mass-spring-dashpot model provides a useful framework
for understanding the factors involved in 0BS-bottom coupling
and for designing an instrument so that the effect of coupling
resonance will be outside of the frequency range of interest
for most environments. Additional controlled tests are needed
to study the effect of instrument geometry on the coupling
constants for sites on a range of sediment types with known
physical properties and local structure. In situ tests to
determine coupling parameters (Zelikovitz and Prothero, 1981)
and surficial sediment properties for each deployment should

also be very useful.
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3.3 SUMMARY

The effect of instrument response can be removed from
data recorded by the MIT OBS through equation 3.6 which
describes the theoretical response of the geophones and
recording system for specified values of the circuit elements.
Tests on individual components of the 0BS used during ROSE
demonstrate that for instrument M2 variability among .the
components was negligible.

An important factor not included in equation 3.6 is the
transfer function between seafloor motion in the absence of
the 0BS (the desired quantity) and the actual motion of the
0BS package. The effect of the presence of the 0BS pagkage on
seafloor motion can be described by a mass-spring-dashpot
system. The system is parameterized by a resonant frequency
and a damping constant which are functions of the instrument
geometry and of the local sediment properties. _Results of
tests on the MIT 0BS at two nearshore sites suggest that, for
the range of sediment types encountered in the ocean, the
resonant frequency for the MIT deployed geophone package will
be above the frequency range of interest for many sediments
(u>4.5 x 106 dynes/cmz), but may be a problem for very soft
sediments (u=1.5 x 100 dynes/cm2). Of the two MIT 0BS
recording data during ROSE II, one instrument (M2) appears to
have been well coupled whereas spectra for the other (M3) show

a pronounced resonance peak.
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Measured Coil Resistances of Litton Z-3CA Geophones*

Geophone
1T M
2 Ml
3 M2
4 M2
5 M2
6 M3
7 M3
8 M3
9

10

11

12

13

Type

H1
H2

H2
H1

H2
H1

Coil Resistance

f
939
1017
986
970
981
1025
1008
1042
938
1038
1037
1041
1039

*Manufacturer's specifications cite 1060¢.
deployed in M1, M2 and M3 during ROSE are identified. The
vertical geophone in M1 ruptured and was flooded by o0il during

ROSE II.

Those geophones



TABLE 3.2 Measured Frequency Response of the MIT OBS Analog
Card for OBS Deployed During ROSE

a) Gain as a function of frequency - normalized to 6.8 at
10 Hz. Input signal was 100 mV peak to peak

frequency
Hz M1 M2 M3
1.5 6.1 6.5 6.2 6.1 6.2 6.0 6.1 6.2 6.2
2 6.2 6.5 6.2 6.2 6.3 6.1 6.1 6.3 6.3
2.5 6.2 6.6 6.3 6.2 6.3 6.2 6.2 6.3 6.3
3 6.3 6.6 6.3 6.2 6.4 6.2 6.2 6.4 6.3
4 6.3 6.7 6.3 6.3 6.4 6.2 6.2 6.4 6.3
5 6.4 6.7 6.4 6.4 6.4 6.3 6.3 6.5 6.4
6 6.5 6.8 6.4 6.4 6.5 6.4 6.4 6.5 6.5
8 6.7 6.8 6.6 6.6 6.6 6.6 6.6 6.7 -6.6
10 6.8 6.8 6. 6.8 6.8 6.8 6.8 6. 6.8
15 7.2 6.6 7.2 7.3 7.2 7.4 7.5 7.2 7.4
20 7.1 5.8 7.2 7.4 7.0 7.6 7.7 7.0 7.4
25 5.9 4.2 6.2 6.5 6.0 6.7 6.8 6.0 6.6
30 4.0 2.7 4.4 4.2 4.3 4.9 4.2 4.2 4.8
40 1.5 1.2 1.7 1.4 1.4 1.1 1.5 1.4 1.6
50 .62 .72 .76 .46 .42 .46 .42 .43 .48
60 .40 .70 .56 .15 .15 .15 .15 .15 .15
80 .02 .02 .03 .03 .03 .03 .03 .03 .03

100 .01 .01 .01 .01 .01 .01 .01 .01 .01



TABLE 3.2 (cont'd.)

b) Frequency (Hz) as a function of phase delay

phase delay

degrees
-0
90
180
270
360

12.
21.
30.
42.

M1

1.3 1.
10.6 12.
19.1 22.
27.3 30.
39.5 42.

o o

13.
22.
31.
43.

2

M2

1.6 1.6
12.8 13.4
22.4 22.7
31.2 31.2
43.5 43.2

M3
1.4 1.7 1.
13.4 12.8 13.
22.4 22.3 22.
30.6 31.1 31.
42.1 43.7 43.

>
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TABLE 3.3. Summary of the results of vertical transient
tests on the MIT 0BS. R is the baseplate radius;
M*, fy and D were determined as described in the
text; u was calculated from equation (3.10a). The
range of values for u reflects the range
.33 < v < .49,

Site R(meters) M*(kg) fp(Hz) D u(x106 dynes/cm2)

Lopez 0.205 31 22 >.25 4.5-5.9
WHOI 0.165 28 13 .10 1.4-1.9
0.205 31 13 .10 1.3-1.7
0.235 35 13 .12 1.3-1.7

0.636 643 18 .16 17.-22.
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FIGURE CAPTIONS

Schematic illustration of the MIT 0BS capsule.

Schematic illustration of the moving coil,
electromagnetic ground motion sensor (from Aki and
Richards, 1980).

Velocity and phase response of the geophones in the MIT
0BS. For a discussion of the parameters bty and A, see
the text.

Response of the individual geophones tested as described
in the text. The three geophones in M2 are shown to
have essentially the same response. Of the other
geophones tested (Table 3.1), only those which gave a
response which was noticeably different from the
response for the three geophones in M2 are shown.

Block diagram of the data recording system. In the
upper left are triaxial seismometers each of which is
connected to a preamplifier and a low-pass filter. The
vertical component waveform is applied to the automatic
gain circuits. The X and Y component gains are
slave-controlled from the vertical channel. The output
of the gain circuit is applied to the analogue to
digital converter through a sample and hold circuit.
Digital data from the A/D are converted from parallel to
serial form and delayed by the buffer memory for 18
seconds. Data are then recorded on magnetic tape via
the tape head drivers. The data bus multiplexer accepts
inputs from the automatic gain circuit, the real time
clock, and the mission code switch. The resulting
combined data are fed to the tape head drivers. The 5
MHz oscillator drives a divider chain which supplies one
pulse per second to the real time clock and 1680 Hz to
the control and timing circuits. The control and timing
circuits provide fourteen phases to the multiplexer as
well as timing for all of the digital functions. The
event detector and logic control output is ANDED with
the four-hour delay turn on. The resultant output
controls the tape recorder. Delay data on inhibits the
tape head drivers from applying the digital data to the
tape for 2s. This allows the tape to come up to speed.
The BCD switch sets the comparator to a future release
time. When the real time clock reaches the BCD switch
setting, a release signal is generated (from Mattaboni
and Solomon, 1977).
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Drift of the oscillators used for timing in the MIT 0BS
during ROSE measured at MIT several months after ROSE.
Slopes of drift lines are in units of msec/day.

Circuit diagram for the filter described by equation 3.4.

Amplitude and phase response of the cascaded filters
described by equation 3.5 (solid 1ine). The dotted
lines and the squares delimit the responses measured for
the three components of M2. In Table 3.2, one can see
that all but one channel (H1 in M1) is well described by
equation 3.5.

Combined response of the geophones and filters for the
MIT OBS. The total recording gain of 680 is included.

Schematic illustration of the spring-dashpot model for
describing coupling of an OBS to the seafloor (from
Sutton et al., 1981).

Amplitude response of the OBS-sediment system relative
to ground motion in the absence of the 0BS. The
parameters are described in the text (from Sutton et
al., 1981). —

a. Observed resonant frequency as a function of
(R/M*)1/2.(1-2D02)1/2 for the 0BS tested at Lopez Island.
The lines represent a constant value of sediment shear
modulus. Most of the instruments indicate a shear
modulus of about 2.5x100 dynes/cmz. The higher shear
modulus felt by UWF can be attributed to the very high
bearing pressure of this instrument; this may have
caused it to be imbedded in the sediment where it felt a
stiffer lTayer found at a depth of about 3 meters below
sea floor (from Zelikovitz and Prothero, 1981).

b. Damping as a function of instrument geometry; B =
(1-v)/(4pg) *M*/R3. The dashed line represents the
theoretical damping for a half-space. In the model,
damping results from the radiation of energy away from
the mass. In the earth, we expect that some energy is
reflected back into the system, decreasing the total
damping. The expected trend as a function of instrument
geometry can, nevertheless, be observed (from Zelikovitz
and Prothero, 1981).

-
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Results of transient tests on the MIT OBS external
package at Lopez Island. The numbers on the left are
the identification numbers from the Lopez catalogue; V
and H indicate vertical and horizontal test,
respectively. Trace a is the vertical component in the
external package; b and ¢ are the horizontal components
in the external and main packages, respectively. The
numbers on the right are the scaling factors relative
to the trace from the component in the direction of the
applied force. )

Spectra of the traces shown in Figure 3.13. Scale on
the left refers to test #233; scale on the right to
#234.

Examples of transient tests performed at the Woods Hole
site. 'Main' indicates main instrument package; 'lbp'
indicates large base plate with radius 0.235 m; 'mbp’
indicates medium base plate with radius 0.205 m; 'sbp'
indicates small base plate with radius 0.165 m.

Example illustrating determination of f, and D by
removing the coupling effect: described by equation 3.9.
At frequencies above the resonant frequency, the
spectrum does not fall off as rapidly as predicted by
the model and a peak is observed in the corrected
spectrum. The frequency of this peak is approximately
double the resonant frequency for both the Lopez Island
and Woods Hole results and probably represents a
harmonic of the main resonance. The uncorrected
spectrum is also shown for comparison. The
best-fitting values for f, and D are 13 Hz and 0.10,
respectively. Other values for f, and D are: (a) f, =
12.5, D = 0.10; (b) f, = 13.0, D = 0.12; (c) f, = 13.0,
D =0.08; (d) fp = 13.5, D = 0.10.

Amplitude spectra of S waves observed at M2 and M3 from
several of the earthquakes located in Chapter IV. The
spectra have been corrected for instrument response
with equation 3.6. No correction for range or
attenuation has been included. The solid line
represents the vertical component; the dashed line, Hl;
the dash-dotted line, HZ2.
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CHAPTER IV
MICROEARTHQUAKE LOCATIONS AND SOURCE PARAMETERS

In this chapter, microearthquake§ recorded in the Orozco
Fracture Zone during the second phase of ROSE (ROSE II) are
located. The primary data sources for this study are the
arrival time readings reported by the various groups
participating in the experiment. Fault plane solutions and
moments for the larger events are also presented.

The results in this chapter are all relative to a
laterally homogeneous velocity structure adapted from the
results of several earlier refraction experiments in the
region. In Chapter V, the velocity structure of the trénsform
will be studied from data co]]ecteé during ROSE II. Although
lateral velocity variations are found, the major conclusions
of this chapter are not changed and some of the questions

raised here will be tentatively answered.

4.1 THE ROSE NETWORK

Forty-four OBS and OBH operated by nine institutions
recorded data during the second phase of ROSE, and arrival
times from 29 instruments were reported for the
microearthquake locations. This data set includes nearly all
of those stations deployed in the vicinity of features which
were found to be seismically active and eventual inclusion of
the data from additional stations will not increase
siynificantly the number of locatable earthquakes or the

precision of the calculated hypocenters.
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The instruments varied from three component, digitally
recording, event detecting seismometers to continuously
recording, one-channel hydrophones. Table 4.1 summarizes the
distinctive features of these instruments. Figure 4.1 shows
the locations of the instruments with respect to the regional
bathymetry; their geographic coordinates are listed in Table
4.2. Because the total recording time for the Woods Hole OBH
is approximately 8 days, most of these instruments were
retrieved and redeployed midway through ROSE II. Instrument
SC1 released prematurely and was also redeployed.

The deployment pattern was designed so that each
geographic alliance of groups would have a self-contained data
set with which to work during the i#nitial stage of data
analysis. The University of California at Santa Barbara and
at San Diego monitored the seismicity of the northern
transform trough and the Woods ‘Hole-M.I.T. group deployed a
network in the ;entra] transform. A number of instruments
were deployed outside the active transform in order to study
the effect of propagation through the oceanic crust on
earthquake generated waves, in particular shear waves. The
asymmetry of the deployment pattern depicted in Figure 4.1
also reflects certain unscientific considerations such as the
200 mile 1imit of Mexican jurisdiction and the limited ship
time available for deploying the network.

Figure 4.2 shows histograms of earthquake activity pé} 12
hour period reported by the instruments providing arrival time

readings for this study and indicates the time period during



which each instrument was recording data. The histograms are
stacked from top to bottom in order of decreasing latitude.
The hatched area represents all events reported for the
instrument whereas the solid area represents only those
earthquakes located in this study and listed in Table 4.5. No
arrival times from T13 were used for the locations because of
a problem with the internal clock in the instrument. The
great number of events reported by the Woods Hole instruments
is partly an artifact of the method of defining an "event."
For the continuously recording Woods Hole instruments, any
discrete event with a maximum amplitude of at least twice the
background noise level was counted; for many of these, it is
impossible to pick a first arrival. For the other
instruments, only those events whose arrival time had been
determined were included. From this figure we can make a few
preliminary inferences about the seismicity. We can see that

several groups of earthquakes were detected throughout the

network. Instruments SB1, SB2, SC1, SC2, T2, WH1 and WH7 also

recorded many presumably very local events which were not
recorded by enough instruments for a location to be
calculated; UT14 also recorded many events but did not record
many of those detected throughout the network (Ouchi et al.,

1982).
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4.2 LOCATION METHOD

The earthquake location problem was the first inverse
problem studied in seismology and has been discussed by many
authors. Thorough reviews are given by Stewart and Lee (1981)
and Aki and Richards (1980). The non-linear nature of the
problem is well known, as is its linear approximation“in the
form:

[Al-x = b (4.1)

where [A] is an nx4 matrix of the travel time derivatives for
an assumed velocity model, x is a 4-dimensional vector of
adjustments to an assumed hypocenter and origin time, and b is
an n-dimensional vector of differences between the obse;ved
arrival times and those ca]cu]ated'for the assumed hypocenter.
The solution is found by iterating until x becomes negligible
as defined by a specified convergence criterion.

In this study, earthquakes were located using the computer
program HYPOINVERSE developed at the USGS (Klein, 1978).
HYPOINVERSE solves for x by doing a singular value

decomposition of [A] and calculating the generalized inverse.

The matrix [A] can be decomposed into:
[AT = CUICAICV] = CUpICApILYV,I] (4.2)

where [U] and [V] represent the eigenvectors of the "data
space" and "model space", respectively, and [A] is a diagenal
matrix of eigenvalues. A "~" indicates the transpose of the
complex conjugate of the matrix. [Up] = [U]-[Uo] and [Vp] =

[V]-[Vy] contain the eigenvectors corresponding to non-zero
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eigenvalues in [Ap] and couple the data to the model; [Uy]
represents the discrepancy between the model and the data and
[Vo] represents elements of the model which cannot be
determined from the data. The generalized inverse of [A] can
be defined as:

[Agl-1 = [V,10Ap1-1LUp] (4.3)

For the (usually) overdetermined problem of hypocenter
determination where [Vo] = 0 and [Uy] #0, the generalized
inverse is equivalent to the least squares solution
classically used to locate earthquakes. The advantage of the
singular value decomposition is that the resolution
([Vp]-[Vp]), data importance ([Up]j[Up]) and covariance“
(cdz'[vp]'[Ap]'zt[Vp] where cdz = Jariance of data, assuming
all data have same variance) matrices can be easily
determined. Since the hypocenter location problem is usually
overdetermined, the model is perfectly resolved. The data
importance matrix represents the weight of each observation
towards the solution and is useful for examining the effect of
network geometry for individual events. The covariance matrix
represents the errors in the solution due to the errors in the
data but does not include the effect of errors in the assumed
velocity model.

Sometimes, because of the geometry of the network
relative to the source, the solution may actually be -
underdetermined even though more than 4 data are available.

In this case, one of the eigenvalues of [A] is very small

resulting in instability in [Ap]'1 and [Ap]'z. The



corresponding eigenvector indicates a direction in which the
solution is poorly resolved. In practice, the largest
component in this direction is usually depth. The singular
value decomposition identifies this direction explicitly and
hypocentral adjustments in this direction can be damped
accordingly. For this study, an eigenvalue cutoff of 0.016
was found to be appropriate.

Another important feature of the location algorithm is
that it assigns weights to the observed arrival times as a
function of the residual from the previous iteration. This
provision is useful for pointing out arrival time readings
which are grossly in error such as in the case of a
misidentification of phase. For the first iteration, P-wave
arrival times were assigned a weight of 1. To compensate for
larger arrival time reading errors combined with the
inherently greater importance of these readings toward the
solution, S-wave arrival times were weighted by a factor of
0.75.

A complete description of the location program is given

by Klein (1978).

4.3 ARRIVAL TIME DATA

Arrival time readings reported by the various groups
participating in ROSE were used to calculate the
microearthquake locations. P wave arrival time readings were

obtained from all stations. Errors in picking the arrival

times were less than 0.04 seconds for most of the events and
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most of the instruments. For the MIT 0BS, arrival times could
be picked with a precision of about 0.01 seconds for all but a
few emergent events.

MIT, the University of California at San Diego and at
Santa Barbara, and the University of Texas also reported S
wave arrival times. On the MIT instruments, the S wave
arrivals were picked by looking at the waveform recorded on
three orthogonal components and are, in most cases, precise to
within approximately 0.03 seconds. On the University of Texas
and University of California at San Diego OBS,the S wave was
picked from only a single vertical component. Although the
University of California at Santa Barbara 0OBS is equipped with
three orthogonal cohponents, because of instrument
mal functions the S wave was picked from only a vertical and a
single horizontal component (SB1) or one vertical component
(SB2). Experience gained with the MIT data indicates that S
wave picks from fewer than 3 components must be regarded with
caution.

Figure 4.3 illustrates a few of the pitfalls of picking
S arrival times with fewer than three orthogonal components.
Figure 4.3a shows the seismograms from an event recorded by
the MIT OBS. Because this instrument was located on low
velocity material, P wave incidence angles are nearly vertical
and S wave incidence angles are close to horizontal. Although
an S wave can be observed on the vertical component, it is
usually emergent and delayed by one or two cycles relative to

the horizontal component. Moreover, on the example of figure
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4,3a the S wave is polarized such that it is essentially
parallel to one of the horizontal components and demonstrates
the false economy of saving tape by recording only one
horizontal component. In Figure 4.3b, the S wave arrival is
well identified on both horizontal components. On the
vertical component, however, a phase arrives considerably
earlier which might be misidentified as S although its high
frequency would argue against such an interpretation. This
problem increases with range as refracted and converted phases
become important in the seismogram (Kanasewich et al., 1973).
Example 4.3b also illustrates an effect which again
demonstrates the importance of having two horizontal
components; a time difference of 0.12 seconds is observed
between the arrival of SV on the radial component and SH on
the transverse component. (The process of orienting the
horizontal components will be discussed in Chapter V).
Example 4.3c shows that even when the S wave arrival appears
to be impulsive on the vertical channel, it may be
considerably delayed relative to the arrival observed on the
horizontal components.

Example 4.3a is the most extreme illustration from the
MIT dataset of the above effects. Examples 4.3b and 4.3c,
however, are representative of most of the data as can be seen
in Appendix II which contains a catalogue of waveforms )
recorded from earthquakes in the Orozco Fracture Zone by the

MIT OBS. Because of these effects, S wave arrivals read from

fewer than three components were used only when their
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inclusion permitted location of an event which had too few P
wave arrival time readings.

A11 arrival times were corrected for the drift of the
internal instrument clock during its time on the bottom
relative to international standard time (WWV). For most of
the instruments, the total drift over a period of a month was
less than 0.25 seconds although a few instruments in ROSE had
a total drift of a few seconds per month. A linear drift rate
is usually assumed when making the correction. It is
probable, however, that for clocks which are not encased in a
temperature-controlled oven, much of the drift is due to
temperature changes during trips to and from the ocean floor.
The MIT OBS uses an oven encased 5 MHz oscillator rated to an
accuracy of 1 part in 109 per day (Mattaboni and Solomon,
1977) and had an actual drift rate of approximately 6.5
msec/day during ROSE. For the network as a whole, errors due
to errors in the clock drift correction are probably on the
order of a few hundredths of a second.

The arrival time readings were also corrected to
normalize all stations to the same water depth of 3000 meters
by adding Ah/V where Ah is the depth of the 0BS minus 3000
meters and V is the crustal velocity. An average crustal P
wave velocity of 6.5 km/sec was assumed in making this
correction and S wave arrivals were corrected by assuming a
ratio of P wave to S wave velocity of 1.75. This velocity is
midway between an upper crustal velocity of 5 km/sec and a

mantle velocity of 8 km/sec and represents a compromise
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between attributing depth variations to either variations in
the thickness of the upper crust or to deepening with age of a
constant thickness crust. Both mechanisms are probably
affecting this dataset. The depths of the instruments ranged
from 2203 to 4068 meters with most between 2700 and 3350
meters - this corresponds to corrections to the P wave arrival
times between 0.13 and -0.15 seconds with most between 0.05
and -0.06 seconds. The error in the correction due to errors
in the instrument depth and in the velocity used for the
correction is probably 0.01-0.03 seconds.

Errors in the geographical coordinates of the OBS due
both to navigation errors and to lateral motion of the 0BS
during the trip through the water column may range up to a
kilometer. The effect on the locations is similar to the error
induced by differences between the assumed and actual velocity
structure. These errors are not included in the "picking
error" and will be discussed in section 4.5.

For the calculation of the covariance matrix, an

effective "picking error" of 0.07 seconds was assumed.

4.4 VELOCITY MODEL FOR HYPOCENTER LOCATIONS

The assumption that the [A] matrix in equation 4.2 is
known implies that the velocity structure is known. To locate
the earthquakes recorded during ROSE, a P wave velocity
structure of 9 homogeneous, flat layers was assumed whicht

approximates a crust with velocity increasing rapidly from 4.4

to 5 km/sec in the first two kilometers and then gradually



increasing to a Moho velocity of 7.8 km/sec at a depth of 6.65
km (Table 4.3). This velocity structure was based on the
results obtained from line 57 of Lewis and Snydsman (1979) on
0 to 0.4 million year old crust at 13.5°N and from line B of
Orcutt et al. (1976) on 2.9 million year old crust at 9°N.
Similar velocity-depth profiles were obtained independently
from these two data sets and seemed appropriate for this study
which involves crust of age 0 to 2 million years. Although
several refraction lines along the axis of the East Pacific
Rise have suggested the presence of a low velocity zone in the
crust (e.g., Orcutt et al., 1976) or upper mantle (Bibee,
1981), the lateral extent of this low velocity zone must be
limited to a few kilometers and was not included here. For
the S wave velocity structure, a Vp/VS ratio of 1.75
corresponding to a Poisson's ratio of 0.26 was assumed. The
effect on the hypocenter calculations of varying the Tayered
P-wave velocity structure or V,/Vg will be discussed in
section 4.5 and the effect of lateral velocity heterogeneity
will be examined in Chapter V.

An attempt was made to constrain Vp/Vs directly from the
observations by plotting (S2-S1) vs. (P2-P1) where P1'and S
are the P and S wave arrival times at station 1, and P2 and S2
are the arrival times of the same event at station 2. For a
laterally homogeneous medium with a constant Vp/VS througbout,
the data should define a line passing through the origin with
a slope equal to Vp/VS. The data are displayed in Figure 4.4

and the slopes and intercepts of lines determined by a
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least-squares regression assuming all error to be in S are
given in Table 4.4. Because of errors in the data, the lines
were not constrained to pass through the origin.

Data sets 1, 2 and 3 give a slope of about 1.77 which
corresponds to a Poisson's ratio v of 0.27. This is similar
to the values for V,/Vg which are found from laboratory
measurements on the type of rocks thought to make up the lower
oceanic crust and upper mantle (Christensen and Salisbury,
1972, 1973, 1975). Data sets 4 and 5, however, indicate very
low values of Vp/VS. Both in situ experiments and laboratory
measurements have observed Vp/Vs considerably greater than
1.77 (up to 2.05), and these observations have been explained
in terms of cracking and weakening of the upper layer of
oceanic basalt (Christensen and Salisbury, 1973; Francis,
1976) or serpentinization of peridotite (Christensen, 1972).
No oceanic rock types, however, have Vp/Vg much Tower than
1.70 (v = 0.24) (Spudich and Orcutt, 1980) and a geologic
process resulting in such a situation is difficult to
envisage. Moreover, the intercepts are significantly
different from zero, suggesting a systematic bias in the
data.

Reexamining Figure 4.4, we see that the lower Vp/Vg ratio
is determined by data with AP>»2 seconds. If we divide
datasets 4 ahd 5 into two subsets, we find that, with the _
exception of datset 4 which was determined from only 4 points,
the slopes increase (Table 4.4b) and are no longer

significantly different from 1.77. The data do not permit us
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to determine whether this observation is due to a systematic
mispicking of phases or to local velocity anomalies. For
data set 4, AP>2.1 seconds corresponds to hypocenters in the
central transform whereas AP<2.1 seconds corresponds to
hypocenters in the northern transform. In section 4.6, a
pronounced delay of S waves relative to P waves is observed at
M2 and M3 for events in the central transform. This would
also produce the result observed in Figure 4.4 and signals a
structural cause. For data set 5, the difference corresponds
to hypocenters near 105°12'W (AP<2.1) and 105°6'W (AP>2.1)
along trough A. These two groups of earthquakes also appear
to be distinguished by differences in focal depth (section
4.5.2) and the observation of Figu?e 4.4 may be due to either
local velocity structure or to a systematic mispicking of

phase.

4.5 HYPOCENTER LOCATIONS

The hypocentral parameters of earthquakes located during
Phase II of ROSE are presented in Table 3.5. A1l events
located with a root-mean-squared residual of less than 0.25
seconds are included. These 70 events represent 85% of the
events for which four or more arrival time readings were
available. Although data from 29 stations were reported, no
event was reported by all stations. Thirteen events were_
located using at least 15 arrival time readings and most
locations calculated from only four or five readings are

supported by spatial and temporal association with a larger,
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well-located earthquake. The number of stations reporting an
event provides a crude measure of relative magnitude.
Magnitude will be discussed further in section 4.8.

An initial hypocenter close to the station reporting the
earliest arrival time was assumed. The locations were
calculated twice, starting from initial depths of 5 and 12 km.
For most events, the two initial hypocenters converged to the
same solution. When two different depths were obtained, the
solution giving the smaller residual was chosen; with only one
exception (March 4 at 20h10m) this was the shallower depth.
That this one exception is probably a spurious result will be
discussed in 4.5.1.

Although most of the earthquakes were not detected by all
of the instruments, the large number of instruments deployed
during ROSE was useful for two reasons. Obviously, it
extended the spatial extent of good hypocentral resolving
power of the network compared to the much smaller networks of
instruments used in earlier studies. Equally importantly, the
large number of stations led to the detection of errors in
data processing which might otherwise have been undetected and
would have therefore led to erroneous locations. An
examination of the residuals at each station for those events
located using 18 or more arrivals revealed systematic trends
which could be traced to errors in the clock drift correction
for a few instruments. Small events located using only 4-%
arrival times including the erroneous data often seemed to be

well located (as indicated by small root-mean-squared
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residuals and covariance ellipses) when actually their
locations were in error by several kilometers.

The calculated epicenters are superimposed on the local
bathymetry in Figure (4.5). Unlike the teleseismic epicenters
of Figure 2.6 most of the activity is localized in two regions
and is clearly related to topographic features. Over half of
the epicenters are aligned along trough A (Figure 2.4),
subsequently referred to as region 1. The second
concentration of activity is associated with the western
end of trough B and ridge B', subsequently referred to as
region 2. The epicenters are quite scattered, and some do not
bear any obvious relationship to topography. Before
discussing the implications of this pattern of seismicity, we
must first examine the precision of the calculated locations

with respect to the layered velocity model.

4.5.1 PRECISION OF THE LOCATIONS

The axes of the covariance matrix of the solution
calculated by HYPOINVERSE define the 32% confidence ellipse of
the solution to the linearized problem. The 95% confidence
ellipse is obtained by multiplying the axis lengths by a
factor of 2.4. Because the problem is not linear, these
ellipses provide only a qualitative measure of the precision
of the location. The projection of these axes (95% confidence
level) onto horizontal and vertical planes through the }

hypocenter are Tisted in Table 4.5 as measures of the

horizontal and vertical errors in the solution. Only the



larger of the two horizontal errors is 1listed. These formal
errors suggest that most of the earthquake locations are
precise to within one or two kilometers in the horizontal
direction and point out those events for which one of the
eigenvalues is less than the cutoff value, indicating that the
geometry of the available data provides 1ittle constraint in
that direction. 1In general, the poorly constrained direction
is nearly vertical, corresponding to depth. Locations for
several events near the northern ridge-transform intersection,
however, have a zero eigenvalue corresponding approximately to
latitude. These events were located using P and S arrival
times at only two stations. Usually this leads to two
possible epicenters. For these evbnts, however, the two
stations and the epicenter fall approximately on the same line
and the two possible solutions degenerate to one.

Additional information for evaluating the precision is
contained in the parameters "maximum azimuthal gap" and
"distance to the closest station" which are also listed in
Table 4.5. As can be seen in Figure 4.5, most of the
earthquakes were along the perimeter of the network and the
maximum azimuthal gap is sometimes quite large. Lilwall and
Francis (1978) have demonstrated through numerical experiments
that this does not necessarily imply poor resolution of the
hypocenter, provided that the distance between the event and
the closest station is "small." In fact, for a three or
four station array with a station spacing of 10 km, the best

depth and epicenter resolution is obtained for events just
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outside the array near one of the instruments. . A generally
accepted rule of thumb for evaluating depth resolution is that
the closest station to the event should be within a horizontal
distance less than the focal depth.

The effects of errors in the assumed layered model were
also examined empirically by perturbing parameters ofmthe
layered model and recalculating the locations. The latitude,
longitude and depth of the new location were subtracted from
the latitude, longitude and depth calculated with the model of
Table 4.3 and the differences were plotted as histograms.
Results from three alternate models are shown in Figure 4.6.
In Figure 4.6a, the locations were recalculated with the
crustal model of Table 3 and a Vp/¥g ratio of 1.78; in 4.6b, a
model consisting of a single 6 km thick layer with a velocity
of 6 km/sec overlying an 8 km/sec half-space was assumed; and
in 4.6¢c the crust of Table 4.3 was modified by increasing the
half-space velocity to 8 km/sec and decreasing the thickness
of the 7.72 km/s layer to 0.5 km.

For all three cases, most latitude and longitude changes
are less than 0.3 km and almost all are Tess than 1 km. ATl
larjer epicentral perturbations correspond to events for which
HYPOINVERSE indicated poor depth control and for which the
calculated depth changed by several kilometers when the model
was perturbed.

The depths are more sensitive than the epicenters tor

changes in the model. In Figures 4.6a and 4.6c¢c, most depth

changes are within %1 km; 4.6b shows a bit more scatter.
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Increasing the Moho velocity (Figure 4.6¢c) systematically
decreases the depths, and the velocity model of Figure 4.6b,
which decreases the velocity in the lower crust, increases the
depths. In most cases, relative depth differences among
events are preserved. The change in the rms travel time
residual is not significantly different from 0.0 for any of
the models tested and we cannot resolve whether any of these
models represents a more appropriate average velocity model
than that of Table 4.3. .

To summarize the results presented in this section, the
errors indicated by HYPOINVERSE appear, in most cases, to be
an accurate reflection of the precision of the 1ocations with
respect to a layered velocity model. For most events the
calculated hypocenters are precise to within less than a
kilometer horizontally and to within about 2 km vertically.
Errors due to small changes in the assumed layered velocity
structure are of the same order. The effect of possible
lateral heterogeneity in the true velocity structure has not

been considered here and will be discussed in Chapter V.

4.5.2 SEISMICITY OF REGION 1
Figure 4.7 shows the epicenters which were located along
the northern trough and illustrates the temporal pattern of

activity. Most of the earthquakes were clearly aligned along
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the topographic trace of the trough.*

No earthquakes were recorded along the northern transform
trough on February 27 and 28. During the first few days of
March, earthquakes occurred near 105°W and from 105°10'W to the
intersection of the transform with East Pacific Rise near
105°17'W. On March 5,6, and 7, only a few events were located
and the epicenters are quite scattered. Unfortunately, most
of the instruments deployed near the ridge-transform
intersection were no longer recording data at this time and at
least part of this scatter may result from poor station
distribution. The cluster of earthquakes at 105°06'W on March
8 represents a mainshock-aftershock sequence along a section
of the transform whfch did not shdw any seismic activity
during the preceding week. The main shock of this sequence
was the largest earthquake recorded during ROSE II. Within
the sequence, an eastward progression of activity with time

(with a few exceptions) can be observed (Figure 4.8). All

* Note: The bathymetric contours in Figure 4.7 and 4.14 were
drawn by myself from the data collected by the R/V CONRAD
and R/V KANA KEOKI during ROSE. Although, in general, the
contours I determined were the same as those determined by
Mammerickx (1980) from data collected previous to ROSE and
including a subset of the ROSE data, a few differences can
be observed, most notably in the position of the 3000 m
contour at the intersection of the East Pacific Rise and
trough A (Figure 2.4 and at the intersection of troughs B
and C. I have preferred to use the Mammerickx (1980) map as
a base map for several figures because of its better
coverage of areas outside of the immediate vicinity of the
ROSE II network and because of its more "professional"
aspect. Because of my interest in the detailed tectonics of
the transform, however, I reexamined the areas of
discrepancy when the Mammerickx map became available and
feel that, in the two areas mentioned, the contours I
determined are a more accurate portrayal of the bathymetry.



epicenters could have occurred along a single 5 km long fault
with a strike of N75°E.

Figure 4.9 is a vertical section of the earthquakes in
region 1 projected onto an east-west striking plane. Most of
the earthquakes appear to be shallower than about four
kilometers. It has been predicted that the depth of the
seismic zone in transform faults should decrease as the
spreading center-transform intersection is approached because
of the elevation of the isotherms predicted by thermal models
of spreading centers. For a spreading rate of 9.3 cm/yr at a
distance of 10 km from the rise crest, the 300° isotherm
should be at a depth of less than 1 km and temperatures near
the melting point should be encountered at a depth of 5 km,
according to the model of Sleep (1975). This model does not
include the effect of deep hydrothermal circulation or of
cooling of the crust due to lateral conduction of heat into
the older, colder crust on the other side of the transform.
In Figure 4.9, we certainly do not see a shallowing of the
activity as the ridge-transform intersection is approached.
In fact, the deepest hypocenters are near 105°12'W and are
witnin 10 km of the intersection. These events (March 2 at
13h00m and 17h21m and March 3 at 17h24m) were among the larger
earthquakes recorded during ROSE and were located using
readings from stations throughout the network. Unlike thq
sequence of March 8, they do not appear to represent a

mainshock-aftershock sequence along a single fault.
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This sequence of events at 105°12'W illustrates the
importance of having a station at an epicentral distance less
than one focal depth. Data from Scripps were not reported
until after the initial locations had been calculated and
interpreted (ROSE project scientists, 1981). Without SC2, the
closest station was SB1 at a distance of about 15 km, .and
apparently well-constrained hypocentral depths of 12 to 15 km
were obtained for these events. Figure 4.10 shows residuals
for locations calculated for a series of fixed depths. The
weighting of arrivals as a function of the residual during the
previous iteration was suppressed so that all locations were
calculated from the same dataset. For all events except that
of March 2 at 16h45m, minima at depths ranging from 7 to 15 km
are indicated when SC2 is not included in the dataset. These
apparent depths were particularly puzzling because of the
proximity of these events to the intersection of the transform
with the East Pacific Rise. When SC2 is added to the dataset,
the depths decrease and the minima in the residuals are very
sharply defined. The travel time residual at most stations is
not affected by the change in depth of the hypocenter. At
SB1, however, the shallow depth 1ndu;es a P-wave residual of
0.13 to 0.23 sec and an S wave residual of 0.83 seconds.

These residuals may be indicative of significaﬁt departures of
the true velocity structure from the assumed layered model.
Depths for the earthquakes on March 8 are not changed
significantly by the addition of data from SC1' which

decreases the distance to the closest station from 9 to 3 km



(Figure 4.11).

Because of the large importance of SC2 on the solution,
the effect of errors in the geographical coordinates of SC2
was examined by perturbing the location of SC2 by 0.5 minutes
to the north, east, south, and west and recalculating the
locations for the crustal structure of Table 4.3 and for a
single 6 km/sec layer over an 8 cm/sec half-space, The results
are displayed in Figure 4.12. In general, calculated depths
decrease as the station moves away from the epicenter of the
earthquakes and vice versa. For the single layer crustal
model, the variation in depth among the events is decreased so
that all events appear to be at approximately the same depth.
Most epicentral perturbations are well within the indicated
error and the relative position of the epicenters does not
change.

The apparent depth difference between earthquakes near
105°6'W and 105°12'W is supported by the waveforms recorded on
M2 and M3 (Fig. 4.13). For earthquakes near 105°12'W, the
onset of the P wave is impulsive and the waveform is simple;
for events near 105°6'W, the first arrival is a low amplitude,
relatively long period phase, interpreted to be P,, followed
0.35 to 0.38 seconds later by a larger amplitude, higher
frequency arrival interpreted to be either the direct arrival
or the wide angle reflection from the Moho. In fact, the P
waveforms for events near 105°6'W are very similar to those
observed from 500 1b shots of TNT at similar ranges, and the

shots are known to be very shallow.
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The differences between the P waveforms do not result
from radiation pattern or path differences since the fault
plane solutions (see section 4.7) and paths to M2 and M3 are
similar for sources in the two groups; nor are the differences
due to source strength since the moments of several events
are also comparable (see section 4.8). The difference must
therefore be attributed to differences in depth and/or in the
crustal structure of the source region. In particular, the
absence of a P, arrival for earthquakes near 105°12'W
indicates that the source was below the Moho, suggesting that
the crust is very thin near the ridge-transform intersection.
The upper mantle, moreover, must be cold enough to store
elastic energy and fail seismically. |

The arrival time difference between the P, and the direct
arrival for events near 105°6'W further constrains the source
depth. This difference increases as the Moho is approached
from above. For a crust with a thickness of 5.5 km and a
velocity of 6.5 km/sec overlying an 8 km/sec upper mantle, at
a range of 40 km the time difference increases from 0.16 to
0.55 seconds as depth increases from the surface to 3.5
kilometers. For a crustal velocity of 6.8 km/sec, the time
difference increases from 0.05 to 0.37 seconds. The observed
arrival time difference therefore suggests that the
earthquakes of the sequence were all at a similar mid-crustal
depth.

In Figure 4.2, it can be seen that several stations

deployed near the trough recorded many more earthquakes than
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could be located. Although the sensitivity of different
instruments may not have been the same because of differences
in both the gain of the recording electronics and the geologic
parameters of the deployment site (see Chapter 3.2),
examination of the arrival time difference between P and S
waves at these stations provides additional insights into the
temporal and spatial pattern of activity during the two weeks
of the experiment (Figure 4.14). The solid circles represent
earthquakes which were located and are listed in Table 4.5.
Several of the larger, located events do not appear on Figure
4.14 because the P wave saturated the recording system and no
S wave arrival could be picked. Most events for which no S
wave arrival was reported in the arrival time list subﬁitted
to us were larger events, indicating that small events which
were too close to the instrument for the S-P time difference
to be resolved are not a major factor. For a constant
velocity half-space, the arrival time difference is equal to
[(Vp/VS-l)/Vp]-D, where D is the distance between the
earthquake and the station and Vp and Vg are the P and S wave
velocities, respectively. Assuming that these earthquakes
occurred at shallow depths along the line defined by the
located events, the observed S-P time differences correspond
to two possible Tocations. The dashed lines at a constant S-P
time for each instrument indicate the S-P time difference for
a surface event located along the line defined by the
epicenters assuming V, = 6 cm/sec and Vp/Vs = 1.75. This

figure shows that the seismic gap preceeding the March 8, 1214



sequence is reflected by the smallest events recorded. In
particular, note that SB1 detected many events with a wide
range of S-P times; only one had S-P<1.15 seconds which
corresponds to a distance of approximately 9 km for a surface
source or 7 km for a source at 5 km depth. SC3 (SC1' in Table
4.2) also lacks S-P times corresponding to the portion of the
fault affected by the March 8 sequence; one or both ends of
the fault beyonﬁ this section showed a fairly continuous level
of activity before March 8 and then became quiet. SB2 and
H517 (see Figure 4.2) detected very few events which were not

detected by several other instruments.

4.5.3 SEISMICITY OF REGION 2

Figure 4.15 shows the seismicity of the central part of
the Orozco transform fault. The note in the previous section
referring to the contours on Figure 4.7 also applies to this
figure. Because of the station distribution, hypocentral
parameters in this region are less well determined than in
region 1. Except for a continuously active area near 15°13'N,
104°47'W, no particular temporal pattern of activity can be
observed and the epicenters do not show a clear lineation
along topographic contours. The topography, moreover, suggests
a series of small basins rather than a single well-defined
trough. Trough C (Fig. 2.4), which runs parallel to the
southern branch of the East Pacific Rise, was not the sitg of

any located seismic activity during ROSE II.
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Several earthquakes were located in region 2 outside of
trough B. The hypocenters of the March 2 05h23m, March 4
14h59m and March 5 10h10m earthquakes were calculated from
data recorded throughout the array and are well determined
with respect to the assumed layered velocity model. Most of
the others were located with only four or five arrival time
readings and probably have errors larger than those iﬁdicated
by HYPOINVERSE. In particular, the hypocenters of the March 2
events at 08h53m and 13h35m are indistinguishable from that of
the March 3 23h11m event when they are relocated relative to
the March 4 09h19m earthquake using a master event technique.
These two events were located using data from H520 but no
readings from WH1, and in section 4.4, where average residuals
at individual stations are discussed, we will see that
this would indeed bias the location. The station distribution
was poor for determining hypocenters at the eastern end of the
trough and the locations of these events are quite scattered.
Four events were located near the site of instrument UT13. As
previously mentioned, arrival times at this instrument could
not be included in the dataset for the inversion. The
observed arrival time difference between S and P at UT13,
however, is not consistent with the calculated hypocenter.
Assuming a surface source, the S-P arrival time difference at
UT13 and UT14 places these events near either 15°11'N, 104°32'

or 15°N, 104°33'W (Ouchi et al., 1982).

Figure 4.16 shows a vertical section of the hypocenters

in region 2 projected on a north-south plane. The depths are
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scattered from 0 to 15 km. Figure 4.17 shows residuals as a
function of depth for the largest events. Although
HYPOINVERSE placed the March 2 05h23m earthquakes at a depth
of 11-13 km, we can see that this minimum in the residuals is
probably not significant. Among the other events, some depth
variation is suggested. .

As previously mentioned, 15°13'N, 104°47'W was the site
of recurrent activity during ROSE II. This activity includes
both isolated events and sequences that resemble "swarms"
rather than mainshock-aftershock activity. Relocating these
earthquakes relative to the March 4, 09h19m event, these
earthquakes appear to have been aligned in a north-south
direction and some depth differences are indicated (Figure
4.18).

As previously mentioned, UT14 recorded a continuously
high level of activity which was not detected throughout the
network. The S-P arrival time difference for these events is
shown in Figure 4.19. The S-P times of 3 to 4 seconds
correspond primarily to events located near 15°12'N, 104°47"\.
The many earthquakes with S-P times of 1.2 to 2.2 seconds
represent the population of earthquakes which was not detected
throughout the array. From a magnitude scale based on
duration, Ouchi et al. (1982) have suggested that these events
may also have a higher "b" value than those in either region !
or in the region near 15°13'N, 104°47'W. Note, also, thaf‘no
S-P times are observed which would indicate activity very near

UT13; as previously noted, this contradicts several of the
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calculated epicenters. At UTI0 and 03, the shortest S-P times
correspond to activity near 15°12'N, 104°47'W, confirming that

trough C (Fig. 2.4) was seismically inactive during ROSE.

4.6 RESIDUALS AT INDIVIDUAL STATIONS

The travel time residuals observed at individual stations
potentially contain information about local departures from
the assumed velocity model. The residuals at each station
from earthquakes in region 1 and region 2 were therefore
separated into two groups to see if systematic differences
could be observed. Each group was further subdivided into
residuals from earthquakes located by at least 10 arrival time
readings and residuals from events with fewer than 10~
readings. This additional division was designed to determine
whether locations calculated with only a few readings might be
systematically biased relative to locations calculated from
data from stations throughout the network.

The mean of the residuals, rms deviation of the mean, and
number of events at each station for these four groups is
presented in Table 4.6. The rms deviation of the average
residuals at a given station reflects the random arrival time
picking errors combined with variations in the source region
anomaly for events within a group. The average rms deviation
for P wave arrivals (excluding stations T14 and T4 for sources
in region 2) is 0.067, indicating that the generalized
"picking error" of 0.07 seconds used to calculate the

covariance matrix of the solution is reasonable (Table 4.6b).



As expected, the rms deviation of the S wave residuals (0.12
seconds) is somewhat higher.

At many stations, the average residual is less than 0.10
seconds and no significant difference among the four
groupings is observed. The residuals at several stations,
however, deserve further discussion.

The marked increase in residuals at SB1 from the group of
earthquakes near 15°23'N, 104°12'W when SC2 was added to the
dataset has already been mentioned. For SB1, these
earthquakes dominate the residual for "region 1, >10 readings"
in Table 4.6. Not surprisingly, for earthquakes located with
fewer than 10 readings this large residual is not observed.
For the March 4, 18h56m and March 4, 09h42m earthquakes, the
only other events recorded by both SB1 and SC2 and located
with more than 10 readings, these large residuals were also
not determined. We therefore cannot distinguish whether the
residual at SB1 results from a very local structural effect
and should not be included as a station correction when
locating small earthquakes west of 105°12'W or whether it
represents a more regional anomaly. Relocating these events
with station corrections determined from the average
residuals, however, does not significantly alter the pattern
of seismicity described in 4.5.2.

WH1 and H520 both show a small average residual from
earthquakes in region 1. For region 2, however, WH1 has a
consistent residual of about -0.13 seconds and H520 has a

residual of about +0.13. The distance between the two
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stations is approximately 2.5 km according to the reported
geographical coordinates. Although the relative delay of 0.26
seconds between H520 and WH1 might be due to a pronounced
local P velocity anomaly between the two stations, a more
likely cause is errors in the geographic coordinates of one or
both instruments. Moving WH1 east by 0.5 minutes
(approximately 1 km) and H520 west by the same distance
eliminates these observed residuals without significantly
changing the residual for events in region 1. The hypocentral
parameters of earthquakes in neither region change and the rms
residual for events in region 2 decreases (Figure 4.20).

At stations M2 and M3, the residual for both P and S
waves is, in general, small for events in region 1. For
events in region 2, a negative average residual is observed
for the P wave at each station. We cannot determine whether
this results from a structural anomaly or from errors in the
instrument coordinates. This residual is not observed for the
S wave arrivals, however, and thus indicates that S waves are
delayed relative to P waves for events in region 2. This can
result either from a very low S wave velocity in region 2 or
from a true ray path from source to station which is actually
about 10% longer than that calculated for the layered
structure. That the S waves do not appear to be highly
attenuated compared to the P waves argues against passage
through a lTow velocity body caused by partial melting and
supports the explanation of a longer ray path.

Assuming that the calculated locations are correct, for
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those earthquakes located with more than 10 readings the
travel times of S and P to M2 and M3 from earthquakes in
region 1 indicate Vp/Vg ratios of 1.76%0.02 and 1.78%0.02,
respectively. For earthquakes in region 2, a Vp/vs ratio of
1.83+0.04 and 1.91+0.04 is indicated at M2 and M3,
respectively. These average Vp/VS ratios do not change when
the locations are calculated from P wave arrival times only.
In Table 4.4 and Figure 4.4 a Vp/Vs ratio of 1.78%0.22 was
indicated for dataset 1. This preVious result measured Vp/Vq
in the region between the two stations since the sources and
the stations were approximately aligned. The Vp/VS ratio
indicated by the residuals from the hypocenter 1ocations
reflects the average Vp/VS along the earthquake-station path,
implicitly localizing the cause of the Vp/VS anomaly in the
source region.

At T14, large average residuals with large rms deviations
are observed for both P and S waves. This may be due at least
partly to structural complexity in region 2. At WH5 and WH6,
a positive residual is observed from region 1 anq a negative
residual from region 2 but we cannot determine whether this
reflects instrument mislocation or structural heterogeneity.
WHZ and L4 both show consistent residuals from both regions
which probably reflect instrument mislocation or a timing
error.

We had originally hoped to invert the travel time data
from earthquakes and from Targe explosive shots to jointly

determine the hypocenters and the velocity structure. The
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possibility that at least some of the systematic'velocity
residuals are due to instrument mislocations would render such
an exercise futile. Creager and Dorman (1980) have proposed a
method to relocate the instruments relative to each other
using the observed arrival time of the direct water wave from
shots. If this source of error were thus removed, some
lateral velocity heterogeneity might be resolvable. Because
the seismic activity was localized in narrow zones and the
distribution of shots (Figure 5.1)‘and receivers (Figure 4.1)
is such that very few paths cross these zones, the velocity
structure in regions of current tectonic activity where we
might expect the largest anomalies would nonetheless be poorly

resolved even if the station locations were known perfeét]y.

4.7 FIRST MOTION POLARITIES

First motion polarity determinations were available from
the MIT, Woods Hole, University of California at Santa Barbara,
University of Texas, and University of Hawaii instruments.
Fault plane solutions were determined from the takeoff angles
and azimuths calculated by HYPOINVERSE with respect to the
layered model of Table 4.3. The uncertainty in the depth of
several of the events results in a large uncertainty
in the takeoff angle. When the calculated take off angle is
between 90° and 100° (0° = vertical down), the observed
polarity is plotted at the station azimuth with a takeoff angle
of 90° rather than being rotated about the vertical by 180°

(for lower hemisphere projections). This preserves a direct
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indication of the azimuthal distribution of the data.

4.7.1 FAULT PLANE SOLUTIONS: REGION 1

Composite fault plane solutions of the earthquakes in
region 1 are shown in Figure 4.21. The earthquakes have been
divided into four groups: a) events west of 105°14'W; b) the
sequence near 104°12'W discussed in 4.5.2; c) the March 8
mainshock-aftershock sequence; d) events east of 105°05'W. Of
the 33 earthquakes included, all but two are compatible with
right-lateral strike-slip motion along an east-west striking,
nearly vertical fault plane. This determination is not
affected by the uncertainty in the takeoff-angles. Although
the fault strike for individual events is well-constrained
only for the larger earthquakes for which many first motion
polarity determinations are available, the data for smaller
events are consistent with the solutions obtained for larger
events. In many cases, this conclusion is also supported by
similar waveforms for events related in time and space. In
Figure 4.21c, most first motions observed at station H517 at
an azimuth of 82° were compressional; the few dilatational
first motions were all observed from small aftershocks and
reflect either the difficulty of picking first motion
polarities in near nodal directions or a slight change in
strike or dip of the fault during the sequence.

Only two earthquakes in region 1 are not compatible with
right lateral strike slip motion along an east-west plane.
The earthquake of March 7 at 16h43m, which was the only event

located with at least 10 arrival time readings that was not



145

located along the topographic trace of the fault, is
compatible with east-west strike slip motion but in a left
lateral sense. This solution is by no means well constraiﬁed
and no tectonic interpretation is ventured.

One of the aftershocks of the March 8, 12h14m earthquake
also does not fit the same pattern as the others and indicates
either right lateral strike-slip motion on a shallow dipping
fault or north-south normal faulting. The possible normal
faulting interpretation is interesfing because this event was
also an exception to the general eastward progression of
activity during the sequence (Figure 4.8) and might represent
normal faulting in response to secondary stresses impo;ed by

the main strike slip faulting.

4.7.2 FAULT PLANE SOLUTIONS: REGION 2

Unlike the solutions for region 1, those for region 2 do
not display a straightforward pattern. Solutions for three of
the larger events are compatible with right lateral strike
s1ip motion although the solutions are not well-constrained
(Figure 4.22a and b). Solutions representing 22 other events,
however, cannot be so simply interpreted.

Figure 4.22c is a composite solution for the activity
near 15°13'N, 104°47'W which includes four earthquakes which
were located with at least 10 readings and a number of smaller
events with waveforms similar to those of the larger events,
suggesting a similar mechanism (Fig. 4.23). Regions of
consistently observed dilatations or compressions are

observed, with the only significant exception being that for



the March 4, 09h42m earthquake dilatations were observed at
azimuths near 300° whereas compressions were observed for the
other events. These "quadrants", however, cannot be separated
by any configuration of orthogonal nodal planes. An
east-west, right-lateral strike slip solution requires
azimuthal deflections of up to 45° for take-off angles in the
north-east quadrant.

Although many first motion polarity readings were
available for the March 2 05h23m eérthquake, the fault plane
solution is very poorly constrained because of the uncertainty
in the depth. Almost all first motions over a broad range of
azimuths are compressional (Figure 4.22d). If the true
take-off angles are indeed approximately horizontal, then
normal faulting along an undetermined strike is suggested.

A composite solution for the events near 15°10'N,
104°49'W shows only compressional first motions (Figure
3.22e). The events of March 2 at 08h53m and 13h35m were
plotted with take-off angle and azimuth calculated for March 3
at 23h11m because, as discussed in 4.5.2, the master event
relocations indicated that the epicenters of the March 2
events were indistinguishable from that of the March 3 event.
These observations are consistent with a north-south striking
normal fault although this interpretation is poorly
cornstrained.

A1l observed first motions were also compressional for
the scattered events east of 104°45'W (Figure 4.21f). Because

of the large uncertainties in these hypocenters, however, no
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interpretation is attempted.

The first motions of earthquakes in region 2 show (very)
tentative evidence for both normal faulting and strike-slip
activity as well as for severe distortions of the azimuthal
radiation pattern. In Chapter V, we shall see that incidence
angles and azimuths observed at M2 from earthquakes and shots
passing through this region are deflected from those expected for
a laterally homogeneous structure. These observed first motion
patterns will be reexamined in 1igﬁt of possible velocity

anonalies inferred from the observations of incident angles.

4.8 EARTHQUAKE MOMENTS AND CORNER FREQUENCIES

Moments and corner frequencies were determined for
earthquakes recorded on 0OBS M2. This includes all events
located with more than 15 readings. For several sequences of
earthquakes for which the waveforms were similar from event
to event, moments of earthquakes too small to be detected by
M2 were estimated from the amplitude observed on instruments
M3 and SB2 relative to a larger event for which the moment
had been determined from M2. The apparent moment of 500 1bs
of TNT was also calculated.

The amplitude spectrum of the vertical component of the
P and S waves was calculated and corrected for instrument
response by equation 3.6 and for attenuation by a factor of
exp(nfx/(cQ)) where f = frequency, x = distance, ¢ = phase
velocity and Q-1 is the attenuation factor. Values of 6.5

km/sec and 3.7 km/sec were assumed for cp and cg,
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respectively. Several workers have found that Q of S waves

and coda waves decreases with frequency in the range 1 to 24

hz from about{800-1000 at high frequencies to less than 500 at 2
Hz (e.g., Rautian and Khalturin, 1978; Aki, 1980; Roecker,
1981). The rate of change varies strongly with depth and

degree of tectonic complexity, suggesting that attenuation of

S waves is due primarily to scattering. In this study, the

data were not adequate for constraining Q directly and a
constant Q of 500 was assumed. -

Examples of seismograms and spectra are shown in Figure
4.24, The observed spectra, in general, have the shape
predicted by most models of earthquake sources (Aki, 1967;
Brune, 1970) showing a constant level for frequencies below a
corner frequency f. and falling off approximately as (2nf)‘2 for
f greater than fc. The observed Tow frequncy level and corner
frequency are rather insensitive to the length of record
transformed or the values for Q and ¢ assumed. The spectrum
of the P wave from a 500 1b. shot of TNT is shown for
comparison and shows a broad peak at about 4 Hz which
corresponds to the bubble pulse frequency of the source.

The moment was calculated from (Brune, 1970):

4mpxc3qg

Mo = KR,

(4.4)

where Qg5 is the low frequency level of the spectral
amplitude, p is density, Rgy is the radiation pattern factor

and K is the free surface correction. For earthquakes in
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region 1, the fault plane solutions indicate that M2 was near
a lobe in the radiation pattern, and for region 2 the fault
plane solutions are indeterminate; Rgy was therefore taken to
be 1 in all cases.

For shots, the spectral level at the peak was picked for Q4,
and an apparent moment of 4.3%1.0 x 1019 was obtained .from 5
shots at distances ranging from 7.4 to 34.8 km, assuming Q = 500.
For Q = 1000, My = 3.0 x 1019; for Q = 250, Mg = 5.2 x 1019,
Because the source is narrow band and Q5 is measured from a
spectral peak, this moment value is somewhat larger than that
which would be obtained for an earthquake releasing the same
energy. This calculation does, however, give an idea of the
error induced by our estimate of a constant Q and by the
simplified linear relationship between distance x and moment in
equation 4.4.

The moments and corner frequencies for the earthquakes
are shown in Table 4.7. The moments are probably accurate to
within a factor of 2 and the relative accuracy within a
region is somewhat better; most of the corner frequency picks
are precise to within #2 Hz. Over 3 orders of magnitude are
represented. The largest event, representing about half of
the total moment released along the Orozco transform fault
during ROSE II, is the March 8, 12h14m main shock. For
region 1, P wave moments are about 30% smaller than the S/
wave moment; for region 2, the P wave moments are, in
general, about twice the S wave moment. This may result from

radiation pattern differences which were not accounted for.



150

The corner frequency can be related to source dimension
r through the equation r = KB/f; where fc is the corner
frequency of the S wave and K is a factor which depends on
the azimuth relative to the source and on a model of the
faulting process (e.g., Brune, 1970; Madariaga, 1976; Brune et
al., 1979). For most models and azimuths, 0.2<K<0.4; r
therefore ranges from several tens to several hundreds of
meters for these events.

In Figure 4.25, the moments are plotted against corner
frequency and against cumulative number of events with moment
less than Mg. In Figure 4.25a lines of constant stress drop,
calculated from the model of Brune (1970), are also shown.
Stress drops range from about 1 to:20 bars and appear to
increase with moment. No difference is observed between
region 1 and region 2. These results are similar to those
obtained by Prothero and Reid (1982) in the Rivera Fracture
Zone and by Chouet et al. (1978) in the Stone Canyon area of
the San Andreas fault. Chouet et al. (1978) found that the
relationship between moment and corner frequency varied with
geographic locality and related this to the scale length of
heterogeneities on the fault plane.

No difference can be observed between the B values obtained
for regions 1 and 2 (Fig. 4.25b). The B value of 0.5 is

somewhat lower than that found in Chapter 2.3 from the

teleseismic earthquakes.
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4.9 SUMMARY

Seventy earthquakes have been located in the Orozco
Fracture Zone, assuming a layered velocity model adapted from
several refraction profiles in the region. The calculated
hypocenters have been shown to be insensitive to details of
the assumed layered model. All of the epicenters 1ieﬁwith1n
the transform portion of the fracture zone. About half are
aligned along a well defined topographic trough striking
parallel to the spreading direction in the northern part of
the transform. Most of the earthquakes were very shallow (<4
km) but no shallowing of activity is observed as the
ridge-transform intersection is approached. In fact, the
deepest hypocenters are obtained fer a cluster of activity
within 10 km of the ridge-transform intersection. The
calculated depth difference is supported by the waveforms
recorded by the MIT 0BS. First motion polarities of almost
all of these events are compatible with a fault mechanism of
right-lTateral strike-slip motion along a nearly vertical
fault striking approximately N75°E. The second concentration
of activity in the central part of the transform shows much
more scatter for both epicenters and depths. The observed
first motion polarities for dgroups of events in this region
either defy interpretation in terms of a fault plane solution
or provide inadequate coverage of the focal sphere. Several
observations suggest that pronounced Tateral velocity i
variations are biasing the locations and take off angles

calculated assuming a laterally homogeneous velocity
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structure. Moments of the earthquakes range over more than
three orders of magnitude and no differences are observed

between the stress drops 'and b values in regions 1 and 2.
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TABLE 4.1 Characteristics of Ocean Bottom Seismometers and

Hydrophones Used for This Study

Institution Institution Com- . RecordingT Reference
Abbreviation ponents

Univ. of SB V,H,H D,E Prothero [1979]
California,
Santa Barbara

Univ. of Hawaii H V,H,P A,C Sutton et al.
[1977]
Lamont-Doherty L v,P A,C Bookbinder et
Geol. Observ. al. [1978]
Mass. Inst. of M V,H,H D,E Mattaboni and
Tech. Solomon [1977]
Duschenes et
al. [1981]
Oregon State 0 V,P’ A,C S.H. Johnson
Univ. ) et al. [1977]
Scripps Inst. SC v D,E Prothero [1974]
of Oceanography
Univ. of Texas T v A,E Latham et al.
Galveston [1978]
Univ. of W V,H,H A,C R.V. Johnson
Washington et al. [1977]
Woods Hole WH P A,C Koelsch and
Ocean. Instit. Purdy [1979]

*V, vertical geophone; H, horizontal geophone; P, hydrophone.
TD, digital; A, analog; E, event detection; C, continuous.

note: The range of instrument types reflects in part the broad
range of scientific objectives of their creators. Some were
designed primarily for refraction work whereas others were
designed to moniter microearthquake activity.



TABLE 4.2

Instrument

LT
H516
SB1
H517
T2
SC2
SCT!
SC1
SB2
T3
AH1
WH7'
H520
W2
M3
WH7
WH1'
Th
T13
T14
T4
M2
WH6 '
WH5
WH3'
WH2
03
WH4
WH4'
L6
WH5'
WH6
WH8
T10
WH2'
WH3
L4

During Phase II of ROSE

Latitude
Degrees Minutes

30.30
29.60
26.20
25.40
25.20
24.50
22.60
22.10
21.70
18.16
13.98
13.98
12.70
10.50
9.30
9.18
9.12
8.70
6.92
6.67
6.10
5.58
3.42
1.98
59.88
59.10
58.43
54.90
53.82
14 52.38
14 51.00
14 50.52
14 49.68
14 48.43
14 40.80
14 40.38
14 31.32

e e d ol el e d ) od ol b d od o] ed ] ek d ) o od —d d e d el d oed
AL, ITCITIOITOTOITIOITOTOTAOCTITCITOITT O OY

Longitude

Degrees Minutes

105
105
105
104
105
105
105
105
105
105
104
104
104
105
104
~ 104
104
105
104
104
105
104
104
104
105
105
104
105
105
104
104
104
105
104
105
105
105

25.98
5.30
4.40

56.60

15.10

10.10
6.10
7.50
2.00

12.76

54.72

54.48

55.10

18.50

55.32

50.58

52.38

11.30

38.73

31.27

27.10

56.22

45.18

44.88

16.50

16.98

50.14
8.52
8.01

30.00

44 .40

44.40

22.62

59.43

15.00

15.72

15.35

Geographic Coordinates of Instruments

De

Corrected

Me

pth
ters

2800
2842

. 2801

3883
3010
3288
3366
3319
3032
3041
2678
2740
2725
3388
2855
2863
2890
3572
3214
2791
3090
2856
2203
2517
3013
2996
4068
3098
3090
2966
2678
2715
3184
3347
3311
3329
3203

In the instrument identifications the letters refer to the

institution abbreviations of Table 4.1, and the numbers to
each institution's numbering scheme.

identifications correspond to the position of each instrument

after being redeployed. Because the tape capacity of the WHOI

instruments

The 'primed’

WHOI

is about 8 days, most were retrieved and
redeployed midway through phase II.

154
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TABLE 4.3 Layered P-Wave Velocity Model

Used for Earthquake Locations

Velocity, Depth, Thickness,

Layer km/s km km
1 4.38 0.00 0.40
2 5.00 0.40 0.40
3 5.62 0.80 0.40
4 6.05 1.20 0.80
5 6.39 2.00 1.00
6 6.73 3.00 1.00
7 7.07 4.00 1.00
8 7.42 5.00 1.00
9 7.72 6.00 0.65

10 7.84 6.65




a)

TABLE 4.4 Slopes and Intercepts for Data Displayed
in Figure 4.4

—

W N

data set

(M2-M3)

(SB1-SC2; SB2-SC3)
(T14-M2, M3)-
(T5-M2, M3)
(T5-SB1, SB2,

sC2, SC3)

(AP<2.15S)
(AP>2.15)
(AP<2.15S)
(aP>2.15)

slope
1.78%0.22
1.76%0.10
1.77+0.20
1.4320.07
1.05%0.24

1.7220.13
1.54+0.18
1.80+0.23
1.8320.12

intercept
-0.10+0.16
-0.02+0.13
-0.14%0.40

0.370.14

1.00+0.61

0.06+0.18
-0.18+0.61
-0.39%0.35
-0.74+0.44

# of
pts.

11
15
10
13
22

156
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TABLE 4.5

Hypocentral Parameters of Earthquakes*Located in the
Orozco Transform Fault

origin time latitude longitude depth nor mag dcs rms erh erz
m d h m sec deg min deg min km p s deg km sec km km
2 27 22 38 36.31 15 13.17 104 47.71 0.85 7 1 147 13.3 0.24 0.9 3.0
3 111 50 7.13 15 4.69 104 38.14 3.64 4 1 191 12.8 0.04 1.4 pdc
3 {1 12 16 23.12 15 21.54 105 17.84 5.20 23 271 8.3 0.02 1.6 2.4
3 1 14 57 51.02 15 22.41 105 14.20 0.05 7 3 87 5.4 0.21 0.4 1.3
3 115 6 34.76 15 21.84 105 16.59 3.82 43 180 6.8 0.10 0.8 1.1
3 121 48 23.33 15 8.97 104 39.32 2.65 31 241 15.0 0.06 2.9 2.9
3 2 523 10.72 15 14.81 104 44.10 11.43 20 2 191 16.6 O0.15 0.9 1.9
3 2 7 18 4.84 15 25.02 104 57.70 3.08 14 2 150 2.0 0.07 1.6 1.8
3 2 8 54 5.75 15 6.85 104 49.17 9.92 31 323 5.0 0.00 5.3 3.t
3 213 0 '21.18 15 23.22 105 12.70 3.96 14 1 124 5.3 0.09 0.6 1.3
3 2 13 35 1.61 15 6.77 104 48.93 10.44 31 327 5.3 0.09 5.5 3.t
3 2 16 45 8.66 {15 23.55 105 12.51 1.70 91 130 4.6 0.12 0.7 1.5
3 2 17 21 9.63 15 23.59 105 12.09 4.64 16 2 128 3.9 0.10 0.6 1.2
3 2 17 59 42.24 15 24.68 105 12.30 8.89 2 2 343 4.0 0.01 plc 1.3
3 2 19 36 12.23 15 22.87 105 15.82 0.94 2 2 360 10.6 0.02 plc 3.1
3 3 359 31.23 15 24.76 105 9.40 4.58 4 3 143 1.3 0.07 0.8 0.4
3 3 10 17 56.79 15 22.62 105 16.21 0.26 2 2 360 11.5 0.09 plic 3.8
3 3 10 52 25.27 15 22.58 105 16.26 Q.63 2 2 360 11.6 0.12 plc 3.7
3 3 17 24 58.13 15 24.52 105 13.31 7.31 17 2 222 5.8 0.11 0.9 2.2
3 3 22 38 51.87 15 22.31 105 17.91 0.22 2 2 360 14.5 0.14 plc 5.1
3 323 3 15.25 15 23.23 105 14.80 3.10 2 2 359 8.8 0.01 pic 2.4
3 3 23 11 59.87 15 10.30 104 49.15 6.72 4 2 298 3.3 0.12 +t.5 1.9
3 4 9 19 23.80 15 12.38 104 47.00 3.8 19 3 145 8.8 0.15 0.5 1.0
3 4 9 37 47.56 15 12.98 104 47.47 7.32 4 1 226 13.6 0.14 1.4 pdc
3 4 9 42 18.15 15 12.72 104 46.44 6.41 19 1 179 9.9 0.13 0.8 2.1
3 4 10 ¢ 7.86 15 12.00 104 47.30 6.15 4 1 225 14.0 0.13 t.2 pdc
3 4 10 12 53.65 15 12.54 104 47.57 7.01 4 1 224 13.5 0.12 1.3 pdc
3 4 10 37 12.11 15 9.40 104 50.97 5.63 40 173 0.8 0.00 2.7 1.6
3 4 10 53 8.28 15 9.49 104 49.80 11.37 4 1 204 9.9 0.05 1.0 pdc
3 4 11 21 16.95 15 25.69 104 59.06 0.17 8 1 176 4.4 0.13 1.0 3.6
3 4 11 30 37.96 15 29.44 104 59.86 1.61 32 268 9.5 0.15 4.0 3.5
3 4 14 59 46.01 15 18.65 104 46.63 2.93 7 1 229 16.8 0O.11 1.3 3.1
3 4 18 56 5.15 15 25.54 105 0.00 2.66 16 2 171 6.0 0.11 1.3 1.6
3 4 20 10 37.26 15 23.84 105 12.45 15.11 7 1 136 15.0 0.07 1.0 2.6
3 5 058 15.77 15 39.52 104 47.44 23.01 7 O 287 30.9 0.20 1.3 4.8
3 5 2 19 4.29 15 13.07 104 47.68 6.70 9 2 147 13.3 0.10 0.8 pdc
3 5 10 10 27.31 15 18.56 104 44.45 17.38 9 1 192 20.3 0.10 1.2 4.6
3 521 4 42.83 15 8.78 104 38.99 0.56 3 1 180 14.3 0.06 1.8 3.0
3 6 15 10 41.65 15 28.21 104 59.48 1.47 33 332 12.9 0.08 1.5 1.6
3 6 21 33 34.24 15 25.18 105 13.95 5.01 3 2 281 14.8 0.16 1.8 0.5
3 623 5 12.84 15 25.95 105 4.30 3.16 43 304 6.9 0.10 1.3 1.0
3 7 O 7 35.77 15 25.39 105 16.05 1.32 3 3 283 18.5 0.10 3.6 4.0
3 7 16 43 31.60 15 26.43 105 12.31 0.30 9 2 257 13.2 0.07 2.2 2.3
3 8 0O 2 35.97 15 13.01 104 47.70 8.82 6 1 145 8.8 0.09 0.9 3.7
3 8 0 23 55.42 15 13.14 104 48.29 1.61 41 280 8.4 0.14 1.7 1.9
3 8 O 58 5.37 15 13.33 104 47.21 3.77 14 2 149 9.8 0.14 0.6 1.5
3 8 131 55.01 15 13.79 104 47.55 0.00 4 1 151 16.2 0.04 0.8 2.4
3 8 12 14 26.51 15 24.09 105 7.03 0.50 19 1 88 3.3 0.08 0.5 0.8
3 8 12 19 0.61 15 24.12 105 6.40 0.18 17 2 82 2.8 0.09 0.5 0.9
3 8 12 26 38.66 15 24.19 105 6.11 0.20 8 0 146 2.9 0.10 0.9 2.3
3 8 12 38 22.70 15 24.11 105 6.86 0.84 18 2 147 3.1 0.10 0.5 0.9
3 8 12 50 16.74 15 24.20 105 7.17 0.06 52 177 3.5 0.10 0.6 1.5
3 8 13 21 35.19 15 24.49 105 7.01 2.40 4 2 183 3.9 0.13 1.2 0.9
3 8 13 33 26.74 15 24.19 105 5.81 1.87 7 2 84 3.0 0.13 0.6 0.7
3 8 14 32 18.29 15 24.26 105 5.53 0.04 8 1 80 3.2 0.18 0.6 1.3
3 8 14 45 54.61 15 24.33 105 65.51% 0.39 7 2 87 3.3 0.04 0.6 1.2
3 8 14 51 59.96 15 24.34 105 6.13 1.08 8 2 90 3.3 0.09 0.6 0.9
3 8 14 52 16.87 15 24.69 105 6.43 3.72 9 2 208 30.9 0.09 1.0 3.7
3 8 15 14 9.50 15 24.34 105 5.31 0.04 53 156 3.5 0.10 0.6 1.1
3 8 16 1 29.95 15 24.49 105 §5.79 0.95 17 2 72 3.5 0.13 0.5 0.8
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TABLE 4.5 (cont'd.)

3 8 18 32 44.65 15 16.68 104 31.38 5.01 70 276 36.4 0.08 5.5 pdc
3 8 20 31 35.17 15 23.90 105 15.97 0.16 52 209 17.8 0.14 1.5 2.1
3 8 20 44 38.88 15 25.12 105 16.57 0. 11 7 3 240 19.3 0.10 2.1 1.7
3 9 3 8 37.94 15 24.62 105 4.77 0.25 4 1 143 4.4 0.12 1.0 2.7
3 9 20 29 30.26 15 24.46 105 11.63 1.20 4 2 226 10.5 0.24 1.0 2.5
3 12 8 53 15.65 15 24.24 104 59.07 3.38 31 193 4.8 0.03 1.6 pdc
3 12 11 1 54.14 15 11.57 104 45.80 4.14 13 1 212 12.6 0.08 1.0 1.7
3 13 18 49 17.85 15 8.27 104 40.90 4.84 6 O 287 11.8 0.01 5.9 2.1
3 13 23 42 10.60 15 9.84 104 46.03 6.24 4 1 243 22.3 0.08 1.6 pdc

*Latitudes and longitudes are in degrees and minutes N and W, respectively;
nor = number of readings; mag = maximum azimuthal gap; dcs = distance to
the closest station; rms = root mean squared travel time residual; erh =
horizontal error (from projection of error ellipse onto horizontal plane);
erd =depth error; pdc = poor depth control (as indicated by an eigenvalue of
[A] less than 0.016, corresponding primarily to the hypocentral adjustment
in depth):; plc = poor latitude control.
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WH5' P 0 0 8 1 0
WH6 P 4 8 3 0 -9 10 4 -1 1
WH8 P -7 3 9 8 9 3 2 7 4 0
T10 P 7 11 7 0 8 9 5 -7 14 3
WH2' P 0 0 -14 1 0
WH3 P 14 6 4 0 -3 8 3 0
L4 P 34 8 5 0 32 11 2 0

*Qean residual (x10-2 seconds)
e Lms deviation from mean residual (x10-2 seconds)
number of earthquakes

Table 4.6b Mean of RMS Deviation of Average Station Residuals
in Table 4.6b (x 10-2 seconds).

p S
region 1 (>10) 6+3 74
region 1 (<10) 7+3 106
region 2 (>»10)a* 1048 15%11
7 £3 19411
region 2 (<10)b** 7+3 1316

:Tean of rms deviation with T4 and T14
without T4 and T14
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TABLE 4.7 Moments and Corner Frequencies for Earthquakes
Recorded on 0BS M2. Mgy(P) determined from P waves;
Mo(S) and f. determined from S waves. (=500,
Vp=6.5, km/sec, Vg=3.7 km/sec assumed. Moment
values in parentheses found from OBS M3 or SB2 as
described in text.

a. Region 1

event Mo (P) Mo(S) fec
dyne-cm dyne-cm

02 0718 1.4 x 10*% 2.2 «x 1012 20
02 1300 (1.7 x 107)
07 1721 3.6 x 10}° 815 %1000 1
03 1724 4.5 x 1070 6.9 x 1017 9
04 1856 2.1 x 10 2.2 x 10 15
08 1214 >3.6 x 10%3 52.3 x 10?8 <2
08 1219 4.5 x 10 7.2 x 1073 9
08 1238 8.2 x 1010 15
08 1339 (8.0 x 107.)
08 1432 (1.3 x 103
08 1445 (1.1 x 1073)
08 1451 (6.8 x 1077)
08 1452 7.2 x 1010 15
08 1514 (6.6 x 1077)
08 1601 4.0 x 10 8
b. Region 2
02 0523 2.8 x 1013 2.7 x 1013 13
03 2311 3.8 x 10 1.8 x 107, 25
04 0919 5.7 x 1070 16
04 0938 (7.5 x 1077)
04 0942 2.4 x 1012° 15
04 1001 (7.5 x 107,)
04 1012 s (1.2 x 1017
05 0219 7.4 x 10 2.0 x 1013 17
08 0002 (8.5 x 10}7)
08 0023 s (9.2 x 1077)
08 0058 5.5 x 10 2.6 x 1015 15
08 0131 (8.9 x 1077)
08 1257 1.1 x 1018 13
12 1101 2.4 x 10 17
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FIGURE CAPTIONS

Location of instruments in the ROSE microseismic network.
Geographic coordinates of the instruments are listed in
Table 4.2. Instrument identification codes are given in
Table 4.1.

Histograms of earthquake activity per half-day observed
during Phase II of ROSE. The instrument identification
codes are given in Table 4.1. For further discussion,
see text.

Examples of seismograms recorded by the three component
MIT 0OBS which illustrate pitfalls of picking S wave
arrival times from a single vertical component (discussed
in text).

a. Event of March 3 at 23hllm recorded by M3.

b. Event of March 2 at 17h21m recorded by M2.

c. Event of March 8 at 00h58m recorded by M2.

(S2-S1) v.s. (P2-P1) where Py, S7 and Pp, S» are arrival
times of P and S waves recorded at stations 1 and 2,
respectively. Symbols indicate different groupings of
station pairs as identified in the legend. Notation
T14-M2, M3 is abbreviated from T14-M2, T14-M3, etc.
Slopes and intercepts of lines fit through the data are
given in Table 4.4.

Epicenters of earthquakes located in the Orozco Fracture
Zone during ROSE II. :

Effect on the locations of changing parameters of the
assumed velocity model. Results are presented in the
form of histograms of latitude, Tongitude and depth
calculated with respect to the model of Table 3.3 with
Vp/Vs = 1.75 (crust A) minus latitude, longitude and
depth for the perturbed model. The perturbed models
are:

a. velocity model of Table 4.3 with Vy/Vg = 1.78

b. a 6 km thick crust with a velocity of 6 km/sec over a
half-space with a velocity of 8 km/sec (crust B).

c. velocity model of Table 4.3 except that the thickness
of the 7.2 km/sec layer is decreased to 0.5 km and the
half-space velocity is increased to 8 km/sec (crust C).
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Seismic activity in region 1 displayed in three time
periods. No activity was located in this region on
February 27 and 28 or March 10 and 11. Open triangles
represent stations operating during the given time
period. Squares represent locations calculated from at
least 10 arrival time readings, circles from fewer than
10 readings. The axis of the East Pacific Rise
intersects the transform fault near 105°18'W.
Bathymetric contours are labeled in meters; contour
interval is 200m.

Latitude and longitude of the March 8 earthquake at
12h14m and its aftershocks plotted versus time showing
the eastward migration of activity. Large dots represent
locations calculated from at least 10 arrival time
readings; small dots, fewer than 10 readings. Error bars
indicate the 95% confidence limits of the solution.

Depth of earthquakes in region 1 projected onto a
vertical east-west plane. Large dots represent locations
calculated from at least 10 arrival time readings; small
dots, fewer than ten readings. Open circles indicate
that the geometry of the network with respect to the
earthquake provided poor depth control. Error bars
indicate 95% confidence interval of the solution.

Rms travel time residual for events near 105°12'W vs.
depth. Squares represent solutions with data from
station SC2 included; dots represent solutions without
SC2. Automatic weighting of the readings as a function
of residual was suppressed so that locations at each
depth were calculated from the same dataset.

Same as figure 4.10 for events in the March 8 sequence
with and without readings from station SC1'.

Effect on the calculated hypocenter of perturbing the
geographic coordinates of station SC2 by 0.5' minutes
(approximately 1 km) to the N, S, E and W. Dots indicate
location in table 3.5; open circles indicate only station
coordinates perturbed; open triangles indicate both
station coordinates and velocity model (see Figure 4.6b)
perturbed.

Vertical component P-wave seismograms recorded on the MIT

OBS.

a. Sources near 105°12'W

b. Sources near 105°6'W. A record from a shot of 500
Ibs. of TNT (#3426) is shown for comparison.



4.14

4.16

4.17

4.18

4.19

4.20

4.21

4.22
4.23

164

(S-P) arrival time difference as a function of time for
stations near trough A. Filled circles represent
earthquakes which were located; open circles represent
events with too few arrival time readings to locate. The
dashed line represents the minimum travel time for a
surface event located along the line of activity defined
by the epicenters, assuming Vp = 6.0 km/sec and Vp/VS =
1.75. See text for further discussion.

Seismic activity in region 2. No activity was located on
February 28 or March 6,7,9,10 and 11. Squares represent
locations calculated from at least 10 arrival time
readings, circles from fewer than 10 readings.
Bathymetric contours are labeled in meters; contour
interval is 200m.

Depth of earthquakes in regioh 2 projected onto a
vertical north-south plane. Symbols are as in figure
4.9.

Examples of rms travel time residuals for events in
region 2 as a function of depth. As for figures 4.10 and
4.11, automatic weighting of the residuals was
suppressed.

Locations of earthquakes in region 2 calculated relative
to the March 4 event at 09h19m assuming Vp = 6.0 km/sec,
Vp/vs = ]075.

Histograms of observed S-P arrival time differences at
University of Texas 0BS which were deployed in the
central region of the Orozco transform fault (from OQuchi
et al., 1982). ST10, 13 and 14 are T10, T13, T14 in
Figure 4.1.

Effect on the Tocations of perturbing the geographical
coordinates of stations H520 and WH1 as described in the
text.

Composite fault plane solutions for events in region 1.
Dots represent compressional first arrivals; open circles
indicate dilitations.

Composite fault plane solutions for events in region 2.

Vertical component seismograms recorded at 0BS M3 from a
sequence of earthquakes near 15°12'N, 104°47'W. The
moment of the 0058 event is about 3 times larger than
that of the other events.
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Examples of P and S waveforms and spectra recorded on the
vertical component of OBS M2. The portion of the
waveform used to calculate the spectrum is indicated by
arrows above the seismogram. The spectra are not very
sensitive to the length of record transformed.

a. Log(Moment) vs. corner frequency for earthquakes in
the Orozco Transform Fault. Lines of constant stress
drop (Brune, 1970) are also shown.

b. Log(Moment) vs. cumulative number of earthquakes with
moment <My for earthquakes in the Orozco Transform Fault.
A B value of 0.5 is indicated in both regions.
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CHAPTER V
CRUSTAL STRUCTURE OF THE OROZCO TRANSFORM FAULT

In this chapter, the crustal structure of the transform
zone is examined. In the first section, the incident angles
and azimuths of body waves from both shots and earthquakes
observed at station M2 are discussed. These angles, measured
from particle motion plots of the three orthogonal
components, show pronounced systematic deviations from those
expected for a laterally homogeneous velocity structure.
Three dimensional ray tracing is used to examine possible
models which might explain the observations. A velocity
structure is found which adequatel} reproduces the
observations and the effect of this structure on the
earthquake hypocenters and source parameters presented in the
previous chapter is discussed.

In the second part of the chapter, refraction data from
ROSE II are analyzed in an attempt to confirm the existence
of the structures inferred from the incidence angles. Figure
5.1 shows the location of refraction data collected during
ROSE II. The lines represent profiles of closely spaced
shots. The dots represent individual large shots. Geographic
coardinates of the large shots are given in Table 5.1. Many
of the large shots also provided data for the particle motion

study.
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5.1 INCIDENT ANGLES AND AZIMUTHS

The particle motion plots were initially calculated as
part of the coupling study presented in Chapter III in order
to see if the body waveforms showed simple rectilinear
motion. When large systematic deflections of the incident
azimuths were observed, we decided to use these data to
examine the possibility of lateral velocity variations in the

transform zone.

5.1.1 ORIENTATION OF THE HORIZONTAL COMPONENTS

The orientation of the horizontal components relative to
north was determined from the motion of the O0BS in response
to the water wave from large shots. Although a reliable
orientation device, of course, provides a simpler means of
orienting the components, laboratory tests indicated that the
MIT OBS compass was not reliable*. The water waves were
examined to provide an independent determination. Since
other attempts to orient horizontal components by this method
are not documented in the readily accessible literature,
several potential sources of error will be discussed in
detail. This discussion also applies to the body wave
observations presented in section 5.1.2.

Use of the water wave to orient the components was
originally suggested by the observations shown in Figure 5.2
from ROSE I, when 0BS M1 was deployed near the intersection

of two shot lines. One would expect the first motion to be

*The compass has since been replaced by a new system.
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down on the vertical component and away from the azimuth of
approach on the horizontal components. At ranges greater
than about 10 km, the first few cycles of the water wave are
clearly observed on H1 and not on H2 for shots along the
east-west line; for shots along the north-south line, the
water wave is observed on H2 and not on Hl. This suggests
that the horizontal components were oriented approximately
along the direction of the shot lines. The change in
amplitude and sign of the first cycle on the horizontal
components when the north-south line passes within a few
kilometers of the OBS also supports this conclusion.

For M2 and M3 during ROSE II, the water waves from large
shots were used to orient the components. Unlike the case
described above, a wide range of shot to receiver azimuths
was available and the orientation was measured from the
particle motion in the X-Y, X-Z and Y-Z planes during the
first cycle of the water wave. Examples are shown in Figure
5.3. As expected for a water wave arriving obliquely from
above, a sharp rectilinear motion is observed in X-Y and a
rolling motion observed in X-Z and Y-Z. 1In most cases the
observed first motion on the vertical component is down
(e.g., shot 3427). For a few shots at long ranges, however,
the first motion is up (e.g., shot 3430). Assuming that these
observations represent a phase reflected at the air-sea
interface (which is the first water wave arrival because of
the local velocity structure of the water column), the first

motion should be towards the direction of the incident water



wave; the apparent polarity of the horizontal components was
adjusted accordingly.

Figure 5.4 shows the apparent orientation of the Y axis
(component H1) as a function of azimuth from the OBS to the
shot. The mean azimuth of the Y axis is 57+13°NE for M2 and
32+8° NE for M3. The corresponding X axis orientations
(component H2) are 147° SE and 122° SE, respectively.

Several effects which can bias the apparent orientation

are illustrated in Figure 5.5 for Y and X components oriented

north and east. An instrument mislocation where the true

location is 1 km to the north of that assumed is shown in

5.5a for assumed source-receiver ranges of 10 and 20 km. The

maximum difference between the apparent azimuth and the true

azimuth increases with decreasing range and is almost 6° for

a range of 10 km; the observed incident angle is not affected

by instrument mislocation. In chapter 4.6, patterns in the
average station residuals were noted which suggested errors
in the geographical coordinates of the instruments of about
1 km. The scatter in figure 5.4 for station M2 can be
decreased slightly by perturbing the coordinates of M2 by
1 km to the northeast, giving an orientation for Y of 56%11°
NE. Instrument mislocation may contribute to but cannot
entirely explain the observed scatter.

Figure 5.5b shows the effect of a 5° tilt towards the
west of the east-west geophone. The gimbaled geophone mount
in the MIT 0BS should compensate for tilt of the package to

within at least 5°; moreover, the horizontal geophones would
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not function properly for greater tilts and would probably
yield seismograms that were clearly "anomalous". The
azimuthal pattern is the same as for an instrument
mislocation and the maximum deflection depends strongly on
the angle of incidence. For the direct wave at long ranges,
we expect the incident angle to be large. This effect does
not depend on range.

Figure 5.5c shows the effect of a consistently greater
amplification on the east-west component. The predicted
azimuthal variation of the apparent azimuth of Y is different
from the cases discussed above. In Figure 3.17, a
consistently greater amplification of up to an order of
magnitude was observed for component H1 on M3. The apparent
azimuth of water waves at M3, however, does not show the
pronounced azimuthal deflection predicted by Figure 5.5c.
This supports the conclusion of Chapter 3.2.3 that the
amplification of Hl is caused by a geologic feature of the
deployment site rather than by the geophones or recording
hardware. Figure 3.17 did not indicate any systematically
greater amplification for either of the horizontal components
of M2.

Combinations of the factors discussed above could lead
to a complicated pattern of apparent orientation of Y.
Additional scatter could be due to the presence of
topographic obstacles along the path or to interaction o%ﬂthe
water wave with the seafloor close to the instrument. For

both M2 and M3, the main package was aligned along the X axis
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and this may explain the scatter for M2 at azimuths of -5 to
-30° and for M3 at -60°.

Considering the various factors discussed above, the
orientation of the horizontal components determined from the

water waves is probably accurate to within 10°.

5.1.2 BODY WAVE INCIDENT ANGLES AND AZIMUTHS

The incident angles and azimuths of body waves from both
shots and earthquakes were measured from plots of the
particle motion in the X-Y, X-Z and Y-Z planes. Several
examples are shown in Figures 5.6 and 5.7.

At station M2, the incident angles and azimuths can be
measured to within a few degrees. In the examples of F}gure
5.6, the horizontal components haJe been rotated so that the
positive Y axis corresponds to the radial direction away from
the source, assuming a laterally homogeneous velocity
Structure and an orientation of 57° NE for component Hl. The
P wave from the March 2 earthquake at 17h21m shows a
dilatational first arrival deflected 20-24° counterclockwise
from the expected radial direction. The angle of incidence,
measured after rotating the Y axis to the apparent azimuth,
is 39-45°. The neighboring shot 3437 shows a similar pattern
for a compressional first arrival. The first S wave arrival
(Figure 5.6b) for the 17h21m event represents SV motion (also
see Figure 4.4) and shows the same azimuthal deflection as
the P wave. The March 2 earthquake at 05h23m also represents

a compressional first arrival. For this event, the apparent
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azimuth is deflected by more than 90° from the radial
direction and the incident angle is small. The S wave arrival
is polarized along the transverse component.

Figure 5.7 shows examples of particle motions at station
M3 for the same events as in Figure 5.6. The first cycle of
motion is nearly vertical (0°-15°) followed by nearly
horizontal motion along Y( H1). S waves observed at M3 from
earthquakes in regions 1 and 2 are polarized along Y,
regardless of the azimuth of approach, reflecting the same
coupling problem as that causing the high spectral amplitudes
on Hl in Figure 3.17. Unfortunately, this masks any
information on regional velocity structure which might be
contained in the incident angles and azimuths recorded by
M3.

The measured incident angles and azimuths of P waves and
the apparent polarization of S waves at M2 are compiled in
Table 5.2; the P wave angles are illustrated in Figure 5.8.
Pronounced systematic deviations from angles expected for a
laterally homogeneous structure can be observed. For
earthquakes and shots to the north, south, and west of the
0BS, the observed incident angles are consistently between
38° and 47° and the apparent azimuths show a deflection that
varies with geographic azimuth; the maximum deflection is
observed for sources to the north and south of the 0BS and
the maximum amplitude of the deflection is greater than the
uncertainty in the orientation determined from the water

waves. The first cycle of the S wave from earthquakes in
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region 1 is polarized as SV and shows a deflection from the
radial direction similar to that observed for P waves.

For earthquakes and shots from the central part of the
transform, the incident angles are small and the apparent
azimuth of approach is deflected by more than 90°; the
apparent S wave polarization directions are scattered.

Before discussing the observations in Table 5.2 in terms
of lateral velocity heterogeneities, we must first examine
other factors which may contribute to the observed anomalies
in propagation direction. The azimuthal effects of
instrument mislocation (Figure 5.5a) or of consistently
greater amplification of one channel (Figure 5.5c) do not
depend on the incidence angle and;are the same for the P
waves as for water waves. The effect of tilt (Figure 5.5b),
however, depends strongly on the incidence angle. The effect
of a 5° tilt of the east-west component towards the west is
illustrated in Figure 5.9 for incident angles of 45°, 20° and
5°. Note that the azimuthal pattern for a wave incident from
below is the opposite of that for the water wave which
impinges from above. For a small angle of incidence, the
apparent azimuthal deflection can be as great as 45°,

The observed incident angle i is also affected by waves
reflected and transmitted at the seafloor-water interface.

[f the amplitude of the incident P wave is 1 and the anyle F

-

incidence is i, the apparent incident angle 1 is:
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_ sin 1+5§ sin i+PS cosj+§P sin i
taﬂ 1 = DH/DV = -~ PN -~ (5'])
cos i-PP cos i+PS sinj+PP cos i

where Dy and Dy are the total horizontal and vertical

N -

displacements, PP and PS are the reflection coefficients for
the reflected P and S wave displacements, ;; is the
transmission coefficient for the P wave transmitted into the
water, and j and i' are the angles of the reflected S and
transmitted P waves, respectively. Ergin (1952) calculated
the square root of energy ratios of the reflected and
transmitted waves for the case of a P wave in a solid
half-space incident on a solid-liquid interface. Modifying

these energy ratios to correspond to displacements (Aki and

Richards, 1980), the appropriate coefficients are:

(5.2a)
= -[cosi G cos“2j- o sin2i sin2j)- TR cosi

s ajcosi o, 1/2 X .
PS = [Z(ETEEEF) (sin2i sin2j) cos2j cosi'l/D (5.2b)

.. prajcosi ., ajap p2 1,2
PP = [2(—————— )" /“(—— — cosi cosi') '“cos2j]1/D (5.2c
e e ) i1/0 (5.2¢)

aj B1 az P2

D = cosi‘(ET c0522j + o7 sin2i sin2j) 7 cosi (5.2d)
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where a1, B8] and py are the P wave velocity, S wave velocity
and density in the basement, and ap and pp are the velocity
and density in the water.

In Figure 5.10, the apparent and true angles of
incidence are compared for a range of values for aj, o and p,
where o is the Poisson's ratio (o= 1/2(1-[(vp/v5)2-1]-1)).
For all cases, the apparent angle is less than the true angle
because of the P wave which is transmitted into the water;
the effect increases with increasing velocity contrast
between the basement and the water and with increasing
Poisson's ratio.

For a Poisson's ratio between 0.25 and 0.30 (reasonable
values for upper oceanic crustal rocks; Hyndman, 1979), the
observed incident angles of 39 to 450 correspond to true
angles of 50 to 650, Assuming that the arrivals have a phase
velocity of about 8 km/sec (see section 5.3), these incident
angles correspond to a velocity of about 6 km/sec below the
0BS. Although the angles of incidence may be systematically
overestimated because of a possible difference in the
horizontal and vertical coupling responses (note higher
spectral levels on the horizontal components in figures 3.17
and 4.24), this observation suggests that the low velocity,
high gradient layer which generally constitutes the upper one
to two kilometers of the oceanic crust may be unusually thin
beneath M2 (i.e. invisible to a seismic wavelength of i
hundreds of meters). The observed incident angles of 22 to

279 correspond to true angles of about 28 to 389,
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The effect illustrated in fiqure 5.10 also provides an
explanation for the nearly vertical incident angles observed
for all P wave arrivals at instruments which we suspect were
sited on low velocity, low strength sediment (see chapter
3.2.3). For a P wave velocity beneath the instrument of 2.5
km/sec, arrivals with a phase velocity of 8 km/sec should
have an incident angle of 180, If o is greater than 0.40,
however, the apparent incident angle will be less than 100;
in the ocean, o of the surface sediments may be as low as
0.498 (Hamilton et al., 1970).

Applying the above discussion to the observations in
Table 5.2 and Figure 5.8, we note that the pattern of -
azimuthal deflection for events to the north, west and south
of M2 is similar to that observed for the water waves and may
be due in part to instrument mislocation (Figure 5.5a). At a
given station, however, the amplitude of the P wave
deflection is greater than that of the water waves. The
effect of tilt (Figures 5.5b and 5.9) depends strongly on
incident angle but the azimuthal pattern for the water wave
should be the opposite of that for the P waves. The observed
pattern also does not match the pattern of Figure 5.5c for a
systematically greater amplification on one horizontal
channel. The deflection of body wave incident angles for
sources to the north, west and south of M2, therefore, )
probably does reflect, at least in part, a regional geologic

effect.
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Because of the large influence of geophone tilt on the
apparent azimuth when the incident angle is small, the
numerical value of the observed angles from sources in the
central part of the transform should be interpreted rather
loosely. The “steep" angles of incidence and "large"
azimuthal deflection, however, probably do reflect regional
lateral velocity heterogeneity.

5.1.3 RAY TRACING THROUGH LATERALLY HETEROGENEOQUS VELOCITY
STRUCTURES

A number of geologic scenarios can be invoked to explain
these observed incident angles and azimuths. For example,
the systematic deflection with azimuth might be caused by
high velocity material beneath the topographic ridge to the
west of M2 and the steep incident angles from sources in the
central part of the transform might result from a low
velocity zone in the crust between the sources and M2. To
test whether such structures could result in the observed
deflections for geologically reasonable velocity gradients,
rays were traced through laterally heterogeneous velocity
models and the incident and takeoff angles compared to those
expected for a layered structure.

The problem of tracing rays in a laterally heterogeneous
structure can be approached either as a boundary value
problem where the two endpoints of the ray are fixed or as an
initial value problem where the initial point and takeoff
angle and azimuth are specified. These two approaches have

been discussed and compared by Julian and Gubbins (1977).
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Several other papers which discuss the principals and
practice of ray tracing are Jacob (1970), Julian (1970),
Wesson (1971), Pereyra et al. (1980), Thurber (1981) and Luk
et al. (1982).

The boundary value approach is generally referred to as
the "bending" method because an initial path between~the two
endpoints is mathematically perturbed or "bent" until it
converges to a minimum time path satisfying the ray equation.
The velocity and first and second derivatives must be known
at each point along the ray. The initial value approach is
known as the "shooting" method because the ray is shot from
an initial point and follows a trajectory directed at each
increment by the ]6ca1 velocity énd first derivative.

For this study, a bending program developed by Pereyra
et al. (1980) was used to calculate the ray path between M2
and sources for which incident angles and azimuths had been
observed. To qualitatively evaluate whether the rays
obtained by the bending program represent significant
arrivals, the program of Luk et al. (1982) was used to
“shoot" a cone of rays around the takeoff angle and azimuth
determined by the "bending" program and determine whether the
receiver was in a shadow zbne or at a focus with respect to
the model. For both programs, the velocity model was
described by a three dimensional grid. A cubic spline under
tension (Cline, 1974) was used to interpolate the ve]oc1£y

and first and second derivatives between the nodes of the

grid.



Because several rays representing local travel time
minima may exist between a given source-receiver pair, the
initial ray path for the bending method must be close to the
path for the arrival under consideration. For a deep source,
an initial estimate of a straight line between the endpoints
will probably converge to the first arrival. If both
endpoints are on the seafloor, however, a straight lfne
initial estimate will, in most cases, canverge to an arrival
which is not the first arrival. To avoid explicitly
specifying each initial path, the source locations for shots
and very shallow earthquakes were projected onto the Moho
along the raypath for a laterally homogeneous model; the
initial ray was then the straight;]ine between this point and
M2. Because the sources were well outside of the zone of
lateral heterogeneity in the model and were at
source-receiver distances much longer than the critical
distance for Moho arrivals, this should not significantly
affect the calculated incidence angles and azimuths at M2.

A velocity model which reproduces the general features
of the observed pattern of incident angles and azimuthal
deflections while remaining geologically reasonable was found
by trial and error. Initial models were constructed to
simulate the type of structures mentioned at the beginning of
this section. The initial models were then perturbed by
changing either the velocity values at the grid points or the

grid spacing. Because of the large uncertainty in the
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determination of incident angles and azimuths, no
quantitative measures of fit were applied.

The Tateral distribution of sources and grid points for
the final model is illustrated in Figure 5.11a. The 3000m
contour from the map of Mammerickx (1980) is also shown. The
velocity values at the grid points and velocity-depth
profiles at several points in the model are shown in Figures
5.11b and 5.11¢c, respectively. The major features of the
model are high velocities beneath-the north-south ridge to
the west of M2 and low velocities between M2 and sources in
the central transform region. OQutside of these anomalous
zones, the grid describes a laterally homogeneous structure
similar to that used for the hypocenter locations in Chapter
IV. The calculated incident angles and azimuths at M2 are
compared to the observations in Table 5.3.

For azimuths affected by the high velocities beneath the
north-south ridge to the west of M2, the angles of incidence
can be matched quite well and, although the amplitudes of the
calculated azimuthal deflections are smaller than those
observed, the signs and relative amplitudes are reproduced
(rays 1-6; Table 5.3). The azimuthal deflection depends
primarily on the horizontal velocity gradient in the upper
mantle and is not changed significantly by changing the depth
distribution of the grid to model a narrower Moho transition
zone (dotted line in Figure 5.11c). The numerical value of
the calculated deflection is sensitive to small changes in

the lateral position of the grid points; the general pattern,



however, is quite stable. The magnitude of the azimuthal
deflection could be increased by increasing the number of
horizontal grid points and adjusting the local horizontal
velocity gradients. Because of the uncertainty in the
orientation of the horizontal components and the
oversimplification of modeling a complex structure by a
coarse grid, a numerical improvement of the fit would not

necessarily imply a more "accurate" geologic model.

To interpret these results geologically, note that the
amplitude of the topography in this region is similar to the
uplift of isovelocity surfaces in the model. This suggests

that the velocity increase beneath the north-south ridges in

the transform zone may reflect an approximately constant

crustal thickness with the Moho being parallel to topography;
very little actual crustal thinning need be invoked. In the

next section, we shall examine refraction data from ROSE II

to see if we can determine the crustal structure and

thickness.

The SV wave deflection for earthquake sources in region
1 can be explained by the same model. The observation that
SH is delayed relative to SV may reflect anisotropy of the S
wave velocity in the crust or upper mantle with the vertical
velocity being higher than the horizontal velocity. A system
of vertical cracks, for example, would have such an effect.
Stephen (1981) observed similar SV-SH polarization for data
recorded by a three component borehole seismometer emplaced

in the upper crust. Because the anisotropy may occur over any
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portion of the earthquake-station path, however, more data is
required before any significance can be attributed to this
observation.

In the central part of the transform, the model of
Figure 5.11 simulates a crustal magma chamber. The lowest
velocity, of 3 km/sec at a depth of 2 km is appropriate for
molten basalt as determined in laboratory experiments (Murase
and McBirney, 1973). The low velocity in the model increases
to a "normal" crustal velocity over a radius of approximately
10 km. When the low velocity zone is between the source and
the receiver, the rays are bent down and around the low
velocity zone resulting in small angles of incidence and
large azimuthal deflections at M2:

The incident angles and the sign of the azimuthal
deflections are matched quite well (rays 7-14, Table 5.3).
The amplitudes of the deflections, however, are much smaller
than those observed, and no rays have been calculated with
deflections so great that they actually appear to arrive from
the west. For several reasons discussed below, the fit to
the data is nevertheless considered to be adequate.

In Figure 5.9, we saw that large deflections in the
apparent azimuth are caused by a small tilt of the geophones
if the angle of incidence is small. In the central region of
the transform (rays 9-14), the source locations are within a
narrow azimuthal range from M2; this azimuth also ‘
approximately corresponds to the orientation of the Y

component. If the Y axis were tilted away from the sources,
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both the positive and negative "apparent" deflections would
increase by tens of degrees for "true" azimuthal deflections
like those calculated for the model.

Rays could also be made to bend back on themselves by
adjusting the velocity model of Figure 5.11 in the vicinity
of M2. The velocity gradients required, however, are very
large with respect to the wavelength of the data being
modeled (400-500m) so that the results would be inappropriate
for explaining the observations. What is effectively
suggested is a steeply dipping reflector below M2 to the
west. This scenario is illustrated schematically in Figure
5.12. A nearly vertical boundary would not seriously affect
rays 1-6 in Table 5.3 (ray A in Ftgure 5.11) but might
reflect arrivals near grazing incidence (ray B). For the
reflected arrivals to be first arrivals, M2 must be in a
shadow zone for rays leaving the source (ray C). Any
geologic inferences about the geometry or nature of such an
"interface" are purely speculative; for example, the
“interface" might represent a dike of a composition or fabric
different from that of the surrounding rock.

Both of the effects discussed above require small angles
of incidence below M2 and are essentially variations of the
model of Figure 5.11, We were not able to construct
geologically reasonable models which would result in small
incident angles at M2 that did not have a low velocity region
between the sources and M2. Although we conclude that the

incident angles observed at M2 suggest the presence of a low
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velocity body in the central transform region, we are not
able to constrain details of the geometry. For example, the
vertical extent of the low velocity zone in Figure 5.11 is
required in order for rays to converge at M2; shooting a cone
of rays from the source point indicates that M2 is in a
shadow zone for a purely crustal low velocity zone. _Although
the root is "required" by our method of modeling the
situation through ray tracing, the discussion of the previous
paragraph suggests that it is not necessarily required
geologically. Unsupported by additional information, these
observations would not provide an irrefutable case for a
magma chamber; that the model described here can tentatively
answer several questions raised ifi the previous chapter,
however, is circumstantial evidence for its general
validity.
5.1.4 EFFECT ON HYPOCENTER LOCATIONS AND FAULT PLANE
SOLUTIONS

The lateral heterogeneities invoked to explain the
observed incident angles and azimuths at M2 also affect the
travel time and take-off angle and azimuth at the source,
thus inducing errors into the hypocenter locations and fault
plane solutions determined in Chapter IV. To examine these
effects, synthetic travel time data were generated by tracing
rays through the structure of Figure 5.11 from source po{nts
corresponding to earthquake hypocenters to points
corresponding to stations in the array. These travel times

were then inverted for the apparent hypocentral parameters
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using HYPOINVERSE and the velocity structure of Table 4.3.
The results of the locations are shown in Table 5.4 and
Figure 5.13.

In region 2, the structure for Figure 5.11 leads to
épicentra] mislocations of up to 10 km, much larger than the
errors indicated by the 95% confidence ellipse of the
solution as defined in Chapter 4.2. Although the true depths
are all 8 km, the apparent depths range from 4 to 17 km. The
location of event 6, in region 1, is not affected.

Because we do not know the detailed geometry of the low
velocity region, particularly its extension into the
topographic troughs to the north and east, we cannot apply
these results to quantitatively correct the hypocentral
parameters determined in Chapter IV. These results do,
however, provide tentative answers to some of the questions
raised in Chapter IV. In particular, the earthquakes which
appear to be located beneath ridge 8' (Figs. 2.4 and 4.5) may
actually have occurred within trough B, and the discrepancy
between calculated lTocations near the site of instrument T13
and the arrival time difference between S and P waves at T13
may be due to hypocentral mislocation. Events in the cluster
near 15°12'N, 104°47'W do not appear to be severely
mislocated. The ray tracing model, which results in ray paths
to stations M2 and M3 which are 8-15% longer than those for a
laterally homogeneous structure, is also compatible with-fhe

apparent delay of S relative to P observed at M2 and M3, from

events in region 2 (see Chapter 4.6).
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The difference between the "true" take off angles and
azimuths at the source and the "apparent" angles calculated
from the locations with respect to a laterally homogeneous
structure are shown in Figure 5.14a. We see that the
"apparent" angles differ from the "true" angles by tens of
degrees. The error in the take-off angles is due to the
uncertainty in the hypocentral depth as well as to the effect
of the laterally heterogeneous velocity model and is a common
problem for fault plane solutions from local events. The
azimuthal error, however, is due primarily to the effect of
deflection of the ray paths by the laterally heterogeneous
velocity structure; at most *5° are contributed by the -
epicentral mislocation. For event 6, the azimuthal
deflections are all less than 5°.

In Figure 5.14b, the results for source location 1 are
used to compare "true" and "apparent" fault plane solutions
for several possible mechanisms. Comparing solutions a', b'
and c¢' to the fault plane solutions in Figure 4.22, we see
that the perplexing four-quadrant pattern in Figure 4.22c,
which represents a composite solution for the cluster of
events near 15°12'N, 104°47'W, may be compatible with normal
faulting along a north-west striking plane; the component of
strike-slip motion is also compatible with the expected sense
of transform motion. The entire range of solutions obsehyed
in Figure 4.22 can be modeled by small changes in strike and

dip. The observed fault plane solutions for events in region

2, therefore, may suggest a "leaky" transform fault with
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either an en echelon system of ridges and transforms or an

obliquely spreading segment.

5.1.5 SUMMARY OF RESULTS FROM INCIDENT ANGLES AND AZIMUTHS
The orientation of the MIT OBS can be determined to
within about *10° from the observed particle motion of water

waves from shots. Incident angles and azimuths at 0BS M2
from earthquake and explosive sources throughout the
transform show systematic deflections from the angles
expected for a laterally homogeneous velocity structure which
are much Targer than the uncertainty in the orientation of
the components. P wave arrivals from sources to the north,
west and south have incident angles of about 45° and
azimuthal deflections which vary with geographic azimuth;
arrivals from the east have incident angles of about 25°
(measured from vertical) and azimuthal deflections greater
than 90°. 7

Rays traced through three dimensional P wave velocity
grids using a "bending" method with endpoints fixed at the
source and receiver positions suggest a positive velocity
gradient in the upper mantle to the west of M2.
Geologically, this might correspond to a positive (downward)
velocity gradient in the upper mantle and a constant
thickness crust so that the Moho would follow the surface
topography beneath ridge o« (Fig. 2.4).

For P waves from sources in the central transform, we

observe small angles of incidence (measured from vertical)



and the azimuthal deflections are so large that the P waves
actually appear to arrive from the west. Low velocities in
the model, simulating a magma chamber in the central
transform between the sources and the receivers, bend'rays
down and around the low velocity zone resulting in small
incident ang]es‘and large azimuthal deflections at spation
M2. We are not able to constrain the detailed geometry and
lateral extent of the proposed low velocity body with the
data available from ROSE.

The effect of this velocity structure on the hypocentral
parameters and fault plane solutions determined in Chapter IV
is studied by tracing rays to calculate synthetic travel time
data and then relocating the events relative to the laterally
homogeneous model of Chapter IV. Possible mislocations of up
to 10 km and large distortions of the take off angles and
azimuths are indicated. These results tentatively answer
several of the questions raised in the previous chapter. In
particular, the hypocenters under ridge 8' may actua]]y)have
been within trough B and the contradiction between calculated
hypocenters near station T13 and the observed arrival time
difference between P and S waves from these events at T13 may
have been due to mislocation. The ray paths in the model are
8-15% longer than those expected for a laterally homogeneous
model and provide an explanation for the apparent delay of S

waves relative to P waves which was observed at stations M2

and M3 for sources in region 2.
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5.2 SEISMIC REFRACTION DATA: SMALL SHOTS

Figure 5.16 (a-g) shows record sections of the data
recorded from lines 1, 2 and 4 (Fig. 5.1) at OBH WH4, WHS5,
and WH6 (Fig. 4.1), and Figure 5.15, illustrates the location
of these profiles. For lines 1 and 2, sources weré 2.73 kg.
charges of TNT; for line 4, sources were 0.82 kg. SUS
charges. Shot-receiver ranges were calculated from the
arrival time of the direct water wave as described by Detrick
and Purdy (1980) for a regional water column sounding
velocity 1.4944 km/sec. Errors in the range determination
are less than 20 meters. The topography beneath the shots is
shown below the record sections and the travel time through
the water column has been removed from the seismograms. A
range dependent amplification of (R/Ry)® has also been
applied for R>R, where R is range, Ry = 5 km and o = 1.

Travel times were picked from traces plotted at a scale
of 5 in/sec (uncorrected for topography) and could be picked
to within 0.02 seconds in most cases. The smoothed apparent
slowness ( 1/velocity) and depth beneath the shot were
used to correct the travel times (T) and ranges (X) for the
effect of topography using the "water path" correction method
(Purdy 1982b). This correction removes the water column
portion of the ray path and projects the shot point onto the

seafloor. It is calculated by:
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AT = é [e(z)e(1-ulec2(z))]-1/242 (5.2a)
h

AX = g usc(z)[1-ulec2(z)1-1/24z (5.2b)

where AT and AX are the corrections to the travel time and
range; h is the water depth; u is the apparent slowness; and
c(z) is the P wave velocity in the water column as a function
of depth. Because of the large topographic variation along
most of the lines, this correctioﬁ is the major source of
error in the data. The appropriate depth for the correction
is the depth at the ray entry point which may be several
hundred meters from the point below the shot. These
corrections will be discussed further with respect to
individual profiles.

A spline curve was then fit to the topographically
corrected data. The assumed errors on the travel time data
were adjusted so that slowness decreased with range.
Differences in the minimum acceptable error among the lines
probably reflect variations in topographic roughness on the
scale of several hundred meters.

The intercept time (t)-slowness (p) relationship was
derived from the smoothly increasing curve fit to the travel
time data. Slowness at point (X7,Ty) on the T-X curve is
equal to the slope of the curve at this point; the intercept
time is related to T,X and p through the equation t(p) =
T(p)-pX(p). The t-p curve was then inverted to find velocity

as a function of depth through:
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t(p)
z(p) = /=
0

dt[v¥(r)-p?1-1/2 (5.3)

where v is the inverse function to t(p) and z(p) is the depth
at which the velocity is 1/p (Johnson and Gilbert, 1972,
Bessonova, 1974). The velocity in the uppermost crust, from
which no arrivals are observed for surface shots, was
determined as described by Ewing and Purdy (1982).

Although the propagation of seismic energy through the
crust in this region is very good (noted also by Ouchi et
al., 1982) and arrivals are clear out to relatively long
ranges for 2.73 kg. shots, P, arrivals are not observed and
the Moho velocity and crustal thickness cannot be determined
from the travel time data alone. The high amplitude region
~at the triplication in the travel time curve where the layer
3 refraction and the Moho refraction and wide angle
reflection 