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Abstract

In recent years, trends in the medical industry have created a growing demand for
a variety of implantable medical devices. At the same time, advances in integrated
circuits techniques, particularly in CMOS, have opened possibilities for advanced
implantable systems that are very small and consume minimal energy. Minimizing
the volume of medical implants is important as it allows for less invasive procedures
and greater comfort to patients. Minimizing energy consumption is imperative as
batteries must last at least a decade without replacement. Two primary functions
that consume energy in medical implants are sensor interfaces that collect information
from biomedical signals, and radios that allow the implant to communicate with a
base-station outside of the body. The general focus of this work was the development
of circuits and systems that minimize the size and energy required to carry out these
two functions. The first part of this work focuses on laying down the theoretical
framework for an ultra-low power radio, including advances to the literature in the
area of super-regeneration. The second part includes the design of a transceiver
optimized for medical implants, and its implementation in a CMOS process. The
final part describes the design of a sensor interface that leverages novel analog and
digital techniques to reduce the system's size and improve its functionality. This final
part was developed in conjunction with Marcus Yip.
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Chapter 1

Introduction

Electronic medical implants have been around for over five decades and some enjoy

widespread application. Pacemakers, perhaps the most famous and common, were

first introduced in the 1960s and are currently used by more than 2 million Americans

in a $10 billion-a-year market that continues to grow quickly [6]. Other implants,

such as deep brain stimulators, currently used by 190,000 patients, and cochlear

implants, used by over 30,000 patients, continue to rise in popularity as they gain

acceptance in the medical community and improve in functionality. Beyond these

"common" medical implants, there is ongoing research and development in a wide

array of systems, ranging from the artificial pancreas geared towards diabetes patients,

to visual prosthetics that may return eyesight to the blind.

1.0.1 Trends in Medical Electronics

Although medical implants vary widely in their uses and architectures, they have

some fundamental commonalities. First, all of these devices must be optimized for

exceptional energy efficiency to improve battery life and prevent tissue damage due to

heat. Many of these devices are life sustaining and must, therefore, have battery lives

that are on the order of 10 years without the possibility of recharge. Other devices,

such as cochlear implants, have a lower failure cost and can therefore be designed

to use rechargeable batteries. However, they must still operate at low power levels



to prevent tissue damage, since increased power consumption implies greater heat

dissipation if the circuits are not 100% efficient.

In addition to energy efficiency, the use of radio frequency (RF) telemetry to

communicate with medical implants is becoming ubiquitous. RF telemetry allows

doctors to reconfigure medical implants post-surgery, and it allows information ex-

traction from implanted sensors. This is critical in applications such as deep-brain

stimulation where, for example, the pulse frequency and amplitude used to stimulate

different parts of the brain must be optimized to achieve the desired effect. Simi-

lar benefits are found in other implants such as pacemakers where sensors are used

to record data on abnormal cardiac events that are later transferred wirelessly to a

healthcare provider.

Circuit miniaturization is a third trend that is more specific to applications such

as neural recording systems that require between 100-1000 sensors. Reducing the

size of medical implants has always been a critical design goal, but the volume of

the circuitry has hitherto been negligible compared with sensors, actuators, and bat-

teries. Recent advances in micro-electro-mechanical systems (MEMS), however, have

led to impressive reductions in sensor/actuator microelectrode arrays [45], [70]. Fur-

thermore, improvements in energy efficiency and advances in battery technology are

shrinking the volume of energy sources in implants. Combined, these two trends are

placing pressure on the circuitry to shrink as well, and effectively mean that most

of the electronics should be integrated on a single chip with minimal external com-

ponents. This can be challenging for systems with many sensors, especially since

instrumentation amplifiers often use large capacitors (nF - pF range) to AC couple

to sensors or to implement ultra-low corner frequencies (<1 Hz).

1.0.2 Medical Implant Communication Service Band

While electronic medical implants have been around for nearly fifty years, RF wireless

communications with these devices was uncommon until recently. Inductive coupling

was introduced in the 1970s as a means of communicating with medical implants and

recharging implanted batteries. The capability of recharging an implanted battery is



critical for devices such as cochlear implants that consume relatively large amounts

of power, while the ability to communicate with the device facilitates post-surgery

reconfigurability and information extraction from implanted sensors. There are draw-

backs to inductive coupling, however, including limited data rates ( 1-30kbps) and

the requirement for physical contact and proper alignment between the programmer

and the implant. To overcome some of these drawbacks, medical device manufac-

turers petitioned the Federal Communications Committee (FCC) in the mid-90s to

allocate spectrum reserved for wireless RF telemetry with medical implants. In 1999,

the FCC introduced the medical implant communications service (MICS) band, re-

serving the 402-405 MHz frequency range for the exclusive use of communication

with and between medical implants.

RF telemetry in the MICS band was introduced to afford two main benefits:

increased communication range of at least two meters, and increased data rates. In-

creasing the communication range between the implant and the base-station can have

significant benefits for patients. For example, inductive coupling is a poor fit for ap-

plications that require continuous monitoring of an implanted sensor since the coil in

the base-station must be well aligned with the coil in the implant. This effectively

constrains the patient to a static location or requires that the base-station be phys-

ically attached on the skin. In contrast, if the base-station can be located anywhere

within two meters of the implant, it can be carried around in the patient's pocket or

be placed near the patient while they sleep. This, in turn, opens the possibility of

home monitoring since precise positioning of the base-station in unnecessary. In such

a use case, the base-station can relay information from the implant to a healthcare

provider through the internet, as shown in Fig. 1-1. This connection reduces the

need for frequent doctor visits.

The second benefit of RF telemetry, increased data rates, can have various benefits.

First, unlike inductive coupling, which is typically limited to ~50 kbps, significantly

higher data rates are possible in the MICS band since each channel is 300 kHz wide.

Most biomedical signals vary slowly and, therefore, have small bandwidths and can

be sampled at very low rates. Having the ability to transmit and receive information
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Figure 1-1: Wireless link between patient and healthcare provider.

at high data rates, however, allows the implant to employ duty cycling. For example,

if the rate at which data is being accumulated is 1 kbps and the data rate of the

transmitter is 100 kbps, the implant can store 1 second worth of data and then

transmit that data in a 10 ms burst. This means the transmitter can be turned off

99% of the time and its average power consumption is 100 times smaller than its

power consumption when it is transmitting. This is beneficial since a major goal is

to minimize the energy consumption to extend battery life, and energy is the time

integral of power. If instead of transmitting at 100 kbps, the transmitter's data rate

is 10 kbps and it consumes the same amount of power when transmitting, its average

power consumption would be 10 times larger since its duty cycle would be 10% instead

of 1%.

The assumption that a transmitter would consume the same amount of power at

both data rates is reasonable for narrow-band RF transmitters using similar modu-

lation schemes because the bulk of the power is consumed by RF components such

as oscillators, mixers, and power amplifiers, whose power consumptions do not scale

linearly with the transmitter's bandwidth. Instead, their power consumption is often

set by other requirements such as linearity or noise, or they are limited by nonideal-

ities in physical components such as the low Q of inductors. While this observation

argues for using higher data rates, spectral mask requirements set limits on how fast

data can be transmitted. Complex modulation schemes such as orthogonal frequency-

division multiplexing (OFDM) or multi-level quadrature amplitude modulation enable

high data rates for a given spectral mask requirement, but require complex hardware

implementations or stringent requirements on RF blocks that lead to lower power

WMM



efficiency. For a narrow-band transmitter, therefore, there is a tradeoff between com-

plex architectures that are more spectrally efficient but consume more power, and

simpler topologies that consume less power but are less spectrally efficient [67]. With

either approach, however, having the ability to use more bandwidth than inductive

coupling should lead to better energy efficiency since the energy consumption does

not, necessarily, increase linearly with utilized bandwidth.

In some applications, such as neural recorders that use hundreds of electrodes, the

rate of data acquisition can be on the order of hundreds of kbps. These applications

require higher data rates of data transmission and highlight the second benefit of

using RF transmitters.

Table 1.1 summarizes the key requirements of the MICS band. In addition to

these quantitative requirements, there are guidelines for operation to reduce the risk

of interference between MICS transceivers [1]. For example, the transmitter in the

implanted device should only transmit when asked to do so by the base-station,

except in the case of a medical-implant event. Also, the base-station should operate

in a listen-before-speak manner that first determines the channel with the lowest

ambient noise and commands the implant to change to that channel before critical

data exchanges occur. This last requirement necessitates frequency agility which

dictates that the implant must have the ability to operate in any of the ten channels.

These basic requirements and guidelines outline how the MICS band should be

used to achieve communication with implanted devices while reducing the probability

of interference between MICS radios. They do not, however, go as far as creating a

standard that would guarantee the inter-operability of devices from different manu-

facturers. For example, they do not require any particular modulation or encoding

scheme. While there are commercial benefits to having standardized requirements,

such as increased market penetration due to the benefits of inter-operability, there

are also benefits to having greater design freedom. From a research point of view, the

flexibility in MICS transceiver design opens the door to holistic optimization methods

that should lead to ultra-low energy consumption.



Band of Operation 402-405 MHz
Channel Bandwidth 300 kHz
Maximum In-Channel Power Radiation 25 pW (-16dBm) EIRP1

Maximum Out-of-Channel Power Radia- 20 dB below peak in-channel
tion power
Frequency Stability 100 ppm (- 40 kHz)

Table 1.1: Key specifications for the MICS band.

1.0.3 Biomedical Sensor Issues

Electronic medical implants are generally used to either stimulate parts of the human

body for therapy or to measure biomedical signals to perform diagnostics. More

advanced systems use both sensors and actuators concurrently to create closed loop

functionality that improve therapy [34]. A challenge that arises in signal detection

is that some of these biomedical signals are very small. For example, neural field

potentials (NFPs) can be as small as a few micro-volts. To accurately measure such

small signals, the input-referred noise of a system must be on the order of 1 puV, and

it must be able to provide gain on the order of 40-80 dB. To achiever these goals,

low-noise instrumentation amplifiers (IAMPs) and anti-aliasing filters are commonly

used to interface between a sensor and an analog-to-digital converter (ADC) used

to digitize the signals. The term sensor interface (SI) will be used throughout this

thesis in reference to all circuitry necessary to interface between the sensor (typically

a pair of electrodes) and the ADC.

There are several challenges that must be overcome to properly design such a

sensor interface. First, the differential input impedance must be very large (>10

MQ) because the source impedance of the electrodes used to measure such signals

can be very large. Second, the effects of flicker noise must be mitigated since many

physiological signals occupy frequency bands below 100 Hz. Third, the SI must be

robust against large DC offsets in the electrodes caused by charge accumulation at the

skin-metal interface [40]. These offsets can be as large as hundreds of millivolts and

will saturate the system if proper techniques are not employed. Fourth, the SI must

be robust against power-line interference (PLI) at 50 or 60 Hz. The common-mode



amplitude of PLI can be on the order of tens of volts, and the differential-mode signal

can be as large as a few millivolts even with an ideal IAMP. For many biomedical

applications, PLI falls into the frequency bands of interest and its differential mode

component can be significantly larger than the signal of interest, necessitating a wider

dynamic range.

In addition to these performance requirements, the overall sensor interface must

be very energy efficient, and for some applications, must consume minimal area and

use few or no discrete components. This last requirement is particularly challenging

because some of the techniques used to mitigate the effects of electrode DC offset or

to notch out PLI use large discrete capacitors (~ 1pF) to obtain very low corner-

frequencies (< 1 Hz).

1.0.4 Research Goals and Thesis Organization

There were two fundamental goals to this research: the development of an energy effi-

cient transceiver for medical implant communications, and the development of a small

and ultra-low power sensor interface for biomedical applications. Although particular

emphasis was placed on implantable devices, many of the techniques are applicable

to non-invasive diagnostic systems. En route to developing the MICS transceiver,

we developed a frequency-domain method for analyzing super-regenerative amplifiers

(SRAs) and receivers (SRRs). We found that this method can be a powerful tool

for predicting the sensitivity and selectivity of SRRs, and for selecting parameters

for optimal performance. We also introduced a novel way of detecting on-off keying

(OOK) with SRRs using time-domain measurements instead of amplitude measure-

ments, and showed the benefits of this technique in relaxing linearity requirements of

the system. Chapter 2 describes these methods and techniques.

Chapter 3 focuses on the development of a prototype MICS transceiver developed

in 90-nm CMOS. The system includes a direct modulation MSK transmitter and

super-regenerative OOK receiver, both using a single digitally-controlled oscillator

with fine frequency resolution. We also introduce a frequency correction loop method

that eliminates the need for a phase-locked loop.



Chapter 4 describes many of the issues surrounding biomedical sensor interface

systems and proposes a novel variable-gain, anti-aliasing filter that is area- and power-

efficient. In also introduces a novel mixed-signal notch that can be used to cancel

PLI or other forms of interference, relaxing the dynamic range requirements of other

blocks in the system. The notch filter's center frequency and bandwidth are digitally

programmable.

Chapter 5 summarizes the contributions of this work and proposes new research

projects to further the state of the art.



Chapter 2

Frequency-Domain Analysis of

Super-Regenerative Amplifiers

In the early stages of our research, a survey of ultra-low power receiver architectures

showed that super-regenerative receivers (SRRs) were among the most energy effi-

cient and sensitive, particularly among narrow-band systems. When it came time to

conduct sensitivity and selectivity analysis, however, we found that very few papers

tackled the problem of noise analysis in super-regenerative amplifiers (SRAs). We also

found that much of the theoretical groundwork laid in the 1940s and 50s restricted

its analysis to AM demodulation through oversampling of the received signal's en-

velope. Since our goal was to use the SRR to synchronously detect OOK signals,

we undertook the task of developing a mathematical model to accurately determine

the sensitivity and selectivity of an SRA. This section describes the development of

that model and how it can be used to analyze the response of SRAs to myriad input

signals.

2.1 Introduction

The super-regenerative amplifier/receiver was first introduced by Edwin Armstrong

in 1922 [5] as an exciting development in communications systems. Although it never

gained the popularity of the superheterodyne receiver, recent growth in low-power,



short-range wireless links has reawakened an interest in SRAs due to their excellent

sensitivity for small amounts of DC power consumption [12, 21, 43,44,48, 66]. The

general concepts behind the operation of SRAs are intuitive, but the theory necessary

for quantitative analysis tends to be mathematically tedious due to its nonlinear,

time-varying nature. Thorough time-domain solutions have been available since the

1950s [71], and more recent work has focused on generalizing those results to generic

SRAs [44]. Other recent work has shown the capacity to operate SRAs synchronously,

improving the selectivity and data rate of SRA receivers [43], and the benefits of

pulse-shaping OOK signals to optimize the sensitivity of an SRA receiver [42, 50].

Building on these works, we propose a convolution model that allows for frequency

domain analysis of SRAs. We then show that frequency domain methods allow for

straightforward analysis of arbitrary deterministic and stochastic input signals, and

use various examples that lead to complete sensitivity equations.

As explained in [71], the SRA can be operated in four general modes combining

the choices of slope-controlled versus step-controlled and linear versus logarithmic

modes. The first choice describes the type of quench signal or damping function

used, and the second choice describes whether the SRA output is limited to small

values that prevent nonlinearities, or if its amplitude is permitted to grow to the

point of compression. The subtleties of the slope- versus step-control modes will be

explained in Section 2.2, but we note that the analysis presented here is restricted

to the slope-controlled mode. This method has been of greatest interest in recent

literature because it offers benefits in both sensitivity and selectivity. Also, we focus

our analysis mostly on the linear mode of operation. However, we introduce the

concept of a trigger-time in Section 2.4.3, which is relevant to both the linear and the

logarithmic modes of operation.

This chapter is divided into five main sections. Section 2.2 briefly describes the

general theory of the SRA and recounts the time-domain solution for its differential

equation. Section 2.3 presents a convolution model of the SRA and uses it to find

an SRA's response to various deterministic signals. Section 2.4 shows how the con-

volution model can be used to find the SRA's response to additive white Gaussian



noise (AWGN) and uses the results to calculate the expected bit error rate (BER)

and sensitivity of an OOK receiver. It also introduces the concept of a trigger-time

which can be used to accurately set the optimum threshold and detect signals in an

OOK receiver while avoiding the problems usually caused by nonlinearity. Section 2.5

describes a test circuit used to verify the theory presented and compares measured

results to those predicted using the convolution model. Section 2.6 summarizes the

key concepts and concludes the paper.

2.2 General SRA Theory

v0(t)
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Figure 2-1: (a) SRA circuit model, and (b) SRA feedback loop model.

2.2.1 Circuit Model and Block Diagram for SRA

Fig. 2-1 shows the simplified (a) circuit model and (b) feedback model for an RLC-

based SRA. The parameters of interest for the resonant RLC tank are: wo, the reso-

nant frequency, Zo, the characteristic impedance, Qo, the quality factor, and (o, the

quiescent damping factor. The relationships between these parameters and the circuit



components are

WO = c(2.1)

L _1

Zo - w L= (2.2)
C woC(2)

1 1 1 Zo
(o == - = ----. (2.3)

2RCwo 2Qo 2 R

Using these parameters, the impedance for a parallel resonant tank can be written as

Zowes
ZRLC(s) =2's2 + 2owos + wo

If Gm(t) varies slowly enough with respect to wo, such that the system in Fig. 2-1

is quasi-static, we can define a time-varying transfer function for the feedback loop

shown in Fig. 2-1(b) by

ZTv(st) = V =(sjt) ZRLC(S) (2.5)
Ia(s) 1 - Gm(t) - ZRLC(S)

which can be rewritten as

Zowos
ZTv(s,t) = WOS (2.6)s2 + 2((t)wos + Wo

where ((t) is the instantaneous damping factor or damping function and is defined as

((t) = (o(1 - Gm(t)R). (2.7)

Note that (2.6) only differs from (2.4) in the denominator where (o is replaced by ((t).

This is because the positive feedback from transconductance Gm(t) can be modeled as

a negative resistance that only affects the damping factor of the second-order system

in Fig. 2-1.
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Figure 2-2: Time-varying pole/zero locations for an SRA as the damping function
changes.

2.2.2 SRAs as Time-Varying, Second-Order Systems

An SRA differs from a linear time-invariant (LTI) system in that its poles are period-

ically shifted between the left-hand side and right-hand side of the complex plane by

varying the damping function ((t). The exact function used to define ((t) determines

the characteristics of the SRA's response to an input signal, and various functions

can and have been used [21], [66]. As an example, Fig. 2-2 shows the instantaneous

value of the poles of an SRA as ((t) is linearly varied during one cycle using a ramp

function. As will be shown, for each period, the resulting time-varying system yields

a filtered and amplified sample of its input signal's envelope. Unlike LTI systems

whose filtering qualities are strictly dependent on the static location of their poles

and zeros, the filtering qualities of SRAs additionally depend on the characteristics

of the damping function used to vary their pole locations. Furthermore, in contrast

with LTI systems, SRAs exploit the instability portion of their cycle to achieve very

high gain despite using active components that provide relatively small gain.



2.2.3 General SRA Solution for Linear Mode Operation

Historically, SRAs have been used in either the linear or logarithmic mode [44,71].

In the linear mode, the SRA is configured such that its output remains small enough

throughout each quench cycle to prevent significant nonlinearities. As a result, the

envelope of the SRA's output is proportional to the amplitude of the input signal. In

the logarithmic mode, the SRA is configured such that its output saturates during

each cycle. The integral of its envelope is then proportional to the logarithm of the

input signal's amplitude. The following analysis is valid for the linear mode, but later

discussions will show how the results can be used to accurately model an SRA that

is allowed to enter compression.

Using (2.6) we can write the following differential equation to describe the LTV

model of the SRA in Fig. 2-1

v"(t) + 2((t)wov'(t) + wov 0(t) = 2R(owoi'(t). (2.8)

A more general version of (2.8) and its thorough solution can be found in [44], where

the general solution is broken down into the sum of the free response and the forced

response. The following analysis assumes that the free response is zero. In a practical

implementation, this means that any oscillation from a previous cycle is quenched

before time ta when a new cycle begins. This simplifies the mathematics, but more

importantly, it improves the performance of the receiver since it ensures that each

cycle is independent of all previous cycles. Mathematically, the quenching is done by

allowing the poles to remain in the left-hand side long enough for the envelope of the

output voltage to decay below the noise levels. To expedite the decay, the poles can

be pushed far to the left, or equivalently, the damping function can be made a large

positive value. Practically, this can be done by briefly shorting the tank as in [10], by

reducing the transconductance, Gm (t), to a very low value as in [12], or by making

Gm(t) negative.

The general solution found in [44] can be modified for the specific case of an



RLC-based SRA with an input current ia (t), resulting in the output voltage

vO(t) = ZIo o CA)d x i' (T)ewo f(A)dAsin[wo(t - r)]dr. (2.9)

In (2.9), ((t) is defined such that it is positive for ta 5 t < 0 and negative for

0 < t < tb as in Fig 2-2. The solution can be broken down into the time-dependent

gain p(t) and the filtering term k(t)

vO(t) = Zop(t)k(t), (2.10)

where

p~)=e uotC(ANdA, (2.11)

k(t) = j i(r)g(T)sin[wo(t - r)]dT, (2.12)

and

g(t) = ewo f C(A)dA. (2.13)

The gain component pL(t) reaches its peak at t = tb and its maximum value p(tb)

is referred to as the super-regenerative gain [71]. The term g(t) is referred to as the

sensitivity function and has a peak value of unity at t = 0. For common damping

functions it decays rapidly outside of a time window concentrated about t = 0,

limiting the effect of the input signal ia (t) outside of that window. This quality will be

exploited in Section 2.3 to approximate k(t) by a convolution and perform frequency

domain analysis of the SRA. For slope-controlled SRAs, ((t) changes slowly enough

that multiple periods of the input signal occur during the sensitivity period [71]. If

((t) changes from positive to negative abruptly, the SRA is said to be operating in

the step-controlled region and has a significantly different frequency response. The

subsequent analysis assumes the SRA is operated in the slope-controlled mode, which

is preferable as it achieves better sensitivity and selectivity [71].



2.2.4 SRA Solution for a Ramp and Sine Damping Functions

Almost any arbitrary shape can be used as the damping function ((t) as long as it

is positive for ta ; t < 0 and negative for 0 < t < tb. Two common waveforms in

slope-controlled SRAs are the ramp (or sawtooth) and the sine-wave [10,21,42-44,66].

The ramp damping function proves particularly useful for analysis since it leads to

Gaussian equations that have closed-form solutions. Furthermore, it achieves higher

gain and has a frequency response preferable to that of sine-wave damping as discussed

in this section and Section 2.3.2.

For the time span ta < t < tb, the ramp damping function has the form

((t) = -#t (2.14)

where # is its slope and has units of Hz. Substituting (2.14) into.(2.11) and (2.13)

results in

pramp(t) = eI 2 = e, (2.15)

and
t2

gramp(t) = e-w0 = 7e , (2.16)

where

1s (2.17)

has units of s/rad and is defined as the SRA time constant.

The sine-wave damping function has the form

((t) = -- sin(qt) (2.18)
Wq

where

Wq 2 r (2.19)
tb ta

It is defined such that its slope is -# at t = 0. Substituting (2.18) into (2.11) and



(2.13) results in

eit)= exp (1 2c~W , (2.20)

and

g9in(t) = exp ~ 2 . (2.21)

To facilitate the comparison between these two damping functions, we set tb =

Ital = !Tq, where Tq is the quench period, and define the ratio

tb T

S2a, (2.22)

This allows us to make the substitution Wq = 7r/(yo.). Using (2.22) and solving

(2.15) and (2.20) at t = tb allows us to evaluate the super-regenerative gain for both

damping functions as

Pramp(tb) = e (2.23)

and
2 72

psin (tb) = e; 2 . (2.24)

The ratio between the two gains is

iramp(tb) - e( (-2 eo . (2.25)
pLLin(tb)

For a ratio of -y = 3, the gain of the SRA using a ramp damping function is 14.5x

greater (23dB) compared with the sine-wave damping function. Of course the ampli-

tude of the sine-wave damping function could be increased to increase its gain, but

this would widen the bandwidth of the SRA, increasing noise and degrading selectiv-

ity. This will be shown in Section 2.3.2 along with the effects of -y on the frequency

response of the SRA. Fig. 2-3 shows gramp(t) and g8i,(t) for y = 3. For time val-

ues near zero, the two sensitivity functions are similar. However, gramp approaches

zero more quickly and is reduced to 0.01 at tb = 3o-, while gin is only reduced to

0.161. Later sections show this gives the ramp damping function a superior frequency

response. Generally speaking, the SRA's gain grows exponentially with y and the fre-



quency response improves. For a given value of o-,, this requires longer quench cycles

and, therefore, lower bit rates creating a tradeoff. The tradeoff favors increasing y,

however, since the gain grows as e12 whereas the bit rate is reduced linearly.

2.3 Convolution Model of SRA Solution

In this section, we show that (2.12) closely resembles a convolution and exploit this

quality to perform frequency domain analysis on the SRA. Typically, we are interested

in the value of the envelope of v0 (t) near the end of the cycle (t ~ tb), since that is when

the maximum super-regenerative gain is achieved. Since the output is oscillatory, we

are not interested in its value exactly at tb, but rather at some time near tb when

the sinusoidal term is at its peak. In that time range, (2.12) can be rewritten as the

nearly exact approximation

k(t) ~ J x(r)II ( 7 ) sin(wo[t - T])dT,
-oo tb - ta

(2.26)

-4 -3 -2 -1 0 1
Normalized Time (t/a)

2 3 4

Figure 2-3: Sensitivity functions for sawtooth/ramp and sine damping functions (7 =
3).



where

x(t) = i'a(t)g(t). (2.27)

and

fl (x)= 1 if lxi < 1/2 (2.28)
0 otherwise.

The approximation in (2.26) assumes tb e a -t, although this assumption is not

necessary and can be avoided at the expense of increased complexity by modifying

the argument of 1(t). Equation (2.26) can be rewritten as the convolution

k,(t) = x(t)L (tb t ) * sin(wot) (2.29)

which is valid for time t 1 tb. Note that if the value of k(t) is desired near some time

other than tb, that time instant can be substituted in the argument of U(t).

As discussed in Section 2.2.4, g(t) always has a maximum value of unity at t = 0,

and typically drops sharply for |t| > 3u,. Fig. 2-4 illustrates the effects of this

property on (2.12) when ia(t) is the sinusoid

ia(t) = Ia sin(wat + #a). (2.30)

As shown in Fig. 2-4(a,b), g(t) grows to a maximum value of unity as the damping

function approaches zero. Fig. 2-4(c) illustrates the time derivative of ia(t), and (d)

shows x(t) which has the form of a time-windowed version i'(t). As shown in Fig.

2-4(e), k(t) is oscillatory and grows for t < 3o,, but then flattens out. This occurs

because x(t) becomes very small for values of t > 3-,. As mentioned previously,

k, (t) is only valid (and nearly exact) for t ~ tb. However, Fig. 2-5 shows that it is

generally a very good approximation for values of t > 3u,. In fact, if 7 > 3, (2.29)

can be simplified further by removing the 11(t) term without much loss to accuracy

since x(t) is very nearly zero for Itl > 3 u,:

k,(t) ~ x(t) * sin(wot). (2.31)
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Figure 2-5: Numerical simulations comparing the exact equation k(t) with the con-
volution approximation k,(t) for y = 3 and (a) wa = wo, (b) w, = wo + 2QS, and (c)

Wa = Wo + 4Q.

This approximation has the same effect as setting y = oo (for k(t), but not p(t)) and

results in an optimistic estimate of the frequency response. Nonetheless, we will use

this approximation for the subsequent hand calculations and then show numerical

examples that clarify its effects.

2.3.1 SRA Response to an Arbitrary Input

The key benefit to the convolution model is that it enables the use of frequency domain

techniques that facilitate the analysis of an SRA's response to arbitrary input signals.

Taking the Fourier transform of (2.31) yields the frequency domain signal

K,(w) = j7r (X(wo)J(w - wo) - X(-wo)6(w + wo)) . (2.32)

The time convolution of x(t) with a sinusoid yields the result that only the values of

X(w) at w = ±wo are important. Taking the inverse Fourier transform of (2.32) gives



k(t) for an arbitrary input signal ia(t)

k,(t) = |X(wo)Isin (wot + LX(wo)). (2.33)

Since x(t) is the time-domain product of i'"(t) and g(t), its Fourier transform is the

convolution
1

X(w) = jwIa(w) * G(w). (2.34)
27r

Substituting (2.33) into (2.10) yields the solution for the output voltage of the SRA

which is usually accurate for t > 3-,

v0 (t) = Zop(t)IX(wo)I sin (wot + /X(wo)) . (2.35)

A more accurate solution can be used for numerical analysis that incorporates the

H(t) term in (2.29) by using the function

Xr (W) = X(w) * (tb - ta)sinc (2(1 ) (2.36)

in place of X(w) in (2.34).

Equations (2.35) and (2.34) define the general form of an SRA's output. For an

input current ia(t), the output voltage is proportional to the resonator's characteristic

impedance Zo, its envelope grows exponentially, its filtering characteristics are deter-

mined by the sensitivity function g(t), and it oscillates at its resonant frequency.1

Typically, SRAs are used in amplitude modulation systems where the phase of the

input signal carries no information. As a result, the sinusoidal term in (2.35) is often

removed by connecting the output of the SRA to an envelope detector whose output

is

Ve(t) = ZopL(t)IX(wo)I. (2.37)

'Since this is the result of linear analysis, the injection locking phenomenon is not modeled. For
a large input signal whose frequency is close to wo, the oscillation frequency may become the same
as the input signal's as the output of the SRA grows and nonlinearities take effect. However, since
it is the envelope of the output that is of interest, this does not affect the practical operation of the
SRA.



2.3.2 SRA Response to a Sinusoidal Input

The filtering qualities of the SRA become more clear by analyzing its response to a

sinusoidal input. For the input signal (2.30), (2.34) becomes

X(w) = W" Ia (G(w + wa)e-"a + G(w - wa)eitka). (2.38)

It is illustrative to use a specific example of a sensitivity function to appreciate the

qualities of G(w). For the ramp damping function described in Section 2.2.4, g(t) is

Gaussian, such that its Fourier transform is also Gaussian:

vl2xr - U2

G(w) = (2.39)

where

=S - = (2.40)

is the SRA frequency constant. As a result, when X(w) is evaluated at wo, the term

G(wo + Wa) is practically zero and (2.38), evaluated at wo, simplifies to

X(wo) = a aG(wo - wa)e'a. (2.41)
2

Substituting (2.41) into (2.35) yields the SRA's output for a sinusoidal input

vo(t) = a (t)IG(wo - Wa)I sin(wot + #a) . (2.42)
2

For the specific case of the ramp damping function (2.14), the SRA's output is

'a Z- (a\/ 10 -Wa )
2  t2

vO(t) = 2 e 2 3 sin(wot + #a). (2.43)

Fig. 2-6 shows a graphical representation of the mathematics used to find (2.42)

and (2.43). Since the input signal is sinusoidal, its time derivative, ia(t), effectively

"up-converts" g(t) and translates its spectrum to +Wa. The resulting bandpass signal

x(t) is then convolved with sin(wot) which is equivalent to multiplying its spectrum



1' ((o) = jo)I,(o) X(o) =-L joI,,(o) * G(0)

sin((o t)
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Figure 2-6: Graphical representation of SRA response to a sinusoidal input signal.



X(w) with two Dirac delta functions. The result is a sinusoidal term k,(t) whose

amplitude depends on the magnitude of X(w) evaluated at w = two. Finally, the

sinusoidal term k, (t) is multiplied by the SRA's time-dependent gain resulting in

vO(t).

Solution (2.42) is valid for general damping functions while (2.43) describes the

response of an SRA with a ramp damping function. There are five important ob-

servations that can be made from (2.43) that are generally true for other damping

functions. First, the output voltage is linearly proportional to the amplitude of the

input current and the characteristic impedance of the resonant tank. Second, there

is a constant gain term that depends on the damping function and the input signal's

frequency. Third, the SRA filters the input current with a Gaussian-shaped filter

centered about the tank's resonant frequency, wo, with a bandwidth defined by the

frequency constant, Q,. Fourth, the output voltage has an envelope that grows very

rapidly (an exponential with a squared time exponent) and is dependent on o,. And

fifth, the output voltage is oscillatory with a frequency equal to the tank's resonant

frequency.

The constant Q, and its inverse, o-, practically define the response of the system

in terms of both frequency selectivity and gain. Since wo is set by the application

requirements, (2.43) shows that the only two design variables are 3, the slope of the

damping function, and Zo. If the slope of the damping function is reduced, selectivity

improves but gain is reduced. To achieve the same gain, each cycle must be longer

(since the gain increases with time) resulting in a bit rate reduction. However, the

tradeoff between gain, bandwidth, and bit rate are not linear as with most systems

since the bit rate and bandwidth are inversely proportional to a-, whereas gain grows

as et/0. This means that bit rate and bandwidth are traded for the square root of

the log of gain.

Fig. 2-7 illustrates the frequency response of the SRA for various values of Y. The

Y = oc waveform represents the result of the approximation used in (2.31) where the

limits of integration are extended to ±oo. The other lines show that the primary effect

of reducing -y is a degradation in the frequency response of the SRA manifested by
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Figure 2-7: Frequency response using a sawtooth/ramp damping function and varying
values of 7.

rising sidelobes. However, for -y > 3 the SRA provides more than 55dB of attenuation

in the stopband, confirming that (2.31) is a good approximation. Fig. 2-8 compares

the frequency response of the ramp and sine-wave damping functions discussed in

Section 2.2.4 and confirms that the ramp damping function is preferable since it

achieves higher gain and lower sidebands for a given value of 'Y.

The fact that a system with a single active device with very small intrinsic gain is

able to filter and amplify with almost limitless gain speaks to the SRA's compelling

potential in low-power applications. The analysis above also shows a peculiar quality

of the super-regenerative receiver: its filter bandwidth is not strictly a function of

resistance, capacitance, and inductance, but also of the characteristics of its damping

function. This means that high selectivity can be achieved despite limitations in the

Q of an LC resonator.

2.3.3 SRA Response to Multiple Sinusoids

Analyzing the SRA's response to multiple sinusoidal inputs is simplified by the con-

volution model since superposition holds. For an input signal comprising the sum of
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Figure 2-8: Frequency response using a sawtooth/ramp and sine damping functions

(7y= 3).

multiple sinusoidal inputs,

ia(t) = ln sin(wnt), (2.44)
n

IX(wo)| is evaluated using (2.34) and superposition

1
IX(wo)| = S jnIn|G(wo - wn)|. (2.45)

The |G(wo + on)|I terms are ignored because G(w) is a baseband signal. This result

can be combined with subsequent results to analyze the effect of blockers on the

performance of the SRA.

2.3.4 SRA Response to a Pulse-Shaped Sinusoidal Input

Recent publications show that there is a benefit to using spread-spectrum techniques

in super-regenerative receivers to improve their sensitivity [42,54]. This can be done

by shaping 00K pulses, such that a one is represented by the pulsed sinusoid

ia(t) = 'l p(t)Ia sin(wot), (2.46)
EIJ



where T is the quench period and

E,= J p2 (t)dt = J P(w)| 2dW (2.47)

is the energy of the normalized pulse. The pulse p(t) is defined to have a maximum

value of unity at t = 0 and is equal to zero for t < t, and t > tb. The term Tq/Ep

is used such that the pulse-shaped input signal has the same energy over a quench

period as a CW input signal. The input signal (2.46), has the spectrum

Ia(W) = IaTq (P(w + wo) - P(W - wo)). (2.48)
2Ep

Substituting (2.48) in (2.34) and evaluating IX(w)| at wo yields

|X(wo)= a q J (wo - A)P(2wo - A)G(A)dA + (wo - A)P(-A)G(A)dA
47rE, o -o

(2.49)

Since both P(w) and G(w) are baseband signals, the first integral in (2.49) can be

discarded, yielding

IX(wo)|= Ia4q f woG(A)P(-A)dA - f AG(A)P(-A)dA . (2.50)

If g(t) and p(t) are even-symmetric, which is usually the case, their Fourier trans-

forms are real and even-symmetric, making the second integral zero. Even without

symmetry, this term is negligible since A < wo for values of G(A)P(-A) that are

significant. This means that the second integral in (2.50) can be discarded, leaving

SWIaTq J
X ) f G(A)P(-A)dA . (2.51)
47rE -o0

This can be interpreted to mean that IX(wo) is proportional to the cross-correlation

of G(w) and P(-w).

Solving this convolution and substituting its result in (2.42) gives the response

of the SRA to a general pulse-shaped sinusoidal input. Time-domain techniques are



used in [42] to show that there is an optimum pulse shape that results in the maximum

output signal energy for a given input signal energy. This can also be shown in the

frequency domain by finding the pulse shape that maximizes IX(wo)|. By Schwarz's

inequality,

|X(wo)| 2 
= ( ) P(-A)G(A)dA

< (W2f ) 2 EEg, (2.52)

with equality occurring only if P(-w) = G(w), a condition achieved if p(t) = g(t).2

In that case, IX(wo)| is

IX(wo)| = jooIaTq. (2.53)

This means that, for a given input signal energy, the output signal energy is max-

imized if p(t) = g(t). In that case, the output signal energy is independent of the

damping function and input pulse shape or energy. Instead it depends on the signal's

amplitude, the SRA's resonant frequency, and the quench frequency. Note that using

the optimal pulse shape comes at the expense of a wider transmitted signal. This is

not always beneficial if a narrow transmission spectral mask is required. However, for

spread spectrum (e.g. ultra-wide band) systems, this could be exploited to maximize

the sensitivity of a super-regenerative receiver [42,501.

2.4 Receiver Sensitivity Analysis

Modern SRA-based digital receivers are used almost exclusively to demodulate OOK

signals. Their task is to detect whether a given transmitted bit was a one or a zero.

For linear-mode SRA's, the actual detector implementation usually involves using a

filter or envelope detector to measure the peak amplitude of the SRA's output, which

occurs at time tb. Since the phase information of the incoming signal is lost, the

receiver is inherently non-coherent. When a one is sent, the signal at the input of

2Schwarz's inequality allows for an arbitrary constant of proportionality that is omitted here
since p(t) and g(t) have normalized peak values of unity by definition.



the SRA is a pulsed sinusoid, and when a zero is sent, the input signal is modeled

as additive white Gaussian noise (AWGN) (ignoring blockers). To calculate the sen-

sitivity of the receiver, the probability density functions of these two cases must be

solved. Any gain component that is common to both, such as p(tb), can be ignored

since it does not affect the signal-to-noise ratio of the output signal. As a result, only

the statistics of |X(wo)I in (2.35) (or (2.37)) are needed. It is important to note that

IX(wo)| is not a function of time and can, therefore, be treated as a constant. To

simplify the notation and clarify that it is a current, we define

Ix = IX(wo)|. (2.54)

Since the input signal contains a stochastic component, Ix is a random variable. 3

To find the BER of the system for a given input signal amplitude, we must find

the probability density functions for Ix given that a one or a zero was transmitted;

respectively p (ixIsm = 1) and pix (ixIsm = 0).

When a zero is transmitted, the incoming signal is strictly AWGN. Since X(w)

is the result of linear operations on Gaussian noise, it too has a Gaussian density

function (though it is no longer white). X(wo) is, therefore, a Gaussian random

variable, and Ix, being its absolute value, has the Rayleigh density

Pix (ix sm = 0) = e- X/2 x, (2.55)

where ok is the variance of Ix [33].

When a one is transmitted, the incoming signal can be modeled as the sum of

a pulse-shaped sinusoid and AWGN, resulting in a rician density. However, for ac-

ceptable BER, the signal power must be considerably larger than the noise power,

allowing a Gaussian density approximation for Ix:

Pix ('ism = 1) = 1 e-I ~)2x, (2.56)
o-x c is ue.

3 Bold typeface is used to denote a random variable.



where I, is the value of IX(wo)| in response to a pulsed sinusoidal input signal of

amplitude I, and frequency wo. For a general pulse shape and damping function, I,

can be calculated using (2.51) as

where

I, = 1woIaKc,

_1 foo
Kc = G(A)P(-A)dA

27r -oo

(2.57)

(2.58)

is defined as the correlation coefficient [33]. However, there are two specific cases of

particular interest:

Case 1, p(t) = 1

For the case with no pulse shaping, I, can be derived using (2.41)

(2.59)

For the specific case of a ramp damping function, I, is

(2.60)

Case 2, p(t) = g(t)

When the pulse shape is matched to the sensitivity function, I, is the same as (2.53)

I,, = IjaWOT,. - (2.61)

From the analysis presented in Section 2.3.4, the signal energy should be maxi-

mized for p(t) = g(t). For any sensitivity function, the benefit achieved by using that

optimized pulse signal, therefore, is

Isg T

I1i G(0)
(2.62)

,1 = !IauwoG(0).

I,1 = 'IUOoo-s v2_7.



Since the output noise power is the same in both cases, this gives a direct measure of

the benefit in output signal-to-noise ratio. For the specific case of a ramp damping

function, the benefit is
Is Tq 27
s = ______ = (2.63)

making the substitution defined in (2.22). Recall, however, that (2.59) is based on the

approximation in (2.53) which improves in accuracy for larger values of -y and becomes

very accurate for ;> 3. For a value of -y = 3, the improvement in sensitivity is 7.6dB.

It bares repeating that this benefit comes at the expense of a wider transmitted signal.

The final step required to find the sensitivity of an SRA is to solve for oX, the

variance of Ix.

2.4.1 Noise Analysis using the Convolution Model

The convolution model is particularly useful for analyzing an SRA's response to noise.

The noise component of the input signal is modeled as a current i,(t) with the power

spectral density (PSD)
N

Sn (W) = -. * (2.64)2

It is important to recall that noise and sinusoids are power signals with PSDs (i.e.

they have infinite energy, but finite power). The sensitivity function g(t), however, is

an energy signal and does not have a PSD; instead it has an energy spectral density

(ESD) [33]. Multiplying a power signal with an energy signal results in an energy

signal, so x(t) is an energy signal and its ESD is the frequency-domain convolution

of S'(w) and IG(w)| 2 :

W 2 NW2

|X(w)| 2 = -Sn(w) * IG(w)| 2 = *|G(w) 2. (2.65)

The overline in (2.65) is used to signify expected value since x(t) is a random pro-

cess and its Fourier transform, X(w), is also random. Appendix A shows that this



convolution, evaluated at wo simplifies to

2 = IX(wo)2 - oNWoEg. (2.66)
2

For the specific case of a ramp damping function, Eg = of.

The variance U is a measure of the output noise energy, whereas I, is a measure

of the output signal energy. The sensitivity of the receiver can be solved using these

two quantities and the density functions (2.55) and (2.56).

2.4.2 Solving for the BER and Sensitivity

As shown in [33], the error probability for an OOK receiver with densities (2.55) and

(2.56) can be closely approximated as

P 1 Se8oi (2.67)
22Pe=2 e8X. (-7

Assuming that ones and zeros are equally likely means that the power received is

E, Ia2R
P px , (2.68)

T, 4

where R is the parallel resistance in Fig. 2-1(a). The noise density N can be writ-

ten as the noise from R multiplied by some noise factor F which reflects the noise

contribution from other sources (such as active devices) and depends on the actual

topology of the SRA
A kT F

N = R (2.69)
R

Combining (2.57), (2.67)-(2.69), and (2.81) leads to the input signal power require-

ment for a given BER (or, equivalently, Pe)

Pin -16kTF ln(2P)EgEp (2.70)K T



This equation holds for general damping functions and pulse shapes. Using the defi-

nitions of Eg, Ep, and Kc, it can be used to determine the sensitivity of a receiver that

uses a generic linear-mode, slope-controlled SRA. As an example, the two important

cases discussed previously are solve below for an SRA that uses a ramp damping

function.

Case 1, p(t) = 1, ramp damping

For this case, Kc u=v-', E. = o-V 7 , and E,= §T4. Substituting these values in

(2.70) yields

Pmin = -8kTFln(2Pe) Q. (2.71)

For a desired BER of 10', (2.71) can be written in dBm as

Pmin,dBm = -160dBm + 10 log(F) + 10 log(O2). (2.72)

As might be expected, (2.72) shows that the sensitivity degrades with higher SRA

bandwidths as is common with other receiver types. This equation is independent

of 7 and is accurate as long as -y is big enough. In previous sections it was shown

that reducing y affects the frequency response by increasing the side-lobes. But,

as shown in Fig. 2-7, even for values of y as small as 2, the numerical frequency

response matches the estimate up to 20dB of attenuation, implying that the sensitivity

functions presented are accurate for -y > 2.

The relationship between sensitivity and SRA bandwidth also affects the maxi-

mum data rate. The maximum data rate for an SRA receiver is 1/T, and is achieved

if the SRA is operated synchronously as in [43] and [10]. When synchronization is

not used, the quench frequency must be greater than twice the bandwidth of the in-

coming signal since the SRA acts as a sampling device and must satisfy the Nyquist

criterion. In either case, the bit rate is proportional to the quench frequency. For a

particular value of y (chosen to achieve a desired frequency response and gain), Q, is

proportional to the quench frequency and there is a direct tradeoff between sensitivity

and bit rate [10].



Case 2, p(t) = g(t), ramp damping

If the optimal pulse shape is used, Kc = T and Eg = E, = o-7r, such that

Pmin = -16kTF ln(2Pe) , (2.73)
T3Tq

which can be written as

Pmin = -8kTFln(2Pe) 7Q. (2.74)

In dBm, this is equivalent to

Pmin,dBm = -160dBm + 10 log(F)

+ 10 log(Q8 ) - 10 log .3) (2.75)

In this case, the sensitivity is a very strong function of -/. To appreciate the tradeoff,

recall from (2.46) that the incoming current is proportional to Tq/Ep. When Gaussian

pulses are used, Tq/Ep = 2-y/vfF. This means the peak-to-average ratio of the trans-

mitted signal's amplitude (which is regulated for some standards) is proportional to

-y. Some spread spectrum standards, however, allow for high peak-to-average ratios,

making this technique very attractive. As mentioned already, the bit rate is propor-

tional to the quench frequency and, therefore, inversely proportional to -Y. However,

for the case of a matched pulse, the relationship is favorable since reducing the bit

rate by 2x improves the sensitivity by 8x (9dB). Trading off sensitivity for bit rate

by changing Q, is also an option, but it is important to note that for a pulsed signal

the transmitted spectrum depends on Q,. When using Gaussian pulses, as in this

analysis, the spectrum mask is set by P(P - wo), which would be Gaussian with a

frequency standard deviation of Q,.



2.4.3 Using a Time Random Variable for Detection

The probability density functions described by (2.55) and (2.56) are defined for the

amplitude of the SRA's envelope at the end of each quench cycle. In OOK receivers,

the optimum threshold for determining whether the received bit is a one or a zero is

the point at which the two PDFs intersect [33]. This point is approximately equal

to I,/2. To achieve the minimum BER, the demodulator in the receiver should be

able to determine this value accurately. Doing so is most important when the input

signal is small since this is when there is the greatest amount of overlap between the

PDFs. When the input signal is large, the accuracy of the threshold is less critical

since there is a wider range of values that will yield an acceptable BER.

The analysis up to now assumes that the SRA is a linear system and, as a result,

I, is linearly proportional to the input signal. However, if the SRA is actually highly

nonlinear (typically compressive), I, may not be a good measure of the input signal's

amplitude, and choosing the optimal detection threshold becomes challenging. This

is illustrated in Fig. 2-9. If the system is linear, the SRA's envelope is larger at time

tb when a one is received and smaller when a zero is received as in Fig. 2-9(d). If the

system is highly compressive, however, the difference in amplitude at time tb could be

largely independent of the input signal's amplitude, making detection very difficult

(as shown in Fig. 2-9(e)).

Ensuring linearity in the SRA can be achieved practically by using feedback to

actively limit its gain to a sufficiently low value. Such techniques have been used

for many decades [71], but present two main problems. First, the gain-control loop

adds complexity and power consumption. Second, the system still requires that the

SRA maintain a significant linear range. In modern systems, the primary benefit of

SRAs is their ultra-low power operation, and a primary means of keeping the power

consumption at a minimum is by reducing the supply voltage. The requirement

to maintain a wide linear voltage range threatens these benefits since it typically

requires a high supply voltage. This motivates a desire to achieve the benefits of

SRAs mentioned up to now while eliminating the need for a wide linear voltage



Figure 2-9: SRA (a) transconductance Gm(t), (b) damping function ((t), (c) input
current ia (t), (d) output voltage for linear system v0 (t), and (e) output voltage for
compressive nonlinear system.
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range.

One way of doing this is to use a different means of detection that extracts infor-

mation from the input signal before the SRA's output envelope grows to the point

of becoming nonlinear. This can be done by setting a voltage limit, VT, inside the

linear range of the SRA and measuring the length of time required for the SRA's

envelope to grow to that level. This is defined as the trigger-time, and it is a random

variable [10]. For the case of a ramp damping function, setting Ve(t) = VT in (2.37)

and solving for t yields the random variable

TT= 2oln(I), (2.76)

where

I0 VT (2.77)
zo

As shown in Appendix B, the relationship between the probability density func-

tions of Ix and TT is

t2 t2

pT(tT) = Io e 2u p Ioe e ). (2.78)

Substituting (2.55) and (2.56) into (2.78) yields

PT (tTISm = 0) =

(1) e , (2.79)



and

PT(tTISm = 1) =

( 2 1 tT 2

-O ti2) 2 ~-I, (2.80)

While the density functions of TT are far messier than those of Ix, they allow

accurate detection even when the SRA is highly nonlinear. This is because VT can be

set to a small value such that the trigger-time is extracted before the SRA's amplitude

causes nonlinearities in the system. Furthermore, the probability of error in detection

must, intuitively, be the same as if Ix were used since there is a one-to-one mapping

between their densities.

2.5 Measurement Results

Fig. 2-10 shows the schematic for a simple SRA based on a common-base Colpitts

oscillator and an envelope detector. The resonant frequency was arbitrarily chosen in

the 400MHz frequency range reserved for Medical Implant Communication Services

(402-405MHz), but much higher frequencies could be used. Typically an LNA is

used to isolate the antenna from the SRA so that its output signal is not radiated.

But to better characterize the SRA and verify the theory presented, the LNA was

excluded. A common-base configuration was chosen for the SRA to facilitate input

matching, and the quench signal used to control the damping function was connected

to the base through a simple low-pass filter. A high Q inductor was used in the

resonant tank so that the effective parallel resistance is dominated by well controlled

resistances (i.e. re of the transistor, 50Q source impedance, and 560Q bias resistor).

While this is sub-optimal for performance, it allows for more accurate performance

prediction. The envelope detector is similar to [43] and a sawtooth damping function

similar to Fig 2-9(b) was generated using an arbitrary waveform generator. A low

supply voltage of 1.OV was used to show that accurate detection is possible using the
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Figure 2-10: Schematic of SRA and envelope detector.

trigger-time technique despite a very narrow linear range.

Fig. 2-11 shows the output of the envelope detector for different input power

levels of CW signals at the resonant frequency of the SRA. The dashed lines show

the predicted shape of the envelope compared to the measurement results shown by

the solid lines. Two sample signals are shown for the case when no input signal was

used to show the random nature of the signal amplitude. Note that the measured

results are in agreement with predictions when the SRA envelope is small, but diverge

significantly as the nonlinearities of the system lead to signal compression. If this

SRA had been designed to function strictly in the linear region, the SRA gain would

have been set much lower (by reducing -y or Q,, for example) or the supply voltage

would have been made larger. Using the trigger-time technique eliminated the need

to do so. Instead, the threshold voltage was set to a low value (VT = 15mV) and

the trigger-time was measured using the histogram function of a digital oscilloscope.

From Fig. 2-11 it is clear that there is good agreement between theory and measured

results for values of ve(t) below 15mV, so the measured trigger-time PDFs should be

in agreement with theory.

Fig. 2-12 shows the measured and theoretical probability density functions of



TT for varying input signal levels. For this measurement, the quench signal of the

SRA was set to 300kHz, and its slope resulted in a value of 4.4MHzrlad for Q,.

The density functions were extracted by weighting the time histograms such that

they integrate to unity. The theoretical distribution functions of TT are also plotted

according to (2.79) and (2.80). Clearly, there is excellent agreement between the

theoretical and measured signals for input power levels up to -80dBm. For larger

input signals the theory becomes less accurate because tT is no longer sufficiently

larger than o-, as required for the convolution approximation to be accurate. This

is not important, however, since selecting the detection threshold is trivial when the

input signal is large (i.e. there is a wide range of values for which the BER will meet

requirements). In contrast, accurately modeling the PDFs for low input signal levels

is very important since it enables the selection of the optimum detection threshold,

resulting in the best sensitivity. Fig. 2-12 shows there is excellent agreement between

theory and measurements for small input signal levels. Furthermore, the -80dBm

value is only specific to this design and only important in the sense that it represents

an input signal significantly larger than the sensitivity level. For receiver designs with

much lower or higher sensitivities, the theoretical PDFs are expected to match for a

wide enough range of input signal values to allow for optimal threshold determination

and, thereby, optimal sensitivity.

The BER, which is equivalent to the probability of error Pe, was calculated by

finding the optimal threshold for a given input power and integrating the portion of

each PDF that was on the wrong side. For example, for a -90dBm input signal,

the optimum threshold was determined to be 0.66ps. The probability of error was

found by integrating the -90dBm PDF from t = 0 .66 ps to t = 1ts and adding the

result to the integral of the noise PDF from 0 to 0.66ps. Using this technique, it was

determined that a BER of 10 was achieved for a -87dBm CW input signal. This

corresponds to an OOK modulated input signal level of -90dBm (since its average

power would be 3dB lower), which matches the predicted value given by (2.72) for a

noise factor of F = 2.3 (3.6dB).

The DC current consumption of the SRA was 500pA for a total power consumption



of 500pW. The theoretical noise factor was calculated using techniques similar to

those used in [10]. The effective resistance at the emitter of the SRA transistor

is the parallel combination Re = RI|re||560Q = 24.4Q, where R. = 50Q is the

source impedance of the signal generator and re = 25.9mV/500pA = 52Q is the small

signal emitter resistance of the BJT. The effective resistance across the resonator is

Reff = Re((18pF + 33pF)/18pF) 2 = 196Q [35]. The BJT's thermal noise density

is given by Nbjt = 2 qID = 160 x 10-24 and the resistor's noise density is given by

Nres = 4kT/Reff = 84.5 x 1024. The noise factor is, therefore, F = Ntot/Nre, 2.9

(4.6dB). This means that the theoretical noise factor and the measured noise factor

are within 1dB, confirming the accuracy of the theory.

Fig. 2-13 shows the filtering characteristics of the SRA resulting from the attenu-

ating effect of frequency mismatch between the SRA's resonator and the input signal.

For this measurement, the quench signal of the SRA was set to 300kHz, and its slope

resulted in a value of 27r x 480kHzVraI for Q,. This, in effect, describes the selectiv-

ity of the SRA. The measurement was made by finding the average value of tT for a

-8OdBm CW input signal at 403MHz (the SRA's resonant frequency) and then sweep-

ing the frequency and power level of the input signal. For each frequency, the input

signal power was swept until the value of tT was the same as for the reference signal

(-80dBm, 403MHz). Measured results show excellent matching compared to (2.43)

up to about 25dB of attenuation. Beyond such levels, other phenomena, including

the effects of finite -y, begin to dominate, making the measurement less accurate.

2.6 Summary

A frequency-domain approach to analyzing super-regenerative amplifiers has been

presented. Sensible approximations have been made that enable a convolution model

to describe part of the time-varying solution. The convolution model was used to find

the SRA's response to arbitrary deterministic and stochastic signals, with specific

examples of its response to a single sinusoid, multiple sinusoids, a pulsed sinusoid,

and AWGN. These solutions were then used to find the sensitivity of a synchronous
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Figure 2-13: Frequency response of the SRA for Q,/(27r) = 480kHz/'fird.

SRA receiver to an OOK signal with and without pulse shaping, and the benefits

of both cases were discussed. The probability density functions were found for a

trigger-time random variable that can be used for OOK detection and helps avoid the

problems associated with SRA nonlinearity. Finally, experimental data was presented

that matched the theory with excellent agreement.

2.7 Appendix 1: Convolution yielding the vari-

ance of Ix

The first step to finding the variance of Ix is to solve the convolution

|X(w)12 = - *IG(w)12  N F(w - A)2 |G(A)| 2dA. (2.81)
47 47 -x
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Expanding this solution and substituting w = wo yields

N 00

|XNo| = f -- woG(A)|12dA1X(W)1' 47 -oo0

- ( G 2woAIG(A)I 2dA + A2|G(A)I2dA) (2.82)

Since |G(w)| is an even function, the second integral can be discarded. A further

simplification can be made by observing that G(w) is a baseband signal, and therefore

|G(A) becomes very small for values of A well below wo. As a result, over the range of

A for which |G(A) I has a significant value, the A2 term in the third integral is much

smaller than the w term in the first integral. This means the third integral can also

be discarded resulting in the simplified solution for the variance oi

ok = IX(wo)12 = INW2 EX 2 0 g
(2.83)

where E, is the energy of the sensitivity function defined as

00
| G(w)|12dW =

-oo F: g2(t)dt.

2.8 Appendix 2: Solving for the PDF of TT

In Section 2.4.3 the trigger-time random variable, TT was introduced to help alleviate

some of the problems created by the nonlinearity of the SRA's active elements. TT

is related to Ix through (2.76), and its probability density function is the derivative

1
E - w

27r
(2.84)



of its cumulative distribution function [36] given by

FT(tT) = P{TT < tT} (2.85)

= P 2o2ln (Io/Ix) tT (2.86)

= P Ix Ioe 2U? (2.87)

=1 - Fx Ioe (2.88)

Differentiating (2.88) with respect to tT yields the PDF of TT with respect to the

PDF of Ix
t 2t2

tT I(
PT (tT) 102e Px1 C (2.89)



Chapter 3

Ultra-Low Power Transceiver for

Medical Implant Communications

Recent advances in the medical field are spurring the need for ultra-low power transceivers

for wireless communication with medical implants. To deal with the growing demand

for medical telemetry, the FCC commissioned the Medical Implant Communications

Services (MICS) standard in 1999 in the 402-405MHz band. In this chapter, we lever-

age the SRA theory described in Chapter 2 to develop a 350pW FSK/MSK direct

modulation transmitter and a 400pW OOK super-regenerative receiver (SRR) specifi-

cally optimized for medical implant communications. The transceiver is implemented

in 90nm CMOS and digitally tunes 24MHz in frequency steps smaller than 2kHz. The

transmitter meets MICS mask specifications with data rates up to 120kbps consum-

ing only 2.9nJ/bit; the receiver has a sensitivity better than -99dBm with a data rate

of 40kbps or -93dBm with a data rate of 120kbps consuming 3.3nJ/bit. A frequency

correction loop incorporating the base-station is prototyped to eliminate the need for

a frequency synthesizer in the implant while still achieving frequency stability of less

than 3ppm.



3.1 Introduction

There are a few critical observations that motivate this work. The first is that the

human body is an excellent temperature regulator, and the second is that the MICS

standard features relaxed output power and frequency stability specifications. To-

gether, these observations point to simplified transceiver architectures that consume

less power than those commonly employed for other applications. Furthermore, while

it is critical that the implant consume minimal power in order to preserve battery

life, the corresponding base-station is free to consume much more power. This ob-

servation motivates shifting complexity in the wireless link from the implant to the

base-station.

With these observations in mind, we propose a simple, low-power topology where

a digitally-controlled oscillator (DCO) is directly modulated using frequency-shift

keying (FSK) [9, 10]. Instead of using a PA to drive the loop antenna, the DCO

incorporates it as its inductive element, radiating energy that would otherwise be lost

as thermal heat [30]. To concurrently achieve an acceptably wide tuning range and

fine frequency resolution, a sub-ranged capacitor array is used to divide 20 bits of

frequency tuning into coarse, medium, and fine tuning capacitor banks. The capac-

itor banks are predistorted to achieve linear digital-to-frequency conversion and 14

effective bits of frequency resolution.

A challenge that arises from having the antenna attached to the DCO is that

popular receiver architectures such as the super-heterodyne or homodyne topologies

cannot be used. Instead, we propose a super-regenerative architecture to demodu-

late on-off keying (OOK), achieving excellent sensitivity and good selectivity while

consuming less than 400pW. By optimizing the system holistically, we achieve data

transmission consuming 2.9nJ/bit and reception consuming 3.3nJ/bit while meeting

the MICS 300kHz channel bandwidth requirements.

This chapter is organized as follows. Section 3.2 describes the transceiver's ar-

chitecture, Section 3.3 describes the FSK/MSK tansmitter, Section 3.4 describes the

OOK SRR, Section 3.5 details the circuit implementation of each block, Section 3.6
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Figure 3-1: Transceiver block diagram.

describes a prototyped frequency correction loop used to set the DCO's center fre-

quency, and Sections 3.7 and 3.8 discuss measurements of the the prototype and

summarize the chapter.

3.2 Architecture Overview

Fig. 3-1 shows the prototype transceiver comprising a simple digital baseband imple-

mented in an FPGA, a direct modulation FSK transmitter, and a super-regenerative

receiver. The transmitter and receiver are time-division multiplexed and share an

external loop antenna implemented on the prototype PCB. The low radiation power

requirements of MICS are exploited in the transmitter by eliminating the PA and

incorporating the antenna into the DCO 1. On the receive side, the same DCO is used

as a synchronous OOK super-regenerative receiver. As explained in Section IV, the

SRR provides a tremendous amount of gain that results in relaxed input-referred noise

specifications for subsequent stages. To exploit this benefit, the envelope detector and

programmable comparator in Fig. 3-1 were biased in subthreshold and optimized for

ultra-low power consumption.

'The maximum transmission power is 25pW effective isotropic radiated power (EIRP), defined
as the product of radiated power and the antenna gain.



The following subsections describe the unique features of medical implant com-

munications that were exploited to achieve ultra-low power operation. Section 3.3

describes the theory and design of the direct modulation FSK transmitter. Section

3.4 explains the key elements of super-regeneration theory and describes the receiver

implementation in detail. Section 3.5 describe the circuit implementations of the

transceiver. Section 3.6 introduces a prototype frequency correction loop used to

calibrate the DCO's frequency without the need for a frequency synthesizer in the

implant. Finally, Sections 3.7 and 3.8 show measurement results for the transceiver

and conclude the paper.

3.2.1 Exploiting the Unique Features of Medical Implants

A fundamental difference between medical implant transceivers and more conven-

tional radios is the environment in which they operate. Cellular phones, for example,

must maintain a frequency stability of less than 1ppm in the temperature range of

-40:+85 0 C, while the MICS standard only requires 100ppm of stability in the range

of 25-45 C. Furthermore, while MICS calls for proper implant operation over a 200C

range, the temperature of the human body rarely changes so drastically, and its mod-

erate shifts occur very slowly. This quality of temperature regulation in the human

body can be exploited to reduce the complexity, power consumption, and size of med-

ical implants. For example, by choosing architectures that do not require stringent

frequency accuracy in the implant, the classical frequency synthesizer can be replaced

by a frequency-control loop that does not require a crystal oscillator in the implant.

In section 3.6, such a system is described.

Another quality of medical implants that can be exploited is the low bandwidth of

most biomedical signals. Since low sample rates can be used to digitize these signals,

the transmitter can be off most of the time as data is accumulated. The transmitter

is then turned on briefly, sending data packets in short bursts. To maximize the

battery life, the transmitter should be designed to minimize the energy consumed

per transmitted bit. This criteria creates a tradeoff between complex architectures

that are more spectrally efficient but consume more power, and simpler topologies



that consume less power but are less spectrally efficient [67]. Direct modulation FSK

transmitters have the advantage of consuming very little power due to their simplicity,

while achieving good spectral efficiency when modulated using minimum-shift keying

(MSK). Other modulation schemes (such as 256-QAM), while more spectrally effi-

cient, require complex topologies that consume more power and may result in lower

energy efficiency.

3.2.2 Link Analysis and Antenna Considerations

For MICS transceivers, antenna gain (the product of efficiency and directivity) inside

the human body is considerably lower than in free-space for two main reasons. First,

the size of the antenna is typically much smaller than the wavelength of the signal

(75cm), and second, human tissue is conductive causing large amounts of loss. Fortu-

nately, MICS data links are only intended to function within a 2 meter radius limiting

the amount of path loss. Measurements on MICS signal propagation reported in [28]

show the worst case path loss in a hospital room to be 47dB including fading margin.

Using these results along with the MICS requirement limiting radiation to -16dBm

EIRP and reasonable assumptions about the base-station lead to requirements for

the medical implant.

Assuming the base-station transmits at the maximum -16dBm EIRP, means that

at least -63dBm of power will be available at any location in the hospital room. This

places a restriction on the receiver's sensitivity and antenna gain. For example, if the

sensitivity is -92dBm, the antenna gain (including path loss in the body) must be

at least -29dBi (Psens,imp < Px,b.s + Gpath + Gant, in dB). Using the same antenna to

transmit from the implant and assuming the sensitivity of the base-station receiver

is -105dBm (sensible for a 300kHz bandwidth channel), the power delivered to the

antenna by the implanted transmitter must be at least -29dBm or 1.3pW (Px,imp

Psens,bs - Gpath - Gant).

A small loop antenna (relative to its signal's wavelength) can be modeled as the

series combination of an inductor and a resistor. The resistance is composed of two

elements: radiation resistance and loss [41]. The radiation resistance is desirable since
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Figure 3-2: (a) Loop antenna with FR4 substrate and superstrate, and copper patch
below the substrate. (b) Loop antenna with metal patches above and below the
substrate and superstrate.

it models the conversion of energy into electromagnetic waves. The loss, expectedly,

is not desirable since it reduces the antenna's efficiency:

Rrad

Era = rad + R(oss

The poor efficiency of small loop antennas is manifested in their low radiation resis-

tance and results in their impedance exhibiting a high quality factor (Q). To achieve

high power transfer, the inductive element of the antenna must be resonated out by

a capacitor. The high Q, however, poses challenges since the frequency response of

the resonator is narrow and even small impedance variations can result in significant

mismatch.

This last challenge can be overcome, and actually exploited. Since the power

needed to drive the antenna in an MICS transmitter is only a small portion of the

power budget, a smaller emphasis can be placed on PA efficiency. Using the antenna as

the inductive element of an LC-oscillator eliminates the need for an explicit PA since

the resulting power oscillator drives the antenna. Further benefits include inherent

impedance matching, low-power consumption, and low-noise design since the small

loop antenna has a high Q.
A drawback of using the antenna as part of the oscillator is that changes in the



antenna's environment lead to frequency pulling. To compensate for this effect, the

bandwidth of the frequency-control loop (FCL) must be higher than the maximum

rate of change of the implant's environment. Studies on human gait show that most

human motion has frequency content of less than 10Hz [3]. Therefore, as long as

the frequency pulling does not exceed the lock-in range of the FCL and the FCL

bandwidth is greater than 10Hz, the effects of frequency pulling can be properly

mitigated. To verify that frequency pulling does not pose a serious threat to the

functionality of the system, we tested our chip with the simple antenna shown in

Fig. 3-2(a). It uses a 1.6mm FR4 substrate and superstrate with a single patch on

the bottom side. HFSS simulations show this structure to exhibit a Q of 115 in free

space, an inductance of 23nH, and a radiation efficiency of 0.4%. We performed a few

simple experiments such as waving a hand near the antenna and the FCL maintained

correct center frequency with ease.

Perhaps a more serious threat to the functionality of the system is that the high

conductance of human tissue makes a loop antenna lossy, lowering its Q and efficiency

[31]. HFSS simulations show that high Q and acceptable efficiency can be maintained

by using a substrate and superstrate with metal patches above and below as shown

in Fig. 3-2(b). This antenna has a diameter of 2.3cm, uses a 4mm substrate and

superstrate (with a relative permittivity of 3.5 and a dissipation factor of 0.0027).

HFSS simulations of the structure immersed in a model of human tissue (relative

permittivity of 42.8, conductivity of 0.65 S/m) show a worst-case Q of 130 and a

radiation efficiency of 0.1%. Note that this Q is slightly better than the Q of the

antenna used in the prototype. It follows that the difficulties of transmitting through

human tissue will not compromise the performance of this system.

3.3 FSK/MSK Transmitter

Connecting the antenna directly to an oscillator precludes the use of conventional

up-conversion transmitters. Fortunately, frequency and phase modulation techniques

can be used by modulating the oscillator directly. The result is a simple transmitter
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Figure 3-3: (a) Direct modulation FSK transmitter and (b) simplified circuit model.

architecture that is spectrally efficient and consumes very little power.

3.3.1 FSK/MSK Theory

FSK is a constant envelope form of digital modulation and can be easily implemented

by directly modulating the instantaneous frequency of an oscillator:

fz(t) = fc + AF x m(t), (3.2)

where fc is the carrier frequency, AF is the frequency deviation constant, and m(t) C

[-1, 1] is the digital modulating signal [14]. For a bit rate R, setting AF = 0.25R re-

sults in MSK; the most spectrally efficient form of FSK that still produces orthogonal

signaling and can be demodulated coherently. This relaxes SNR requirements in the

base station receiver reducing output power requirements on the implanted transmit-

ter. Theoretically, MSK can be used at a bit rate of 200kb/s without any pre-filtering

and meet the MICS spectral mask since its first nulls occur at fe±0.75R = fe±150kHz

and subsequent peaks are at least 25dB below the main lobe.



3.3.2 Transmitter Implementation

Fig. 3-3(a) shows a simple FSK transmitter comprising a DCO that incorporates a

small loop antenna as its inductive element, and is modulated directly with digital

data. Fig. 3-3(b) shows the simplified schematic of the DCO with an equivalent

parallel resistance of

R, ~ QwoL (3.3)

where wo is the tank's resonant frequency. Frequency tuning and modulation are

done using switched capacitors that have much lower temperature coefficients than

varactors and allow for a fully digital implementation. A challenge that arises is

that many bits are required to tune a wide frequency range while achieving small

frequency steps. Furthermore, classical implementations of capacitor arrays would

require impractically small capacitors. For example, to tune 24MHz (391-415MHz)

in 2kHz steps requires 14 bits of resolution. Assuming an inductance value of 24nH,

the capacitance must tune from 6.128pF to 6.904pF with a minimum capacitor step

size of 0.047fF. Since it is impractical to implement such small capacitors in CMOS, a

sub-ranging capacitor array was implemented to achieve very small effective capacitor

step sizes while using practical capacitor values [52].

3.3.3 Capacitor Array with Predistortion

The digitally tunable capacitor in Fig. 3-3(b) is implemented using the four capacitor

banks shown in Fig. 3-4(a). The carrier frequency (fc) of the DCO is tuned with

coarse, medium, and fine-tuning capacitor banks Cc, CM, and CF while the frequency

deviation constant is set using CAF - Each capacitor bank is thermometer coded and

predistorted as in [37] to improve linearity in digital-to-frequency conversion and

guarantee monotonicity for each bank. This is critical since the DCO will be placed

in a FCL and non-monotonicity could result in instability.

Capacitor bank Cc provides six bits of coarse frequency tuning and is directly

connected across the inductor. As a result, any change in its capacitance results

in an equal change in the total resonator capacitance. A small capacitor CSM is
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Figure 3-4: (a) Sub-ranging capacitor array and (b) piece-wise linear predistortion.

connected in series with capacitor bank CM to provide six bits of medium frequency

tuning. Since CSM is much smaller than CM, the effective change in the resonator's

capacitance is much smaller than changes made to the capacitor bank CM. This

allows switch capacitors on the order of 10fF to be used while achieving incremental

capacitance changes across the inductor on the order of 0.5fF. Similarly, CSF is used

to further reduce the effective capacitance changes across the inductor when the fine

tuning capacitor bank CF is tuned. The result is incremental resonator capacitance

changes on the order of 30aF achieved using capacitors on the order of 10fF.

Since the DCO frequency is proportional to 1/V/C, even a linearly tuned capacitor

array would result in nonlinear digital-to-frequency conversion. Using series capaci-

tors to reduce the effective capacitance change across the inductor has the undesirable

effect of adding further nonlinearity. Fortunately, capacitor bank predistortion can

be used to mitigate nonlinearity. Choosing proper predistortion was done heuristi-

cally through simulation in [37], but the design cycle can be shortened by solving for

the optimum digital-to-capacitance curves mathematically. For example, to find the
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Figure 3-5: Frequency steps vs. NF using linear, predistorted, and piece-wise linear
(PWL) predistorted capacitor banks.

proper values of CF, the other capacitor banks are set to their mid-range values and

the relationship between CF(NF) and fDco(NF) is found.

To achieve a perfectly linear digital-to-frequency relationship between NF and

fDCO, the 256 desired frequencies are used to find the respective values of CF. Im-

plementing 256 unique incremental values of capacitance for CF, however, would be

impractical. Instead, a very good piece-wise linear approximation can be implemented

using a thermometer-coded capacitor bank like the one shown in Fig. 3-4(b) where

the capacitor bank is divided into 32 identical columns (5 bits) composed of 8 progres-

sively larger capacitors (3 bits). Fig. 3-5 shows simulations of the frequency step sizes

versus digital word NF. Without predistortion (i.e. using linear CF), the frequency

steps are small for low values of NF and much larger for high values of NF. This

means that extra bits would be required to achieve a desired frequency resolution

while covering the desired frequency range. If a perfectly predistorted capacitor bank

were used, the frequency steps would all be equal, but the implementation would be

impractical. As a compromise, a piece-wise linear (PWL) approximation, which is

much easier to implement, is used to bound the frequency step sizes well within one

least significant bit.



By building a mathematical model in MATLAB, the values for all four capacitor

banks could be easily recalculated to include the effects of parasitics, resulting in

fewer iterations of lengthy SPICE simulations.

3.3.4 Setting fc and AF

The carrier frequency and frequency deviation constant are set in two steps. First,

NAF is set to zero and the DCO frequency is calibrated to fDCO = fc - AF using

NC, NM, and NF . Then the DCO frequency is set to fDCO = fc + AF using NAF

and the value is stored in a register. To perform FSK modulation, each bit of NAF

is applied to one input of an and gate, and unipolar nonreturn-to-zero modulation

data m,(t) E [0, 1] is applied to the other input as shown in Fig. 3-1. The resulting

instantaneous DCO frequency is

fDCO(t) = fC - AF + 2AF x m(t) E [fC i AF] (3.4)

which is equivalent to (3.2).

3.4 Super-Regenerative Receiver

Using the loop antenna as the inductive element in the DCO has the benefits of reduc-

ing system complexity and power consumption for the transmitter. A challenge that

arises, however, is that classical homodyne or superheterodyne receiver architectures

cannot be used. In this section, the super-regenerative receiver (SRR) is introduced

as an excellent low-power alternative that allows a direct connection between the

antenna and the oscillator.

3.4.1 Super-Regeneration Theory

A thorough explanation of super-regeneration theory is given in Chapter 2. For

convenience, we present a brief review here. Super-regeneration was first introduced

in the 1920s and has had sporadic popularity in low power systems since then gaining
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Figure 3-6: (a) SRR circuit model, and (b) SRR feedback loop model.

renewed interest in recent years [5, 12, 21, 43, 44, 48, 66]. The SRR in its simplest

form comprises a resonator, time-varying positive feedback, and an input current.

Fig. 3-6(a) shows a simplified SRR circuit with (b) its corresponding feedback loop

model. The combination of the Laplace variable s and time variable t is acceptable

only because the rate at which Gm(t) is varied is much slower than wo, the resonant

frequency of ZRLC (i.e. the system is quasi-static). The current ia (t) is induced by

the antenna and serves as the input to the system. Using this model, the time-varying

transfer function of the system can be written as

(3.5)V (sI t) Zowos
ZTv(s t) = W27

Ia(S) s2 + 2((t)wos +w'

where Zo = IL/C is the characteristic impedance of the resonant tank, (o = 1/ 2Qo

is the quiescent damping factor, and

C(t) = Co(1 - Gm(t)R) = -t (3.6)

is the damping function. This transfer function shows that the SRR is a second order

system with time-varying poles. By changing ((t), the poles are periodically shifted



from the left-hand-side of the complex plane to the right-hand-side, forcing the system

to become temporarily unstable. The resulting output is a growing oscillation whose

amplitude depends on the characteristics of the input current ia(t).

A thorough and general solution to the differential equation describing this system

can be found in [44]. For the specific case of the ramp damping function described

by (3.6), and a sinusoidal input

Ia(t) = Ia sin(wat + #a) (3.7)

the output voltage during each cycle is

vO(t) = IaZO - e e 2 sin(wot + #a). (3.8)

The output voltage is a quickly growing oscillation that is proportional to the am-

plitude of the input signal Ia. The two exponential terms describe the filtering and

time-dependent gain of the SRR. They are functions of Q, and o-, the SRR frequency

and time constants, defined as

QS - - w4. (3.9)
a-s

The first exponential in (3.8) describes the Gaussian filtering quality of SRRs using

a ramp damping function. The second exponential in (3.8) describes the tremendous

time-dependent gain provided by SRRs.

Equation (3.8) is found using the assumption that the ramp damping function

extends from -oo to oo. In reality, the ramp only extends from some time ta to tb

and the process starts all over again resulting in a saw-tooth damping function. As

long as ta < -o-, and tb > o-, however, (3.8) is accurate because system is only

sensitive to input currents during a narrow time window centered about the instant

when ((t) = 0. The rate at which this cycle is repeated is often referred to as the

quench frequency because the output signal is usually quenched at the end of each

cycle so that it does not affect the following cycle. The implementation presented here



includes a CMOS switch placed across the resonator used to quench all oscillations

at the end of every cycle (SW in Fig. 3-6(a)).

3.4.2 Receiver System Design

To maximize the bit rate of the receiver, the SRR is used to synchronously receive

OOK data as in [43]. To ensure proper operation, the quench oscillator and the

incoming data must be synchronized so that the instant when ((t) = 0 occurs near

the center of each bit period. As described in Section 3.6, the base-station has the

task of synchronizing its baseband clock to the implant's baseband oscillator to reduce

complexity in the implant.

As shown in Fig. 3-1, the SRR is followed by a fully differential envelope detector,

a programmable comparator, a digital counter, and a digital comparator. At the

start of each bit period (or quench cycle), the digital counter is reset and immediately

begins to count. Receiving a one is equivalent to receiving a sinusoidal input with

an oscillation frequency that is equal to the SRR's resonant frequency (i.e. wa = wo).

Passing the output of the SRR through an envelope detector results in the envelope

signal

Ve (t) = IaZO - eQ (3.10)

where Ia is the peak amplitude of the input current. The output of the envelope

detector is connected to a comparator that has a programmable offset Vos. When

the amplitude of the envelope becomes larger than Vos, its output changes states

and disables the counter causing it to hold its value. This final value is a measure

of the SRR's startup time (the time required for the SRR's envelope to reach Vos).

For the receiver to have a low bit-error rate (BER), the amplitude of the current Ia

must be significantly larger than the RMS value of equivalent input referred noise

sources. This means that when a one is received, the SRR's startup time is faster

and the counter's final count is lower. When a zero is received, the startup time is

slower resulting in a higher count. In this manner, the counter functions as a time-

integrating analog-to-digital converter that measures the startup time of the SRR



which is a function of the input signal's amplitude. At the end of the bit period,

the final count is compared with a digital threshold number NT, and a decision is

made as to whether a one or a zero was received. NT is set by averaging the counter

output over a 32-bit preamble with an equal number of ones and zeros.

Note that the counter was implemented in an FPGA and is clocked by an external

oscillator, but could easily be integrated and clocked using an amplified version of

the SRR's output. In such an implementation, the counter would start counting once

the SRR's output envelope reached a threshold and the final count would be higher

when a one was received. The performance of the receiver would be the same since

the important parameter is the difference between the counter's output when a one

is received versus a zero. Also, the power consumption of the digital blocks would be

minimal due to their simplicity.

When a zero is received, the output of the SRR is also a growing oscillation

similar to (3.8) except its amplitude is a random variable with an RMS value that

depends on the noise density of active and passive noise sources in the system along

with their effective noise bandwidths. The sensitivity of the receiver, therefore, is

optimized by reducing the amplitude of the noise sources and the bandwidth of the

SRR which is proportional to Q,. Since wo is determined by the standard used (i.e.

wo 21r x 400MHz for MICS), the only design variable that can be altered to reduce

the noise bandwidth is 3 (the slope of the damping function). The tradeoff, however,

is that reducing Q, is equivalent to increasing o, which necessitates longer quench

periods since the condition Ita,bI < o, must be kept. This results in a tradeoff between

sensitivity and bit rate.

A concern that arises from having the SRR directly connected to the antenna is

that the receiver actually radiates power. In architectures such as super-heterodyne

receivers this is undesirable since the radiated signals can interfere with other re-

ceivers. For an SRR, however, the radiated power occupies its own channel and does

not interfere with other receivers. Furthermore, the radiated power is well below the

25pW allowed for transmission and does not violate spectral mask requirements.



3.5 Circuit Implementation

The full transceiver is shown in Fig. 3-1, where a portion of the baseband section was

implemented in an FPGA for maximum flexibility. The receiver comprises five major

blocks: a DCO/SRR, a quench/baseband oscillator, a fully differential envelope de-

tector, a comparator with programmable offset, and a digital counter. Exploiting the

high gain provided by the SRR allows all analog blocks to be biased in subthreshold

for low-power operation.

3.5.1 DCO Implementation

Fig. 3-7(a) shows a simplified schematic of the differential Colpitts oscillator with

switching current source similar to [4]. The loop antenna is shown as two inductors

and resistors to facilitate understanding. Fig. 3-7(b) shows the equivalent small-

signal model of the half-circuit. The transconductance is twice Gm because two

PMOS transistors provide positive feedback in each half-circuit. Fig. 3-7(c) shows a

simplified version of the model where the current source and 1/Gm resistor are placed

in parallel with the antenna using capacitive impedance transformation [35]. The

minimum value of Gm that will result in oscillation is

2
Gm0 = 2 (3.11)

Rpn(2 - n)'

where n is the impedance transformation ratio

_C1

n = + (3.12)
C1 + C2

As shown in (3.6), the damping function ((t) is controlled by varying Gm(t), and

((t) = 0 occurs at the instant when Gm(t) = Gmo. Using a Colpitts topology requires

a larger Gmo than the more common cross-coupled transistor topologies, but offers a

noise benefit. Fig. 3-7(d) shows the equivalent combined noise source from the two

PMOS transistors in each half-circuit, and Fig. 3-7(e) shows the effective noise source
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Figure 3-7: (a) Differential Colpitts oscillator, (b) half circuit model, (c) equivalent
half circuit, (d) noise model, and (e) equivalent noise model.



in parallel with the resonator having a value of

_eff _ 2n 2 4 .(3.13)
Af Af

Since n < 1, the impedance transformation reduces the impact of transistor noise

sources. The effective noise can be derived as

nef f_ 4kT n (3.14)

A f R, K(2 - n)) '314

when the transistors are biased in subthreshold, where K is a device parameter roughly

equal to 0.7. By making n small, the effective noise from the transistors can be made

much smaller than the noise from the passive components, improving the sensitivity

of the receiver.

The differential Colpitts oscillator also has some power transfer advantages for

the transmitter. By using a tapped resonator, the peak voltage across the antenna

is not restricted to the power supply. This means that a lower supply voltage can

be used while still delivering sufficient power to the antenna. As shown in [41, the

cross-coupled transistors perform current switching once the signal amplitude is large,

resulting in twice as much efficiency delivering power to the antenna.

The full DCO with predistorted capacitor banks is shown in Fig. 3-8. By dividing

the total capacitance into coarse, medium, and fine tuning capacitor banks, more than

14 bits of frequency resolution are achieved. Capacitor bank predistortion leads to

improved digital-to-frequency conversion, and thermometer coding guarantees mono-

tonicity for each bank. The differential Colpitts topology results in improved sensi-

tivity for the receiver and higher power transfer capabilities for the transmitter.

3.5.2 Programmable Ramp Quench Oscillator

Fig. 3-9(a) shows a simplified schematic of the sawtooth oscillator used to generate the

quench signal for the SRR and the baseband clock. The sawtooth voltage waveform

VSAW results from capacitor CST integrating the current IST over time. Once VSAW
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exceeds VREF, a comparator turns on an NMOS switch that discharges the capacitor

and forces VSAW back to zero. This in turn causes the comparator to turn off the

NMOS switch and restart the cycle. The comparator includes some delay stages that

cause VSAW to stay low and Vsw to stay high for a short period of time as shown

in Fig. 3-9(b). The signal Vsw is used to drive the switch that briefly shorts the

resonant tank of the DCO as shown in Fig. 3-6(a). VSAW is passed through a pair

of inverters to create a square wave with a duty cycle of roughly 50% that is used to

clock the baseband circuits. The frequency of oscillation is

fBB ST (3-15)
VREFCST'

and is tuned digitally using the programmable current IST. The voltage waveform

VSAW is converted to a current ISAW using a degenerated common-source PMOS

transconductor. ISAW is then used as the reference for a multiplying current-mode

digital-to-analog converter (IDAC) which allows for digital tuning of the quench sig-

nal's slope. The output of the IDAC is subtracted from the bias current IBIAS and

mirrored to create the bias current of the SRR. In transmit mode, the IDAC is dis-

abled, and the DCO bias current is IBIAS.

3.5.3 Envelope Detector

The task of the envelope detector is to create a one-to-one mapping between the SRR's

output amplitude and the envelope detector's output voltage. This can be done by

squaring the output of the SRR (using a Gilbert cell) and taking the average (using a

low-pass filter). The Gilbert cell shown in Fig. 3-10(b) is biased in subthreshold at a

very low bias current (10pA), yet its input-referred noise has a negligible effect on the

receiver's performance due to the high gain provided by the SRR. It is DC-coupled to

the DCO/SRR in Fig. 3-8 and uses 60kQ load resistors resulting in a common-mode

output voltage of 300mV. A pair of 1pF capacitors are used to filter the 2wo term.
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Figure 3-10: Schematic for differential envelope detector and comparator with pro-
grammable input offset voltage.

3.5.4 Programmable Comparator

The programmable comparator following the envelope detector in Fig. 3-1 has a

digitally configurable offset that sets the differential input voltage threshold at which

the comparator switches states. The offset is set by an IDAC and allows a fully

differential connection between the envelope detector and the comparator, reducing

the effects of common-mode noise. The programmable comparator comprises a low

gain, variable offset comparator (Fig. 3-10(c)) and a two-stage op-amp used as a high

gain comparator (Fig. 3-10(d)).

The input offset is created by feeding current into the low-impedance arm of the

current mirror in (c). Since all of the circuits in Fig. 3-10 are biased in subthreshold,

the transconductance of the input differential pair is

IE = IEP - IEM = IDD tanh ( E (3.16)

IDD is the tail current of the differential pair and is set to 40 x IBIAS, and K is a process

parameter approximately equal to 0.66 for this technology. Adding the current

Ios = Nos x IBIAS, (3-17)



to the low impedance arm of the current mirror, creates the input voltage offset

Vos = VE = tanh-1 INos. (3.18)
K (40

Since the maximum value of Nos is 15, Vos can be approximated at room temperature

as
2#t Nos

Vos x ~ 2.OmV x Nos (3.19)
40

using the approximation tanh-1 (x) ~ x. Vos is proportional to absolute temperature

and independent of IBIAS as long as subthreshold operation is maintained. The

comparator was designed to consume only 10pW.

3.6 Prototype Frequency Correction Loop

Modern transceivers typically use frequency synthesizers to phase-lock a voltage-

controlled oscillator (VCO) to a very stable reference such as a crystal oscillator.

For ultra-low power medical implants, however, a frequency synthesizer may not

be necessary for two reasons: first, the frequency stability requirement for MICS

(±100ppm) is far more lax than typical systems and second, the human body provides

excellent temperature regulation reducing both the amount of overall frequency drift

and its rate of change. Instead of using a phase-lock loop, a frequency correction

loop is proposed that pushes complexity from the implant to the base-station. In

the proposed system, the base-station monitors the DCO's oscillation frequency and

sends information to the implant to correct frequency errors. A crude implementation

of such a system was prototyped using a spectrum analyzer, a PC, and an FPGA.

The spectrum analyzer is used to measure the frequency error, and the information

is sent to the PC. A simple MATLAB script determines what the new DCO settings

(N values) should be and sends the information directly to the implant device using

an FPGA. Fig. 3-11 shows the values of N0 and NF for three scenarios (NM did not

change).

The first example shown in Fig. 3-11(a) uses the frequency calibration loop to
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Figure 3-11: Measurements of the frequency correction loop including the transition
of the DCO frequency, coarse tuning coefficient, and fine tuning coefficient as the
channel is changed from (a) 7 to 8, (b) 1 to 10 incrementally, and (c) 1 to 10 in a
single command.

jump from channel 7 to channel 8. The implant was initially set to 403.95MHz and

a command was sent to change the frequency to 404.25MHz. First, the MATLAB

script uses estimates of the coarse frequency step size to determine the correct value

for NC and the FPGA sends this information to the transceiver through a SPI bus.

The spectrum analyzer determines the new DCO frequency and sends it to the PC.

Since the new frequency error is small, a new value of NF is sent to the transceiver

and the cycle repeats until the frequency error is below a threshold of 1kHz. After

only five cycles, the final frequency is 404.2499MHz (within 100Hz of the desired

frequency). Fig. 3-11(b) shows the progression of NC, NF , and the DCO frequency

as the frequency control loop is used to change from one channel to the next. Finally,

Fig. 3-11(c) shows the results from changing from channel 1 to channel 10 directly.

In all three of these examples, the frequency correction loop was used to correct

large frequency errors and was able to do so within very few steps because of the

95



fairly linear digital-to-frequency relationship of the DCO. Furthermore, because the

digital-to-frequency relationship of the DCO is monotonic, convergence was always

achieved over many measurements. Typical frequency corrections would actually be

much smaller than the examples shown (on the order of 1-50kHz), and even with this

simple implementation, such corrections would require three cycles or less.

Calibrating the baseband oscillator is done similarly so that the SRR can syn-

chronously demodulate OOK data. To do so, the implant transmits a short preamble

prior to receiving data and the base-station uses it to lock to the implant. If the

baseband clock frequency drifts beyond a limit, the transmitter sends a calibration

command to correct it. Shifting the task of synchronization to the base-station results

in power savings in the implant.

As explained in Section 3.2.2, some frequency drift can result from human motion

and correcting it requires that calibration be repeated every 100ms. At a bit rate

of 120kbps and assuming 128 bits are needed for each calibration cycle, the energy

overhead is just over 1%. As a result, by taking advantage of the lax frequency

stability requirements of MICS, the temperature regulation of the human body, and

the robustness of the SRR to minor frequency mismatches, the frequency synthesizer

can be completely replaced by a simple frequency correction loop that greatly reduces

the power consumption of the implanted device.

3.7 Measurement Results

The transceiver was fabricated in 90nm CMOS and consumes a total of 0.5mm 2 of ac-

tive area as shown in Fig. 3-12. Fig. 3-13 shows the coarse, medium, and fine tuning

digital-to-frequency curves. The downward concavity of the tuning curves is due to

a slight overcompensation in the predistortion resulting from unaccounted parasitics.

The DCO tunes from 391-415MHz, and has an average frequency resolution of 590Hz

with a maximum fine-tuning step size of 1.4kHz achieving 14 effective bits of resolu-

tion. The resolution is calculated as log2 (24MHz/1.4kHz) = 14.1 bits. Only 3MHz of

tuning range is required by the MICS standard, but a 24MHz range is used to account
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Figure 3-12: Die photograph (1.0 x 0.5mm active area).

for process and temperature variations. Fig. 3-13(b) shows that Cm tunes the DCO

2.96MHz which is well above the maximum coarse frequency step (450kHz) provid-

ing ample overlap. The CM tuning curve is plotted for the maximum and minimum

temperature requirements and shows an average frequency shift of 923kHz over the

entire temperature range, corresponding to a temperature coefficient of 46.2kHz/*C

(115ppm/*C). Since the frequency stability requirements of MICS call for frequency

stability of ±100ppm, the transceiver can tolerate temperature drifts of up to 0.87*C

without calibration. Correcting for such variations should be simple with a calibra-

tion rate of 10 calibrations per second. However, if the implant is in sleep mode for a

long period of time, it may drift beyond the 100ppm requirement. This may lead to

a brief violation of the spectral mask and frequency accuracy requirements, but there

is a very small possibility it would interfere with other implants due to the highly

duty cycled nature of their operation.

3.7.1 Transmitter

Fig. 3-14(a) shows the output spectral mask of the transmitter measured through

an antenna placed 10cm away from the device. The first side lobe is roughly 6dB

higher than the theoretical value and violates the MICS spectral mask by 1.1dB at

a bit rate of 200kbps. This could easily be corrected with a very simple and low-
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power digital filter connected to the modulation capacitor bank CAF. At a bit rate of

120kbps and without pre-filtering, the MICS spectral mask requirement is met with

5dB of headroom as shown in Fig. 3-14(b). Fig. 3-15 shows the power received at

an antenna placed 20cm from the transmitter and the DCO frequency as a function

of bias current (VDD=700mV). As the DCO bias current is swept from 450pA to

600pA, the power at the receiving antenna varies from -65dBm to -48dBm with

minimal variation in the DCO frequency. This ability to trade off power consumption

for output power, means that as little as 315pW of power can be consumed by the

DCO when the path loss between the antennas is small. If the path loss is high, the

base-station can send a command to the implant to increase the output power up to

17dB without considerable frequency drift. Furthermore, the ability to control both

the frequency and amplitude of the DCO opens the possibility of employing more

spectrally efficient modulation techniques such as polar modulation. Including all

circuits, the transmitter consumes less than 350pW under normal operation.

3.7.2 Receiver

Fig. 3-16 shows measured time-domain signals for the receiver chain. As expected,

when a one is received, the startup time of the DCO/SRR is faster. When the
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Figure 3-16: Receiver chain time domain signals.

envelope crosses the threshold voltage of the comparator, the counter is disabled and

the final count is compared to the threshold NT (250 in this case). If the final count

is smaller than this threshold, the decision is made that a one was received and

vice-versa.

Since the transceiver was not designed to interface with a 50Q source or load,

measuring sensitivity was challenging. To do so, a matching network was connected

to each side of the resonator. At resonance, where the receiver works, the input

impedance is real, so the matching network is meant to step up the impedance of

a signal generator from 50Q to roughly 2kQ. Each matching network comprised a

coupling capacitor, shunt capacitor, series inductor, and shunt capacitor connected

to an SMA connector. The network had a negligible effect on the resonant frequency,

but loaded the DCO requiring more bias current. A signal source was connected to

a power splitter with two outputs that were each connected to one of the matching

networks. The required DCO bias current increased from 450piA to 650puA due to the

additional loading.

For bit rates of 40kbps and 120kbps, the measured sensitivity was -99dBm and

-93dBm respectively (BER=0.1%), showing how bit rate can be traded off for sensitiv-
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Figure 3-17: (a) Far off and (b) close in CW blocker rejection. Input signal level set
to sensitivity + 6dB = -93dBm with a carrier frequency of 403.35MHz and a bit rate
of 40kbps.

ity as discussed in Section 3.4. Without the matching networks, the power consump-

tion in both cases was under 400puW for the entire system resulting in an excellent

energy-per-received-bit figure-of-merit 3.3nJ/bit for a bit rate of 120kbps.

Fig. 3-17 shows the receiver's immunity to (a) far off and (b) close in blockers.

For this measurement, the bit rate was set to 40kbps, the input signal to the SRR

was set to sensitivity + 6dB (-93dBm), and a the power of a CW blocker was swept

for each frequency until the BER was degraded to 0.1%. The receiver shows excellent

selectivity, with the ability to reject far off blockers by almost 60dB and close in

blockers by at least 10dB. For example, at the center frequency of the adjacent channel

(300kHz offset from the desired channel), the receiver achieves more than 20dB of

rejection and at least 27dB of rejection for the second adjacent channel (600kHz

away). Table 3.1 summarizes the transceiver performance.
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Table 3.1: Summary of Measured Transceiver Performance
RF Frequency Range 391-415MHz
Frequency Resolution < 1.4kHz

Rx Modulation Sync. OOK
Rx Sensitivity @ 40kbps -99dBm

Rx Sensitivity @ 120kbps -93dBm
Rx Power Consumption 400pW

Rx Energy per Bit @ 40kbps 3.3nJ/bit
Rx Energy per Bit @ 120kbps 1OnJ/bit

Tx Modulation MSK
Tx Bit Rate 120kbps

Tx Power Consumption 350pW
Tx Energy per Bit 2.9nJ/bit

3.8 Summary

A transceiver optimized for the MICS standard was presented that exploits unique

features of medical implants to simplify its architecture and reduce power consump-

tion. The central block in the transceiver is a digitally-controlled oscillator that uses

the loop antenna as its inductive element and a predistorted and sub-ranged capacitor

array to improve linearity in digital-to-frequency conversion. The DCO has a differ-

ential Colpitts topology that improves power transfer to the antenna and reduces the

effects of active device noise sources. It is used as a super-regenerative receiver with

excellent sensitivity and selectivity performance for minimal power consumption. The

transmitter uses direct MSK modulation to meet the MICS spectral mask require-

ments with relatively high data rates for such a simple topology. The transmitter

and receiver achieve an energy-per-received-bit of 2.9nJ/bit and 3.3nJ/bit respec-

tively while meeting the 300kHz channel bandwidth requirements of MICS. Finally, a

frequency correction loop was presented that eliminates the need for a frequency syn-

thesizer in the implant, further reducing power consumption, device size, and system

cost.
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Chapter 4

Digitally-Assisted Sensor Interface

for Biomedical Applications

As far back as the late 18th century, scientists were able to show that certain animals

could generate electric waveforms [51]. By the late 19th century, scientists were

already able to measure surface potentials for EKG, EEG, and EMG although these

techniques did not become clinically common until the 1940s and 50s. With the

advent of solid-state devices came an avalanche of research in the development of

medical devices that made them more portable and affordable, and nearly ubiquitous

in clinical settings. As far back as 1958, portable/wireless EKG devices were being

investigated using BJT transistors and FM radios [8], creating a pathway towards

wearable and implantable medical devices.

More recently, there has been a push towards minimizing the size and power con-

sumption of medical electronics to allow for greater functionality, and in particular,

for facilitating implantable devices that are minimally invasive. A typical goal for

medical implants is a battery life of more than a decade. Since the energy stored in

the battery is proportional to its volume, minimizing the energy consumption of the

electronics is critical to reducing the size of the overall system. While battery recharg-

ing through inductive coupling and other means is also an option, power dissipation

is still a concern due to the heat dissipation of the electronics. This is particularly

important in applications such as multi-electrode neural recording systems where as
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many as 1000 miniature electrodes are placed near the brain and elevated tempera-

tures could damage surrounding tissue [25].

In the previous chapter, an implantable transceiver was discussed that allows com-

munications between sensors and actuators in the body and an outside base-station.

In this chapter, we explore the design of a small, ultra-low power system that can fa-

cilitate the integration of hundreds of sensor-interfaces on a single chip. The primary

focus of this work was to leverage unconventional digital and mixed-signal techniques

to holistically reduce the size and power of the system. Our two main contribu-

tions were the development of a novel programmable-gain, anti-aliasing filter that is

area- and energy- efficient, and a mixed-signal control system that creates a digitally-

programmable notch filter for interference cancelation. The anti-aliasing filter is well

suited for systems that employ chopper-stabilized instrumentation amplifiers as it

places notches precisely at the chopping frequency and harmonics where opamp DC

offsets are frequency translated to.

The chapter is organized as follows: Section 4.1 describes several biomedical ap-

plications that require sensors. Section 4.2 discusses the main signal aggressors that

must be dealt with when designing a sensor interface, common techniques used to

deal with these, and the system specifications required to properly extract the desired

physiological signals. Sections 4.3, 4.4, and 4.5 describe in detail the instrumentation

amplifier, sinc anti-aliasing filter, and mixed-signal interference-cancelation notch fil-

ter we developed. Section 4.6 presents measurement results of the prototype system.

This work was carried out in collaboration with Marcus Yip who implemented many

of the system's sub-blocks.

4.1 Applications

Endogenic electrical signals are used throughout the human body to communicate

desired actions. For example, the central nervous system sends action potentials to

muscles in the extremities through motor neurons to induce movement. Conversely,

sensory organs send information to the central nervous system through sensory neu-
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rons, providing an essential feedback mechanism. Other examples include electrical

signals sent throughout the cardiac system to induce pumping. In this case, the sin-

uatrial node sends rhythmic cardiac impulses to different parts of the heart without

the involvement of the central nervous system. These electrical impulses lead to the

most familiar electrical waveforms to laymen: those measured in electrocardiography

(EKG or ECG), where action potentials are measured at the surface of the skin in

the chest using noninvasive electrodes [69].

Two other common types of measurements are electromyography (EMG), where

action potentials in various muscles are measured to assess neuromuscular function,

and electroencephalography (EEG), where the electrical activity of brain cells are

recorded on the surface of the skull's skin. Other non-invasive techniques for mea-

suring action potentials include electro-nystagmography (ENG), electroretinography

(ERG), and electrooculography (EOG), all associated with the eye. In addition to

these non-invasive techniques, some measurements require needle electrodes that can

make direct contact with various types of cells to access signals that are either too

small or too high in frequency and therefore attenuated by the skin. These include

electrocortiography (ECoG), which measures neural field potentials subdurally (on

the surface of the cortex), and even single cell measurements where electrodes are

injected into the cell to measure larger, higher frequency signals (although these mea-

surements typically kill the cell within minutes) [17].

Finally, there are various types of sensors that can be used to extract non-electrical

physiological signals (temperature, motion, electrolyte levels, glucose, etc.) both

non-invasively and through medical implants. The system developed in this work is

flexible enough to accommodate the requirements for many of these applications, both

implantable and non-invasive. The overall goal is to minimize the energy consumption

and area of a full system that can be integrated in CMOS technology.
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Figure 4-1: Block diagram of a typical sensor interface including the off-chip and
on-chip aggressors that must be dealt with.

4.2 Top-Level Issues and Requirements

Fig. 4-1 shows a typical sensor interface including an instrumentation amplifier

(IAMP), a low-pass filter (LPF), an analog-to-digital converter (ADC), and a digital

signal processor (DSP). Many physiological signals lie within the amplitude range of

10 [N - 10 mV, and reside in a frequency band between 1 Hz-1 kHz. Unfortunately,

these signals are often corrupted by various off-chip aggressors including DC offset

from the electrodes that can be hundreds of millivolts in amplitude and power-line

interference (PLI) at 50 or 60 Hz, as well as on-chip agressors such as DC offset, ther-

mal noise, and flicker noise from the IAMP. The main task of the IAMP is to amplify

the input signal without corrupting it excessively with noise so that the noise require-

ments of subsequent stages can be relaxed to save power. Unfortunately, aggressors

including DC-offset and PLI are often significantly larger than the desired signal and

within the band of interest or close to it. This limits the amount of amplification

that can be used without saturating the system, or requires large supply voltages to

be used increasing power consumption. Since an overriding goal is to minimize power

consumption, it is imperative to use clever circuit and system techniques to minimize

the current consumption of each block while achieving the necessary input-referred

noise requirements and filtering aggressors before amplification to allow for reductions

in supply voltage.
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A secondary goal that has become important with the advent of applications

that use large numbers of electrodes is system area consumption. Diagnostic EKG

systems commonly use 12 electrodes [69], while modern EEG systems can use upward

of 300 electrodes [46]. The new micro-electrode arrays (MEA) use as many as 1000

electrodes to measure neural activity with fine spatial precision [24]. The economics of

semiconductors often create a one-to-one link between circuit area and cost creating

a financial incentive to minimize area. In the case of implantable neural recorders,

however, there is a further physical incentive to minimize area since the pitch of the

electrodes is on the order of 100-400 pm. This fine pitch makes it desirable for the

electronics to be of the same size or smaller.

This dual goal of area and power efficiency drives the development of the design

presented in this section. The design strategy is driven, in part, by recent advances

in the state of the art in analog-to-digital converters and digital design. The figure

of merit most commonly used for ADCs relates to the energy used per converted bit

FOM = 2 --ENOBpf'j (4.1)

where ENOB is the effective number of bits, P is the DC power consumption, and

f, is the sampling rate. In the last three years, FOM values as low as 4.4 fJ/bit

have been reported [62], and multiple designs have been reported with FOM values

between 50-160 fJ/bit [2,15,64]. All of these designs used power supply voltages of

1-1.2 V and sampling rates between f,=10 kS/s - 1 MS/s with resolutions of 9-11

bits, and most of them had nearly constant FOMs down to data rates of 1 kS/s. At

very low data rates, leakage currents and DC bias currents begin to hurt the FOM.

For many medical applications, sampling rates of a few hundred samples per

second are sufficient. However, a quick calculation shows that the power consumption

of ADCs has dropped to the point where it is a minor part of the overall power budget.

Using the 4.4 fJ/bit FOM, for example, with a sampling rate of 10 kS/s and ENOB

of 9 bits would only consume 22 nW. Even the far less aggressive performance of an

ADC with an FOM of 60 fJ/bit would lead to a power consumption level of about
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300 nW. This means that, from an energy perspective, it is relatively cheap to over-

sample and potentially beneficial if it yields area and power savings in other blocks

of the system.

4.2.1 Thermal Noise and the Noise Efficiency Factor

Of all the aggressors shown in Fig. 4-1, the input-referred thermal noise of the IAMP

is the most fundamental since it exists regardless of the technology used and is in-

dependent of environmental conditions. It is unique in that it is the only aggressor

shown that is directly related to the current consumption of the IAMP, thereby cre-

ating a theoretical lower limit to the power consumption of the system dependent on

noise spectral density requirements. To establish this theoretical limit, it is useful to

analyze the input-referred noise of an amplifier that uses a single transistor. Since

bipolar junction transistors (BJTs) achieve a lower input-referred noise spectral den-

sity than CMOS transistors for a given bias current, it is useful to use them as a

reference.

For a common-emitter BJT, the short-circuit current noise density is

i2

Si(f) _ n,rms _ 2qIc, (4.2)
Af

where in,rms is the RMS value of the current noise when integrated over a bandwidth

Af. Ic is the collector current and q is the charge on an electron. The input-referred

voltage noise density is
v2.rm Si(f)

Sc(f) - "n''"m" = (4.3)SVM Af . gm 43

where vnei,rms is the RMS value of the input-referred noise when integrated over a

bandwidth Af and gm is the transconductance of the transistor. The transconduc-

tance is given by

gm = ,C (4.4)
UT

where Ur is the thermal voltage kT/q. Substituting (4.4) into (4.3), we find that the
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input referred noise voltage can be written as

2q U Tf
Vni,rms = . (4.5)IC

Clearly, there is a direct relationship between the input-referred noise voltage and the

bias current. For a variety of reasons, most useful instrumentation amplifiers will not

use a single transistor. However, practically all implementation will exhibit a similar

tradeoff between noise and bias current, and it is useful to use the single BJT transistor

as a reference to compare the performance of different IAMP implementations.

In the last decade, myriad publications have focused on the optimization of IAMP

design. As a means for comparing the performance of these techniques, the noise

efficiency factor (NEF) figure of merit was introduced in [60] and is commonly used

to compare the bias current versus noise relation of an IAMP:

2 Ito
NEF = Vnirms . (4.6)

nirm r-UT -AkT - BW*

Itot is the total supply current consumed by the IAMP, and BW is the 3 dB bandwidth

of the amplifier, assuming a single-pole roll-off (i.e. the effective noise bandwidth is as-

sumed to be Af = (7r/2)BW). The NEF FOM is meant to compare the performance

of an amplifier to the theoretical limit of a single bipolar transistor. The derivation of

(4.6) follows from (4.5), although there seems to be a discrepancy. In [60], the author

states that the input-referred noise of a single bipolar transistor is

Vniref 4kTAf (47)
IC

However, since qUT = kTUT, it follows from (4.5) that the correct equation for the

input-referred noise is

Vni,rms = .T (4.8)
IC

If (4.7) were correct, the NEF of a single BJT amplifier would be unity. Due to the

small error, the NEF is actually 1//2 ~ 0.707. Despite this error, the NEF is a useful
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FOM since it is always true that a lower value of NEF corresponds to a more efficient

amplifier. Since the NEF has been adopted in the form given by (4.6), we will use it

to compare different implementations.

Since most IAMPs have a differential input, it is useful to calculate the theoretical

limit of a differential pair. Assuming that each transistor in the differential pair

carries the half as much current as the single transistor reference example such that

the total currents are equal, it is straight forward to show that input-referred noise

of a differential pair is Vn,diff = 2 Vni,rms, where Vni,rms is defined by (4.8). Compared

with the single transistor example, the noise of the differential pair is larger by a

factor of V'2 due to the RMS sum of each transistor's contribution to the total noise,

and another factor of V because each transistor is carries half as much current. This

means that the theoretical minimum NEF of a differential pair is twice that of a single

transistor. However, since the NEF of a single transistor is 0.707, the NEF of a

BJT differential pair is 2Vr = 1.41.

When dealing with MOS transistors, the NEF is minimized when the input dif-

ferential pair is biased in weak inversion [25]. The current noise density for a MOS

transistor is also give by (4.2), but its transconductance is slightly smaller than that

of a BJT transistor. Specifically,

m = rI (4.9)

where r, is a process variable approximately equal to 0.7. While the exact value of

r depends on the specific technology, it is always smaller than unity. As a result,

the transconductance of a MOS transistor biased in weak inversion is always smaller

than that of a BJT. Since (4.3) also applies to MOS transistors, the input-referred

noise of a MOS transistor biased in weak inversion is always larger than the noise of

a BJT by a factor of 1/. In the case of a differential pair, the theoretical limit is

equal to that of a BJT divided by K. Specifically, the lowest achievable NEF for a
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MOS amplifier with a differential input pair is

NEFtdiff 1.41 =
NEFmosdif=0. 2.02, (410

K 0.7

as cited in [68].

Both [25] and [68] discuss techniques for minimizing the NEF of a differential

amplifier using MOS transistors. They achieve respective NEF values of 4.0 and

2.67, both of which are among the lowest reported in the literature. A thorough

discussion of these techniques is beyond the scope of this thesis, but we note that

similar techniques were used in the implementation of our IAMP.

4.2.2 Flicker Noise

Flicker noise, sometimes referred to as 1/f noise, exists in all active devices. In

MOS devices, flicker noise is mostly caused by imperfections in the gate oxide that

randomly capture and release charge carriers. The resulting noise spectral density of

the current is

S i/ = K1l I
=7 K1 I (4.11)

where Kj1 f is a device-dependent constant and b ~ 1. For MOS devices, a ~~ 2 in

subthreshold (weak inversion) and a ~ 1 above threshold (strong inversion). To refer

this current noise to the input of the device, (4.11) is divided by the square of the

transistor's transconductance

SV, = Si'2. (4.12)
9M

For subthreshold transistors, gm is given by (4.9). Since a ~ 2 in subthreshold, (4.12)

can be rewritten as

SV,1/f - K f . (4.13)

The 1/f nature of flicker noise makes it particularly problematic at low frequencies,

where biomedical signals often reside. To make matters worse, according to (4.13),

the input-referred flicker noise of a MOS transistor cannot be reduced by increasing

the current, as is the case with thermal voltage. Ki/f is inversely proportional to the
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transistors' areas, so the noise can be reduced by sizing the transistors larger, but

this increases their input capacitance which can also degrade noise performance by

attenuating the input signal.

4.2.3 Using Chopping to Mitigate Flicker Noise

Flicker noise and amplifier DC offset are major aggressors that degrade the perfor-

mance of biomedical IAMPs. Chopping is a technique commonly used to mitigate

the effects of these aggressors by frequency translating the input signal before it is

corrupted by flicker noise. Fig. 4-2 illustrates the effects of chopping on both the spec-

trum of the desired signal and on that of the unwanted flicker noise. The first step

involves up chopping the incoming signal. Chopping is typically done using CMOS

switches, such that minimal noise is introduced while translating the frequency spec-

trum of the incoming signal to a higher frequency. The input-referred noise and DC

offset of the amplifier are shown as additive .aggressors near DC. Since the input

signal now lies at frequencies beyond the 1/f corner frequency of the noise, it is

only corrupted by thermal noise. Next, the signal and aggressors are amplified and

the resulting signal is down chopped while the aggressors are up chopped. The next

step involves passing the chopper's output through a low-pass filter to attenuate the

frequency-translated aggressors. In modern systems, the filter's output is commonly

digitized using an ADC.

Appendix A explains chopping in more detail and describes various IAMPs in

recent literature that employ chopping. It details the benefits and drawbacks of each

technique with special emphasis on the system described in [65], since we implemented

a similar architecture. As Appendix A explains, there are major problems with this

architecture that prevented us from using the chopping functionality. Nonetheless,

with the choppers disabled, the IAMP works relatively well and we were able to

demonstrate the functionality of the other blocks which were the real emphasis of

this work.
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4.2.4 Power Line Interference

In addition to stochastic noise such as thermal or flicker noise, unwanted periodic,

or AC, aggressors often corrupt the desired signal being measured. The most com-

mon form of AC interference cited in the biomedical electronics literature is power

line interference. It is caused by capacitive coupling between power lines that deliver

electricity using either 50 or 60 Hz AC signals at voltage levels between 110 and

220 Vrms (depending on the country). The earliest comprehensive model describing

different coupling mechanisms for this type of aggressor is found in [26]. The four

mechanisms listed are: 1) magnetic induction; 2) displacement currents into the elec-

trode leads; 3) displacement currents into the body; and 4) equipment interconnect

imperfections.

Magnetic induction occurs due to long lead connections between the patient and

the instrumentation that create conductive loops. The changing magnetic flux density

induces an electromotive force (potential) that depends on the area of the loop, its

orientation, and the amplitude of the magnetic flux. This type of interference is

significantly reduced by using short leads and twisting them as much as possible to

minimize the area of the loop.

Displacement currents result from changes in the electric field intensity. Capac-

itive coupling between the power line and the leads or the body induce currents

that are converted into voltages as they flow through the various impedances (most

notably the capacitance between the patient and ground). Assuming that differen-

tial measurements are taken, most of this current leads to common-mode voltages

that are rejected if the amplifier has a good common-mode rejection ration (CMRR).

However, mismatches in the leads and/or contact impedances convert part of these

currents into differential-mode signals that are amplified by the system. This effect

can be largely eliminated in the case of electrode leads by shielding the leads. Dis-

placement currents in the body, however, must be dealt with since it is typically not

feasible to shield the patient.

The fourth type of interference is rare and can is remedied by proper instrumen-
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tation use. It is caused, for example, if a patient is connected to two different in-

struments that are plugged into different power outlets creating a potential difference

between the grounds of the two instruments and inducing leakage currents.

Of these four mechanisms, the third (displacement currents into the body) is the

most prevalent and difficult to fix. Fig. 4-3 shows a typical model similar to the one

introduced in [26] for two- and three-electrode measurements. This model has been

widely used in subsequent literature, although other models are suggested in [59] for

circuits with low common-mode input impedances and in [13] to include the effects

of PLI coupling through the power supply.

Typical values for CB range between 120 pF-550 pF, and for Cp between 0.2 pF-

10 pF [57]. At 60 Hz, the impedance of Cp is significantly larger than impedances

through the body, allowing ip, the displacement current, to be modeled as the result

of a current source. Its value can range between 10 nA-1 pA (RMS) depending on

Cp and the power line voltage. It can be easily measured by touching the tip of an

oscilloscope probe with a finger being careful not to touch the ground conductor as

this would provide a low impedance path to ground. Since the input impedance of the

oscilloscope is known, the displacement current can be calculated from the measured

voltage. For example, for a typical input impedance of 1 MQ, a resulting voltage of

1 V,_, signifies a displacement current of ip = 1 pApp.

For isolated amplifiers whose reference ground is not the same as earth ground,

a parasitic impedance results between the two. The isolation impedance ZIso is

mostly important in the two-electrode case and is typically capacitive. A typical

value of CjO, is on the order of 300 pF for bench-top equipment [63] and 1 pF for

ambulatory devices [57].

There are three main ways in which ip is converted into a differential-mode inter-

ference (DMI). The first results from part of ip flowing through impedances internal

to the body between the two points where the differential electrodes are connected

(modeled as ZT in Fig. 4-3). The resulting voltage, VT, is inherently differential with

respect to the measurement. The two other methods result from ip flowing through

various impedances (primarily CB) and creating a common-mode voltage, VcEMI, that
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Figure 4-3: Classical model for power line interference in two-electrode measurements
(SWE3 off), and three-electrode measurements (SWE3 On).

is converted into DMI through electrode mismatches or finite CMRR in the IAMP.

For finite common-mode input impedances in the IAMP, Zc, mismatches in the

electrode impedances ZE1,E2 convert VcEMI into DMI. Assuming Zc is significantly

larger than ZE1,2 at 60 Hz, and that the percentage mismatch between the two Zc

impedances is significantly smaller than the percentage mismatch of the electrode

impedances ZE, the resulting DMI is

AZE
VAZ VcEMI -ZE (4.14)

Common-mode PLI is also converted to DMI as a result of finite CMRR in the

amplifier. The total DMI, therefore, is

ViEMI = VT + VcEMI AZE 1 (4.15)
UZ CM RR)

where CMRR is the ratio betwee the amplifier's differential mode gain and its

common-mode gain (AVdm/AVcm). From (4.15) it is clear that large values of CMRR
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and input impedance are desirable.

Unfortunately, ZT can be as large as 1 kQ and could lead to values of VT that

dominate ViEMI [57]. As a result, even an ideal IAMP with infinite input impedance

and CMRR cannot eliminate all of the DMI. If all of ip flows through ZT, the resulting

contribution to DMI is

VT = iPZT. (4.16)

As noted in [26], this is unlikely and the actual voltage should be smaller. Nonetheless,

using a worst-case value of 1 pA for ip and 1 kQ for ZT, we see that VT values of

order 1 mVrms are entirely possible.

4.2.5 Techniques for Mitigating the Effects of PLI

According to (4.15), there are three terms responsible for the differential-mode in-

terference that corrupts a signal amplified by an IAMP. The first term, VT, results

from displacement currents flowing through finite impedances in the body. Since it

is independent of the amplifier's characteristics, it is very difficult to eliminate. The

second and third terms, however, can be significantly attenuated by: 1) increasing

the common-mode rejection ratio of the IAMP; 2) increasing the common-mode input

impedance of the IAMP, Zc; and 3) reducing VcEMI. The following sections describe

techniques for doing each of these things.

Common-Mode Rejection and High Input Impedance

According to (4.15) the only design variables available to reduce interference due to

PLI are VcEMI, ZC, and CMRR. When measured with respect to earth ground, the

worst-case value of VcEMI occurs when Cp is large, and CB is small. Using worst-case

conditions of VPL = 220 V, Cp = 10 pF, and CB = 120 pF yields a value of VcEMI = 17

Vrms = 48 V,_p. While large values of CMRR and Zc could, theoretically, be used to

prevent this large common-mode signals from becoming DMI, ESD protection circuits

would almost certainly clamp. Therefore, if ESD structures are used, VEMI must be

limited to the supply rails' voltages.
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VEMI can be reduced by providing a low impedance path to ground for ip. This

is usually done by using a third electrode, although [19] gives an example of how

this can be done with two electrodes (a common-mode signal is fed back to both

electrodes such that Zc is reduced while ZD remains large). Assuming VcEMI is

reduced to a level of 1 Vp-p to enable low power-supply operation, a common-mode

rejection ratio of 60 dB would only add 350 /Vrms to ViEMI which is lower than the

worst-case value from VT. Similarly, a value of Zc = 103 x ZAZE will produce the same

amount of ViEMI- While higher values of CMRR and Z0 can reduce the amount of

common-mode voltage that is converted to a differential-mode aggressor, the benefits

are diminished due to the interference from VT. For applications where VT is small

because the electrodes are placed near each other, there is a benefit to having larger

CMRR and Zc. Otherwise, the differential-mode aggressor is dominated by VT and

increasing CMRR and Zc yield minimal benefits.

To understand the value of Zc that is necessary to minimize that amount of CMI

that is converted to DMI, we must first understand what typical values of electrode

impedance mismatch are. Mismatch in the electrode impedance varies significantly

depending on the type of electrodes used. Skin surface electrodes commonly use con-

ductive gel to reduce their contact impedance. Dry electrodes, on the other hand,

do not use gel, resulting in much higher values of contact impedance and mismatch.

Dry electrode impedance measurements conducted in [20] show that, at 60 Hz, the

impedance between the electrode and the surface of the skin - the contact impedance

- is almost entirely capacitive and larger than 3.5 paF (measured over various con-

ditions). The dominant impedance was actually found to be the impedance across

the stratum corneum (the outermost layer of skin). This impedance is in series with

the contact impedance and was measured to have a worst-case value of 0.05 [pF, or

53 kQ at 60 Hz (a smaller value of capacitance is worse since this implies a larger

impedance). Assuming that the worst-case mismatch is equal to the full value of the

electrode impedance, a value of Zc = 103 x 53 kQ = 53 MQ would only add 350

pVrms to ViEMI- While this value can be significantly larger than the desired signal,

it is still smaller than the worst-case VT value of 1 mVrms, and therefore reducing it
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Table 4.1: Summary of Minimum Requirements for CMRR and IAMP Input
Impedance

VcEMI <1VpP
CMRR > 60dB

Zc > 60MQ @60 Hz
ZD > 8OMQ @1 Hz

further may not yield benefits. However, achieving an amplifier input impedance on

the order of 50 MQ at 60 Hz is not trivial and the designer must be mindful of this

requirement.

The requirements for the differential input impedance ZD are not linked to PLI,

but instead, to signal attenuation. At low frequencies, the electrode impedance ZE

can be very large and the voltage divider between it and ZD can attenuate the signal.

To prevent this, ZD should be significantly larger than ZE, but not necessarily as large

as Zc. For example, a value of ZD = 40 x ZE results in less than 5% attenuation

(<0.5 dB), which is acceptable. According to [20], at 1 Hz, the lower bound of

most biomedical signals of interest, ZE is mostly resistive and has a worst-case value

smaller than 2 MQ. To limit attenuation, ZD should be made larger than 80 MQ at

1 Hz. Table 4.1 lists the minimum requirements necessary to keep PLI from causing

clamping in ESD circuits and for keeping the DMI below 1 mVrms.

Using a Third Electrode

As discussed in Section 4.2.4, it is usually necessary to reduce the common-mode PLI

signal to less than 1 V,_, to prevent it from causing ESD protection circuits from

clamping. A simple way of reducing VcEMI is to use a third electrode as shown in Fig.

4-3 when SWE3 is on. The electrode impedances ZE1,2,3 are typically on the order of

10 kQ-100 kQ [55]. Compared with IXBI which is on the order of 5 MQ-20 MQ at

60 Hz, ZE3 is much smaller and results in a significantly lower value of VcEMI (<100

mV). Note here that the common-mode voltage of interest is between the two inputs

to the amplifier and the amplifier's reference voltage (not earth ground). In other

words, if ZIso is large, the common-mode voltage may still be large with respect to
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earth ground, but it will be small with respect to the amplifier's reference voltage

(often referred to a ground also).

The Driven-Right-Leg Technique

In EKG measurements, a common technique for further reducing VcEMI while protect-

ing the patient from electrical shock, is to drive the right leg through the third elec-

trode using common-mode feedback. This driven-right-leg (DRL) technique shown

in Fig. 4-4 dates back to the early 70s and is described in [72]. Compared with the

simpler three-electrode measurement shown in Fig. 4-3 (SWE3 on), DRL has two

benefits: first, it reduces the effective impedance to the amplifier's reference volt-

age (thereby reducing vcEMI); and second, it limits the current through the person

which is important for safety reasons. The analysis in [72} shows that the effective

impedance to the reference voltage is RcEMI = ZE3/(G + 1), where G = 2RF/RA-

Clearly, by sizing RF and RA appropriately, this can reduce VcEMI significantly. Ad-

ditionally, by making Ro sufficiently high, the current driven into the body can be

limited to safe levels (< 20 pA) while maintaining a low effective resistance to the ref-

erence voltage. In summary, the DRL technique uses negative feedback to create an

effective common-mode, low impedance path between the patient and the amplifier's

reference voltage. This attenuates the common-mode interference while limiting the

amount of current injected into the patient.

In EEG, a ground electrode is commonly used to provide the same benefits as

the third electrode and/or the DRL in EKG. It can be placed anywhere in the body

and is often placed on the wrist or on the forehead. Recent publications, however,

argue excluding a ground electrode can yield benefits in the spatial symmetry and

signal-to-noise ratio of the measurements [49]. In addition to the ground electrode, a

reference electrode is used as one input of each differential amplifier. It is commonly

connected to one or both ear lobes, the nose, or the mastoids (behind the ears) [18].

Fig. 4-5 shows the typical connection between EEG electrodes and their respective

amplifiers.

Fig. 4-6 shows the standard EEG ten-twenty electrode configuration using 21
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Figure 4-4: Simplified driven-right-leg circuit for safe common-mode voltage reduc-
tion.

electrodes along with the ten-ten electrode configuration that uses 74 electrode loca-

tions. The more recent five percent electrode system described in [46] allows for up

to 345 electrodes.

EEG measurements share the same challenges regarding interference as EKG, with

the added difficulties associated with having a greater number of electrodes, higher

electrode contact impedances, and smaller signals. Whereas EKG signal are on the

order of 1 mV, EEG signals range between 10-500 pV [69]. As already noted, one of

the ways common-mode interference is converted to DMI is through mismatches in

the electrodes' contact impedances, and these are much higher in EEG due to hair

and the head's curvature. Coupled with the need for greater amplification due to the

signals small amplitude, it is clear that strong interference signals could saturate the

analog blocks in the system or necessitate higher dynamic range operation. Further,

the drive towards systems with significantly more electrodes motivate the development

small low-power sensor interfaces.

In addition to noninvasive biopotential signals measured on the surface of the

skin, there has been a recent surge in interest in developing implantable systems to
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Figure 4-5: Typical connection of EEG amplifiers to their respective electrodes.

Figure 4-6: Electrode configuration for standard 10-20 electrode system (black dots)
with additional electrodes for 10-10 system (gray dots). Figure taken from [46]
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measure neural field potentials through electrocortigraphy (ECoG) on the surface of

the cortex and local field potentials (LFP). To the author's knowledge, there are

no publications specifically discussing the issue of power line interference in medical

implants. However, in [25], where neural activity in a rat's olfactory cortex was

measured using a CMOS IAMP and extracellular microelectrodes, the Biological Test

Results section states that "due to the unshielded wires connecting the electrode

array to the amplifier circuit, we observed strong interfering signals at 60 Hz and

approximately 50 kHz". It appears that power line interference is also a problem for

medical implants.

4.2.6 Electrode and IAMP DC Offset

PLI is particularly egregious because it typically lies within the desired band of in-

terest. DC offset, on the other hand, while typically not in the band of interest, can

cause significant problems because of its sheer size. There are two main types of DC

offset: one is caused by electrode polarization (off-chip), and the other by mismatches

in the electronics (on-chip). A thorough explanation of electrode DC offset (EDO)

can be found in [69]. We present a brief synopsis here.

An electric potential called the half-cell potential arises from a double layer of

charge that forms at any electrode-electrolyte interface. This potential can be larger

than 1V, and can be positive or negative depending on the electrode material. When

no current is flowing between the electrode and electrolyte, this voltage is constant.

Therefore, since biopotential measurements are almost always made differentially, the

EDO is typically much smaller than the half-cell potential. Unfortunately, different

electro-chemical mechanisms cause electrodes to polarize, resulting in an overpoten-

tial that adds to the half-cell potential and creates a differential offset between two

electrodes. These effects can be reduced by using non-polarizable electrodes, such as

Ag/AgCl, where a silver electrode is coated with silver-chloride which is a slightly

soluble ionic compound resulting in a more stable electrode. Even with coating, how-

ever, ionic concentrations across different membranes in the skin's anatomy can cause

potential differences on the order of tens of millivolts. Taking all of these mechanisms

125



into account, worst-case specifications for EDO of ±300 mV are cited in [69] for skin

surface electrodes. Platinum-iridium (PtIr) implantable electrodes were characterized

in [17] to have a much smaller variation range of ±15 mV (±6-).

Electronic DC offset can also be on the order of millivolts and mostly arises from

component mismatches. The IAMP at the front end of most sensor interface systems

typically has significant gain, and as a result, its input-referred DC offset is the most

important in the system. With proper design techniques, the systematic DC offset of

an IAMP can be eliminated. However, variations in doping concentrations and geom-

etry size often lead to random variations in the DC offset [23]. DC offset, therefore,

can be modeled as a random variable with zero mean and some standard deviation.

For many opamp-based IAMPS, the variance of the offset can be reduced by increas-

ing the width and/or length of the input pair of transistors. Using reasonably sized

transistors, these offsets can be made smaller than 1 mV.

4.2.7 Dealing with Electrode DC Offset

In [25], Harrison introduced the use of the MOS-bipolar element as a means of in-

tegrating exceptionally high resistance values (10 TQ) using minimal area. This

pseudoresistor had been described in [16] for use in photoreceptors, and was used

in [25] to create a sub-Hz high-pass cutoff frequency without the need for large, area-

consuming capacitors. As explained in [16], the pseudoresistors, drawn as PMOS

transistors in Fig. 4-7, act as diode connected PMOS devices when VGS is negative.

When VGS is positive, the parasitic source-well-drain p-n-p BJT is activated and the

device acts as a diode connected BJT.

Using this device and optimizing an operational amplifier for minimal power con-

sumption under a given input-referred noise constraint, an IAMP consuming 80 pW

was developed for neural recording applications, and a second device for EEG ap-

plications was designed consuming only 900 nW. This technique offered the benefits

of small size and power, while rejecting electrode DC offsets. It also achieved good

thermal noise performance, reasonable CMRR, and a high input impedance. The

major deficiencies of this IAMP are its relatively high supply voltage (5 V) and 1/f
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Figure 4-7: Instrumentation amplifier using MOS-bipolar pseudoresistor elements
[25].

noise, along with limited rejection of 60 Hz.

In [68], a similar amplifier was built using using the same type of pseudoresistor,

but further optimizing the operational amplifier to achieve a noise efficiency factor of

2.67. This is the lowest NEF reported in the literature, and close to the theoretical

limit is 2.02 discussed in Section 4.2.1.

4.2.8 Top-Level Design Requirements

As illustrated in Fig. 4-1 and discussed in the previous sections, many biomedical sig-

nals (including EKG, EEG, EMG, and neural field potentials) reside in the frequency

range of 1 Hz-1 kHz and amplitude range of 10 pVp-p-10 mVp-. Unfortunately,

these signals can be corrupted by aggressors including PLI, DC offset, 1/f noise, and

thermal noise that threaten the usefulness of measurements.

The system-level requirements necessary to extract useful physiological signals

in the midst of these aggressors can be summarized qualitatively as follows: 1) the

input-referred noise should be small enough so as to not corrupt the measured signal,
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2) the system should minimize the amount of common-mode PLI that is converted

to DMI, 3) the system bandwidth should be at least 1 kHz wide or tunable to such

a bandwidth, 4) the system must be able to withstand electrode DC offsets of up

to ± 300 mV without saturating, and 5) the system should be able to withstand

differential-mode PLI of up to 1 mVrms with an option to notch it out.

Many applications with a bandwidth below 100 Hz (e.g. EKG, NFP) require

accurate measurements of signals between 20 pV-1 mV, and therefore require the

input-referred noise to be below 5 /Vrms [69]. EEG and ECoG signals are on the

order of 5 pV-100 pV and therefore require the input-referred noise to be below 1

pVrms. EMG signals have a wider bandwidth, but are also larger requiring the input-

referred noise to be below 10 pVrms in a frequency band of 10 Hz-1 kHz. In order

to satisfy the requirements of as many applications as possible, the input referred

noise spectral density of the system should be below 100 nV/ViTz, although many

applications might only require a noise density between 300-500 nV/x/ii-.

Beyond these basic requirements the specifications of each block in the system de-

pend largely on the design strategy. For example, adding more gain in the IAMP will

relax the noise specifications of the filter, but may result in more demanding linearity

specifications. In the following sections we discuss different strategies presented in

the literature for dealing with each of the system requirements and later derive the

specifications for each of our system's blocks

4.3 Instrumentation Amplifier Design

The IAMP used in this work is shown in Fig. 4-8. Most of the circuits implemented in

this section were designed, simulated, and implemented by Marcus Yip, but a their

analysis is included here to facilitate system-level understanding. As explained in

the previous section, our original intention was to use chopping to improve the 1/f

noise rejection of the system. However, the switched-capacitor, parasitic resistance

introduced by the input chopper ends up generating an unacceptable amount of noise

that dwarfs any benefits achieved by chopping. As a result, we found the system
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Figure 4-8: Instrumentation amplifier architecture used for the work presented in this
thesis. Although the chopping switches were not used, they are shown here to analyze
their effect.

performs much better with the choppers turned off. Since the chopping switches have

their own off resistance, they are shown in the figure, but in gray to emphasize they

are not used for chopping. A set of reset switches originally intended to make up part

of the integrator feedback path are left in black, as they have proven to be useful in

expediting the settling time of the opamp when it is first turned on.

Fig. 4-9 (A) shows the equivalent single-ended version of the IAMP in Fig. 4-8

including the off resistance of the chopper switches and all noise sources. Fig. 4-9 (B)

shows the equivalent block diagram. The opamp is modeled with only its dominant

pole at wo. The loop gain for this system is

LG(s) = woAoCf(s + Wf) (4.17)
Ceff(S +Weff )(s +WO)

This gain is significantly larger than unity for typical component values and within

the bandwidth of interest. We can, therefore, approximate the closed-loop transfer
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Figure 4-9: (A) Single ended equivalent of LAMP in Fig. 4-8 including noise sources,

and (B) corresponding block diagram.

130



function of the feedback loop as the inverse of the feedback factor

HCLC(S) ~~ (4.18)
C5 (s + W5)

The input-signal-to-output transfer function is therefore

C, S
Hsig(s) = *-, (4.19)

Cf (S + W5),

which gives the desired high-pass characteristic necessary to filter out the electrode

DC offset while achieving a mid-band gain of Ci/C5. The corner frequency ff is

set by Rf and Cf. As in [25], Rf is implemented with back-to-back MOS-bipolar

pseudoresistors with total value of Rf = 15 TQ. Cf was designed to be 100 fF, and

Ci is 10 pF, giving a high-pass corner frequency of 100 mHz and a mid-band gain of

100 V/V.

Noise from opamp

The noise transfer function of the IAMP is

H.. (s) = Ce5 f(S + We55) _ (Ci + C1 + C,)(s + We5 ) (4.20)
C(s +w ) C(s 4 +.W2)

For values of w > w, Wef, the input-referred noise transfer function is

Hna,i(S) ~(C + C5 + C). (4.21)
C2

This means that, in the band of interest (i.e. w > w1 ), and as long as Wef f wf, the

input referred noise of the IAMP is simply the product of Vna and the ratio of input

capacitance to total capacitance. By design, Ci is made much larger than C1 and Cp,

so the input referred noise can be further simplified as just the noise of the opamp.

Fig. 4-10 shows the full schematic of the opamp implemented in the prototype

CMOS chip we designed. The chopping switches in the second stage are not used for

chopping and instead biased in the triode/linear region or OFF. Specifically, Vh, =

131



Figure 4-10: Schematic of fully differential operational amplifier including second
stage choppers. These choppers are not used in normal operation but are included
here for completeness.
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Figure 4-11: Simplified schematic of fully differential opamp without choppers.

VDD and Vchm = 0 V. Fig. 4-11 shows the equivalent schematic when the chopping

switches are biased this way.

As discussed in [25] and [68], by careful design, the overall input referred thermal

noise of the opamp can be made approximately equal to the noise contribution of

the input differential pair transistors (M1 , M2). Since these transistors are biased in

subthreshold, their transconductance is

KID
gmi = ,ID (4.22)

where K is a process variable approximately equal to 0.7 in most technologies, ID is

the drain current of each transistor, and #t = kT/q ~ 26 mV (at 25' C) is the thermal

voltage. As is well known, the effective transconductance of the differential pair is

also equal to gmi, however, each transistor contributes a short-circuit noise current of

j= 2qIDAf, (4.23)

when operated in subthreshold. Since the noise sources are uncorrelated, the total

current noise power is the sum of their squares, or 4qID. The input referred voltage
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noise power is, therefore,

4qID A(4.24)

Since the only design variable is ID, it is clear that beyond the design optimization

necessary to minimize excess noise from other components, the only way to reduce

the input referred thermal noise is by increasing ID-

Depending on the transistors' sizing, the bias current, and the signal bandwidth,

flicker noise in the opamp can be the most significant noise contributor in the biomed-

ical IAMP. The input-referred flicker voltage noise of the input pair is

v 2 Knfl _(4.25)

Af WLCoxf'

where K is a process constant dependent on various device characteristics and typi-

cally larger for NMOS devices than PMOS devices. The transistor's oxide capacitance

Cox is typically not a design variable available to the circuit designer for a given tech-

nology, and therefore, the only design variables are the width, W, and length L of the

device. Note that the input referred flicker noise is independent of bias current. This

means that increasing ID reduces input-referred thermal noise, but not flicker noise,

and therefore results in a higher 1/f corner frequency. The total input referred noise

of the opamp is, therefore

v2 4q2 NEF K
"" = + (4.26)

A f -K
2 D 2.02 WLCox f ('

where the NEF is the noise efficiency factor introduced in Section 4.2.1, and the

theoretical minimum for a CMOS, subthreshold opamp is 2.02 [68]. The ratio of

NEF/2.02 gives a measure of the excess noise contributed by components other than

the input pair and is has been reported as low as 1.2x, but is typically between

2x and lOx. The constant af is introduced here to account for excess flicker noise

contributed by components other than the input pair.
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Noise from Rf

The input-referred noise transfer function for the feedback resistor is

Hfj (s) = 1 (4.27)
Rf Ci(s + wf)

For f > ff, (4.27) is approximately 1/(wCi). Multiplying the square root of the

resistor's noise spectral density with the absolute value of this transfer function gives

the input-referred voltage noise PSD due to Rf:

AkT 1
Ivni,f (f)I = . (4.28)

\R5 27rf Ci

Intuitively, we see that beyond its high-pass corner frequency, the impedance of the

IAMP's feedback network is dominated by the capacitor C1 . Combined with the

opamp, Cf integrates currents flowing into node va and therefore shapes the white

noise of Rf giving it the appearance of 1/f 2 noise. Recalling the analysis in Sect.

4.2.8, the desired voltage noise spectral density should be less than 100 nV/vIz.

Rearranging (4.28) to solve for the minimum value of Rf that achieves this goal, and

noting that the worst-case scenario occurs at the lower edge of the desired frequency

band (i.e. 1 Hz), we find that Rf > 420 TQ. Any value of Rf smaller than this

will results in a 1/f 2 noise corner frequency larger than 1 Hz (e.g. for Rf = 15

TQ, filp = 5.3 Hz).

The noise contribution of Rf was not discussed in [25] or [68], both of which use

similar architectures and similar values of Rf. The noise PSD plots included in both

papers, however, clearly show the 1/f 2 noise at low frequencies.

Noise from Rory

The noise analysis for R011 is identical to that of Rf. The remaining question is

what the off resistance is. The switches labeled #2 in Fig. 4-8 create a resistance

between the inputs of the opamp of Rofy, 2 /2, since the two switches are in parallel,

and the #R switches create an off resistance of Roff,R between each input and VCM.
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The equivalent resistance in the single-ended model of Fig. 4-9 is, therefore, equal to

Roff = Roff,R| I(Roff,2/4) = Roff,sw|5. (4.29)

This last equality assumes the off resistances are equal, which is reasonable since all

of the switches are constructed with equally sized transistors and biased with the

same voltages. Specifically, each switch comprises an NMOS and PMOS device in

parallel, each with a width W = 2 pm and length L = 180 nm. The common mode

voltage connected to the #R switches is the same as the CMFB voltage VCM. The

transistors are off, so the gate of each NMOS device is tied to ground and the gate

of each PMOS device is tied to VDD-

To determine the off resistance of each transistor, we must solve for the differential

change in current through them in response to a differential change in voltage. For

an NMOS transistor biased in subthreshold, the drain-to-source current is

ID = Ioer-VGBI/t (- SBI-t - e 7 VDBI). (4.30)

For PMOS transistors the subscript of each voltage is swapped. The current 1o

depends on various constants as well as the width and length of the transistor. For

our process (0.18 pm CMOS) and transistor widths, 1o0, = 30 pA for the NMOS

devices and Iop = 8.3 pA for the PMOS devices. Since negative feedback forces the

difference between the input voltages of the opamps to be approximately equal to the

input-referred DC offset (typically less than a few millivolts for the transistor sizes

used), the drain and source voltages of each device is approximately VcM.

As a quantitative example, let us assume that VDD = 1.5 V and VCM = 0.75 V.

For a differential drain-source voltage of VDS = 2 mV, the drain current through each

switch is

ID, - IDp= 38.3 pA (e-749 mv/25.9 mV _ -751 mv/25.9 mV) 785 x 10-27 A. (4.31)

Dividing the 2 mV drain-source voltage by this small current results in a theoretical
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value of
2mV

RoV = 2.5 x 102 1Q (4.32)785 x 10- 2 7A

and

Rofg = Rof,sw/5 = 500 x 1018Q. (4.33)

This ultra-high value for off resistance was verified through simulation. The ultra-low

current resulting in such a high resistance is due to the negative VGS voltage (for the

NMOS) that practically depletes the channel of all carriers (similarly for the PMOS).

Fortunately, this means that the noise from the off resistance of these transistors is

negligible.

Total Input Referred Noise

From the above analysis, we find that the two main noise contributors are the opamp

and the feedback resistor. The total input-referred noise is

4qo5 NEF K 4kT 1 2
v2- + of + .(4.34)

" r 21D 2.02 WLCaf R 2rf Ci

There is a thermal noise component that is inversely proportional to current, a 1/f

noise component from the opamp that is independent of the drain current, and a

1/f2 component from the feedback resistor that is a function of the input capacitance

and the feedback resistance. Since the only variable that can be changed after the

chip is fabricated is the drain current ID, measurements should show that the colored

noise at lower frequencies is constant while the broadband noise gets smaller with

increasing ID-

Given the foregoing analysis, we can determine bounds on our design variables

in order get the desired performance. The theoretical limit for the thermal noise

component (for a MOS opamp in subthreshold) requires at least 88 nA of drain

current to achieve the 100 nV/v/liz desired. Assuming an NEF of 2.5, which has

been shown to be achievable, the bias current of each transistor in the input pair of

the opamp should be biased with at least 110 nA of current. The opamp's flicker
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noise is more difficult to predict since the process constants K and C vary between

technologies. Also, since the only design variable available to the desigern that can

be used to reduce this noise is the area of the input transistors, a tradeoff is created

between 1/f noise and the parasitic capacitance. Recall from (4.21) that the total

input referred noise of the opamp increases with Cp, so the area of the input pair

cannot be increased arbitrarily. In our design, these transistors were sized with a

width of W = 100 pm with L = 1 pm, keeping in mind that we had intended to

use chopping in which case the flicker noise of the opamp would not have affected

us. In designs that do not use chopping, these should be sized larger. Finally, for the

desired noise level given, the product of Ci Rf should be less than 205 x 10-6 so that

the third term in (4.34) is sufficiently small at 1 Hz. Some examples of component

values that would achieve this result are 1) Ci =52 pF, Rf= 15 TQ, 2) Ci =30 pF,

Rf= 47 TQ, 3) Ci =20 pF, Rf= 105 TQ, and 4) Ci =10 pF, Rf= 420 TQ.

Common-Mode and Differential-Mode Input Impedance

As detailed in section 4.2.4, having a high common-mode differential impedance Zc

is important as it reduces the conversion of common-mode interference to differential-

mode interference caused by electrode impedance mismatch. Specifically, per (4.15),

the amount of common-mode PLI that is converted to differential-mode PLI is AZE/ZC.

It can be shown that the common-mode input impedance of the IAMP in Fig. 4-8 is

Zc = Z + Zf, (4.35)

where Zi = 1/sC is the input impedance network and Zf = Ry/(1 + sCf Rf) is the

feedback network. Since Zf ~ 1/sCf for the frequencies of interest (i.e. above the

high-pass cutoff frequency), and Ci >> Cf, the common-mode input impedance is

Zc 1~~. . (4.36)
pC
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For a 100 fF feedback capacitor, this means Zc ~ 29 GQ at 60 Hz. Of course parasitic

capacitances in the PCB traces and IC bondpads will probably cause this impedance

to be smaller, but it is clear the IAMP itself will not contribute significantly.

Having a large differential-mode impedance ZD is also important for some ap-

plications where the electrodes' impedance is large, such as dry electrodes. The

differential-mode signal at the input of the IAMP is reduced by the voltage dividers

between ZD and the electrodes' impedance ZE. Specifically, vd = vS(ZD/(2ZE + ZD).

To limit this attenuation, ZD should be at least 10x larger than ZE. Since the in-

put to the opamp in Fig. 4-8 presents a low differential impedance due to feedback,

the differential impedance of the IAMP is the series combination of the two input

capacitors:
2

ZD = . (4.37)
jwCi

Having a capacitive input impedance to the IAMP is beneficial since it is much larger

at lower frequencies where the electrodes' impedance is typically largest (it can be

modeled as a large capacitance down to low frequencies). For an input capacitance of

Ci = 10 pF, ZD = 32 GQ at 1 Hz, which is typically the lowest frequency of interest

for most physiological measurements. This is significantly larger than the required

value of 80 MQ specified in Section 4.2.4.

4.4 Sinc Anti-Aliasing Filter

Almost all modern biomedical systems digitize the signal of interest using an ADC

as shown in Fig. 4-1. To avoid corrupting the desired signal, an anti-aliasing filter

is used to attenuate aggressors and noise components that are frequency translated

to the signal band through the sampling process. Fig. 4-12 (A) shows an example

continuous-time spectrum (before sampling) where the desired signal is illustrated

in white and the spectral components that would be aliased onto the discrete-time

signal band are in gray.

To avoid aliasing in the desired channel bandwidth, it is sufficient for the anti-

aliasing filter attenuate signals inside of the bands illustrated as light gray boxes
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in Fig. 4-12 (A). Fig. 4-12 (B) shows a typical anti-aliasing filter response, where

attenuation is sufficient at the tfH = ±(fs - fL) band edges. Since for most analog

low-pass filters the amplitude response continues to roll off beyond this frequency,

there is typically more than enough filtering at the higher frequency aliasing terms

than necessary. Fig. 4-12 (C) shows the bare minimum required anti-aliasing filter

response. The dashed squares represent frequency bands that are not filtered; the

signal band is in white, and the noise bands are in dark gray. Note that the frequency

bands illustrated in light gray in Fig. 4-12 (A) are filtered out. Although the dark

gray bands will be aliased, they will not corrupt the discrete-time signal since they

will fall outside of the signal band. These bands can be filtered out in the digital

domain, where sharper filters can be implemented more efficiently (with respect to

power and area). The filter described in this section takes advantage of this relaxation

in the anti-aliasing specifications by using notches that attenuate the aliasing terms.

The result is a smaller filter with various beneficial features.

Taking Advantage of Over-Sampling

As mentioned previously, recent advances in ADC design have led to ultra-low energy

consumption per converted bit. One of the strategies used in this work to reduce the

area and energy consumption of the whole system, is to take advantage of oversam-

pling to relax the specifications of other blocks. The two main benefits to oversampling

are a reduction in quantization noise of 3 dB per 2 x increase in sampling rate and

relaxed specifications for the anti-aliasing filter.

As discussed previously, the FOM (energy per conversion bit) of ADCs is often

constant over a range of sampling frequencies. However, if the sampling rate is reduced

too much, leakage currents and DC bias currents will emerge as the dominant energy

loss mechanism and lead to worse FOM values. Also, to achieve higher accuracy

(ENOB), it is often necessary to use larger capacitors to improve matching, but this

leads to larger area and higher energy consumption. It can, therefore, be advantageous

to achieve a given signal-to-noise ratio for the digitized signal by using a lower ADC

ENOB while oversampling to maintain the same quantization noise. For example,
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Figure 4-12: (A) Frequency-domain illustration of desired signal band (white) and
aliasing components (gray) that would corrupt the signal after sampling. (B) A
typical anti-aliasing filter amplitude response that filters aliasing components by some
required amount. (C) The minimum required amplitude response of an anti-aliasing
filter. The dark gray boxes represent bands that can be aliased without corrupting
the signal band. (D) Discrete-time spectral component between -f,/2 and f,/2
illustrating how the desired channel is not corrupted and the non-filtered components
of (C) are frequency translated to the bands between the channel edges and the
Nyquist frequencies.
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if a signal occupies a bandwidth of 100 Hz, and 10 bits of accuracy are desired for

Nyquist sampling (200 S/s), sampling at 64x the Nyquist rate (12.8 kS/s) allows the

use of an ADC with an ENOB of 7. An ADC with an ENOB of 7 can be significantly

smaller than an ADC with and ENOB of 10. For an ADC with an FOM of 60 fJ/bit,

an ENOB of 7, and a sampling rate of 12.8 kS/s, the total power consumption is only

100 nW, which is typically insignificant compared to the overall power budget

The second benefit of oversampling (relaxation of the anti-aliasing filter's require-

ments) can be exploited to reduce the area of the system. Some oversampling is

always necessary to avoid aliasing, since analog anti-aliasing filters roll off at a finite

rate. As an example of how oversampling can result in a smaller anti-aliasing filter,

let us assume that the signal bandwidth is fL = 100 Hz and the sampling rate is

fs = 300 S/s. Let us further assume that a minimum of 40 dB of attenuation is

required at fH = fs - fL = 200 Hz with a maximum of 3 dB attenuation at the

pass-band edge. These specifications would require a 7th order filter if a Butterworth

response was desired. With common biquad implementations, this would require four

stages, as well as a number of bulky passive components since the frequency constants

of the filter would be on the order of 100 Hz.

Let us now consider an example where the sampling rate is f, =12.8 kS/s, resulting

in fH = 12.7 kHz. The same 40 dB of attenuation can now be achieved with a single

pole at 127 Hz, two poles near 1.27 kHz, or three poles near 2.74 kHz. The first

of these options has the benefit that it could be achieved with a passive RC filter,

although the low corner frequency would require large components (for example,

R = 12.5 M, C = 100 pF). The second and third options would require a biquad,

which would add power consumption and more passive components, but their values

would be significantly smaller resulting in smaller area. Clearly, any of these options

would result in significantly less power and area consumption than if sampling were

done at the lower rate of 300 S/s since fewer opamps and passive components would

be necessary.
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Sinc Anti-Aliasing Filter

Figure 4-13: Simplified schematic of the instrumentation amplifier and SAFF. The
output voltage of the SAFF, V 2 is periodically reset to VCM using the clock signal

OD- This integrate-and-dump or charge-sampling technique results in a sinc frequency
response.
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Using Charge-Sampling to Achieve Anti-Aliasing

As shown in Fig. 4-12 (C), anti-aliasing does not require a low-pass filter response.

It only requires that the aliasing components of the signal be attenuated; a goal that

can be achieved with strategically placed notches. While notches can be implemented

with continuous-time filters, charge-sampling has the benefit that it concurrently

effects a sinc-type frequency response while sampling the input signal [11], [73]. In

contrast with voltage-sampling systems where a track-and-hold circuit is used, charge-

sampling uses a transconductor to convert the input voltage into a current, integrates

that current onto a capacitor for some time, and samples the resulting voltage at the

end of the period. Fig. 4-13 shows an IAMP followed by a charge-sampling system.

The two capacitors, each labeled C, are each connected to ground to keep the out-

put common-mode signal from drifting significantly between samples. Their effective

differential-mode capacitance is Cint = C,/2. Each period starts by quickly resetting

the voltage across each capacitor to the common-mode voltage VCM, such that the

differential voltage across Cint is zero. The transconductor, labeled GM, converts the

IAMP's output, voi to a current equal to io = voiGm, and the current is integrated

onto Cint (R, is a physical resistor used to set Gm and Gm is inversely proportional

to R,). At the end of the nth cycle, (t = n -T), the voltage is

vo2 [n] = vo2(n -Ts) = jnTs vo1 (r) dT. (4.38)
Cint (n-1).r.,

To understand the effect of this process on the spectrum of vo2 , it is useful to think

of it as a two-step process that is mathematically equivalent. In the first step, voi is

convolved with a rectangular impulse response

hn1(t) = - (,2) (4.39)
Tint Ta

where Ul(x) = 1 for |x| < 1/2, and zero otherwise, and Tint = Cint /Gm. The spectrum

144



of the resulting intermediate signal is

Vo2 ,cnt(f) = Voi(f)HA(f) = Vol(f) j sinc(7rT,)e-'f T. (4.40)
Tint

In the second step, the intermediate voltage is sampled at times n - T, (vo2[n] =

Vo2,cnt(n -Ts)), such that the discrete-time spectrum is

1 00

Vo2(f) = V2,cnt (f -k).(4.41)
Ts k=-oo

Charge sampling is, therefore, equivalent to passing a continuous-time signal

through a sinc filter before sampling it. The notches of the sinc filter land at integer

multiples of f,, which is precisely what an anti-aliasing filter should do. Furthermore,

they are independent of component values such as resistors and capacitors, mitigat-

ing the effects of component variations and allowing the use of smaller passives. In

contrast with classical analog filters, variations of R8 and Cint only affect the gain of

the block, but not the frequency response. While an accurate amount of gain may

be important, it can often be calibrated and will not change significantly in implants

due to the inherent temperature regulation of the human body.

Instead of affecting the frequency response, Gm and Cint set the gain of the sinc

filter. Specifically, the gain of this block is T/Tint, which means that smaller values

of R, and Cint lead to higher gain. It also means that programmable resistors and

capacitors can be used to implement variable gain. As a quantitative example, for a

desired minimum gain of unity, and a sampling rate of 12.8 kS/s, values of Gm = 1/1.6

MQ and Cint =10 pF can be used. Compared with previous examples, the passive

components necessary for this technique are significantly smaller than the examples

given earlier, even for oversampling systems.

Another benefit of the charge-sampling frequency response is that its only effect

on the signal's phase is a delay of T,/2. In other words, the group delay is constant.

Recall also that for systems where chopping is used to reduce the effects of flicker

noise, the DC offset of the opamp is up-converted to the chopping frequency fch. If
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Figure 4-14: Schematic of fully differential, linear transconductor used in the filter.

f, = fch, the filter notches effectively eliminate the up-converted DC offset, yielding

yet another benefit for this technique.

Circuit Implementation of the Sinc Anti-Aliasing Filter

Most of the effort in the circuit implementation of the sinc anti-aliasing filter (SAAF)

was carried out by Marcus Yip. It is included here for completeness and to highlight a

couple of requirements. The transconductor in Fig. 4-13 was implemented using the

circuit in Fig. 4-14 which is similar to [32]. This fully-differential circuit is symmetric

and uses negative feedback to implement a linear transconductance of Gm Oc 1/R,.

Transistors M8 , M11 , M 12 , M2 , and M3 (L and R) act as fixed current sources.

Transistors M5 and M4 act as a cascoded, variable current source and their current is

mirrored to M9 and M10 . Transistor M6 is connected as a source follower and M7 is

diode-connected such that the gate voltage of M5 is equal to VG5 = VD1 + VSG6 + VSG7-

Fig. 4-15 shows a simplified version of this circuit. The negative feedback loops
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V.= V. - V.

io= Io- Io=2ig291 i I= 2(V,/R,(m9)

is= V./Rs

Figure 4-15: Simplified schematic of transconductor used in the SAFF. The effective
transconductance is Gm = 2/R, X gm2/gmi, where R, is digitally tunable. The effective
output resistance is a function of the second-stage transistors. Their value is made
large through cascoding to prevent performance degradation.
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have the effect of lowering the source resistance of the M transistors which act as

source followers. As a result, the voltage across R, is vi = vi, - vim and the current

flowing through it is i, = vi/R,. When vi is increased, the feedback loop lowers the

gate voltage of M5 to supply the necessary extra current, and in turn increases the

current of Mg by a proportional amount. As shown in the figure the output current

is

so = fop - iom = 2i,(gm2 /gm 1 ) = 2(vi/R)(gm2/gmi), (4.42)

where the ratio gm2/gmi is there to illustrate that current multiplication can be done

by proper sizing of M5 and Mg. The effective transconductance, therefore, is

Gm - i - 2 gm2 (4.43)
vi R, gm1

In addition to the transconductance of this circuit, the output resistance is also

important. Recall that the sinc filter analysis shown previously assumes that the

transconductor, GM, and capacitor, Cint, form an integrator. This is only true if the

output resistance of the transconductor is infinite, which is not possible. However,

as long as the time constant Tint = RCint is significantly larger than T, the finite

resistance will not affect the performance significantly. This can be illustrated with

a simple example. The filter can be modeled as a current source in parallel with the

output resistance R. and capacitance Cint. Assuming v,(t) = 0 at time t = 0, an input

step signal vi(t) = Vju(t), results in the output voltage v,(t) = ViGmRo(1 - e-t/nt).

For small values of t/Tint, the exponential term can be approximated as e-t/lint

1 - t/int, such that

v0() ViGmRot ViGmt (444)
Tint Cint

which is what we would expect for an ideal integrator. Since the maximum amount

of time that the filter integrates for is T, the condition t/rint < 1 requires that

Tint > Ts.
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The small-signal output resistance of a MOS transistor is

1
ro = . (4.45)

AID'

By using cascoding, this resistance can be significantly increased, and the effective

output resistance of the transconductor is

R0 ~ gm,,r2 ,|gm,nr (4.46)

where A, and An are the respective output resistant constants of the PMOS and

NMOS devices and relate to channel-length modulation. These can be made small

by using long-channel devices. As a numerical example, for ID = 20 nA, r, = 0.7,

and A, = An = 0.1, RO = 68 GQ. For a value of Cint = 10 pF, rint = 0.68 s, which

is nearly four orders of magnitude larger than T, when the sampling rate is f, =12.8

kS/s.

Choosing the Bias Current of the Filter

In our prototype implementation, gmi = gm2, such that Gm = 2/R,. This also means

that ib = i41 = i42 in Fig. 4-15 and the total current is approximately

iGm a 4 X ib- (4.47)

When designing the IAMP, the bias current was set to meet the input-referred noise

requirements. In the filter, the input-referred noise is not a major issue because the

IAMP provides so much gain. Instead, the minimum bias current is set by linearity

requirements. This is because max(i,) = ib, and therefore, max(vi) = ibR.

Recall from (4.40) that the low-frequency gain of the filter is

Go = -s- f = 1 (4.48)
Tint Cintf RCfno

where C, = 2Cint. As just discussed, if vi ;> ibR,, current clipping occurs in the
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Table 4.2: Programmable R, values
bR[2 : 0] Rs min(GO) max(GO)

000 20 MQ 0.277 (-11 dB) 13.0 (22 dB)
001 14 MQ 0.396 (-8.1 dB) 18.6 (25 dB)
010 10 MQ 0.554 (-5.1 dB) 26.0 (28 dB)
011 7 MQ 0.792 (-2.0 dB) 28.3 (31 dB)
100 5 MQ 1.11 (0.9 dB) 52.1 (34 dB)
101 3.5 MQ 1.58 (4.0 dB) 74.4 (37 dB)
110 2.5 MQ 2.22 (6.9 dB) 104 (40 dB)
111 2.0 MQ 2.77 (8.9 dB) 130 (42 dB)

filter's GM stage. For a given filter gain setting, Go, there is also a limit to how large

vi can be before the output of the filter saturates the ADC. Since the output of the

filter is the input of the ADC, its output should be smaller than the full range of the

ADC (i.e. |vol VrefA). On the other hand, it is beneficial to set the gain as large

as possible so that as much of the ADC's range is used. The optimum setting for the

filter's gain, therefore, is when it is as large as possible, but satisfies this condition:

ax< V e
-max(vi)'

(4.49)

where max(vi) is the largest input expected. This means that ib should be slightly

larger than max(vi)/R,, since making it any larger will not help the overall system

linearity. Combining these two observations leads conclusion that i should be made

as small as possible, while still meeting this condition:

ib > VrefACsfs. (4.50)

Programming the Filter's Gain

As mentioned before, the filter's gain G4 can be made variable by programming C,

and R,. In our prototype, R, is programmed with a 3-bit digital word, and C, is

programmed with a 5-bit digital word for a total of 256 possible choices. The value
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of C, is set as follows

C9 = 7.8 pF -bc[4] + 3.9 pF -bc[3]

+ 1.2 pF bc[2] + 0.6 pF bc[1] + 0.3 pF bc[0] + 0.3 pF. (4.51)

Its tuning range is 300 fF-14.1 pF. Table 4.2 shows the values of R, that can be

programmed in our prototype, along with the minimum and maximum gain that can

be achieved for that setting assuming f, = 12.8 kS/s. From (4.47) and (4.50) we can

approximate the range of current consumption of the filter using the minimum and

maximum values for C,. Assuming VrefA =500 mV and f,=12.8 kS/s, we find that

the current consumption of the filter is iGmE [7.7 nA, 361 nA]. Fig. 4-16 shows the

simulated gain of the filter for all C, and R, values available. The x-axis corresponds

to the R, selection. The top line corresponds to the smallest value of Cs, and lower

lines correspond to incrementally larger selections of C,. Since there is overlap in

the amount of gain that different settings provide, we can carefully choose a selection

that achieve a desired step size while minimizing the current.

Fig. 4-17 plots selected values for increasing gain in roughly 1 dB steps. All of the

gain settings between G4 E [4 dB, 42 dB] can be achieved with the 3 LSB of bc, which

means that the maximum capacitance they require is 2.4 pF. As a result, for most of

the gain settings the total bias current is approximately iGm 62 nA. The settings

between G4 E [-3 dB, 4 dB] require a bit more power, but can be implemented with

iGm < 150 nA.

4.5 Mixed-Signal Feedback for Interference Can-

celation

4.5.1 Motivation

Power consumption in a signal processing system is often determined by dynamic

range requirements. The dynamic range is a measure of the ratio between the largest
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at lower gain settings.
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signal that can be handled by the system without significant distortion and the min-

imum detectable signal set by the input-referred noise:

DRdB = 20 log (max(virm') (4.52)
Vni,rms

The specifications for the minimum detectable signal are typically set by the signal

being measured, but max(vi,rms) it often set by interference. If that interference can

be eliminated near the front end of the system, the dynamic range requirements of

subsequent blocks can be relaxed and their power consumption reduced.

The term "significant distortion" can be defined in different ways depending on

the application [29,53]. While there is no standard protocol that defines "significant

distortion" for all biopotential measurements, at least one commonly referenced paper

uses total harmonic distortion (THD) as an appropriate measure [25].

THD relates to the amount of nonlinearity introduced by a system for a given

input amplitude. For a sinusoidal input signal, the output spectrum should only

include a tone at the signal's frequency. The ratio between the power of all other

harmonics introduce by nonlinearities and the fundamental tone is defined as

THD = .2 (4.53)
P1

According to [25], a value of THD < 1% is sufficient for most biomedical applications,

and the maximum signal that achieves this metric is considered the max(vi,,m,) term

in (4.52).

Systems that employ negative feedback can achieve low distortion even for rel-

atively large signals. For practically all systems, however, the maximum input and

output signal must have a peak-to-peak amplitude that is smaller than the voltage

supply range. As discussed in the previous section, the linearity of the filter is also

limited by the bias current. This implies that, at least to some extent, the minimum

supply voltage of the system and supply current of certain blocks are determined by

max(vi,rms). This also implies that a reduction in max(vi,rms) may result in power

savings throughout the chain will
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When optimizing a system for minimum power and area, it is important to con-

sider whether max(vi,rms) is set by the desired signal or some sort of interference. If

max(vi,rms) is set by an interfering signal and is filtered out near the front end, the

dynamic range requirements of subsequent stages will be lower. As an example, EEG

signals can range in amplitude between 10, Vp-500 pVp-. PLI interference, on

the other hand, can be larger than 3 mV,_p. Assuming that vni,rms = 1 IVrms, the

dynamic range of the front-end must be better than 60 dB in order to handle the PLI

(DR = 20 log (1 mV/ 1I pV). On the other hand, if the PLI is filtered out near the

front-end, max(vi,rms) gets reduced to 177 pVrms, and the dynamic range is reduced

to 45 dB; a 15 dB difference.

These observations motivate the design of a system that filters out large interferers

near the front-end, while minimally impacting the signal band of interest. In this work

special emphasis is placed on PLI, but for certain applications other interferers may be

present at different frequencies and of different bandwidths. It is therefore important

for the interference cancelation method to be easily configurable.

4.5.2 PLI Considerations

Since PLI often resides in the frequency band of interest, filtering it usually requires

a narrow notch that does not affect the important characteristics of the signal. This

is often done digitally, since digital filters are often less area and power intensive

[7, 38, 39, 58]. However, as discussed in the previous subsection, when the PLI is

significantly larger than the signals of interest, eliminating it before digitization can

yield benefits in power consumption. This motivates the development of a narrow

notch filter that can filter PLI near the front end.

Analog implementations of notch filters are possible, but typically require multiple

opamps and passive components [56]. Furthermore, since the notch must be narrow

(i.e. less than 1 Hz wide at 60 Hz), relatively high Q is necessary leading to large

component ratios. Further still, process, voltage, and temperature variations will

almost certainly cause the notch to shift which will require periodic calibration or

feedback of some sort.
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A clever analog system is proposed in [27] that employs a quadrature feedback

technique using analog multipliers, a phase-locked loop, and integrators to cancel PLI

at the input of the system. This technique achieved about 54 dB of attenuation on

the PLI with a notch bandwidth of 0.6 Hz. This implementation required the use of

10 MQ resistors and 100 pF capacitors, component values that are not compatible

with integrated circuit design. In addition, the system requires the use of multiple

opamps, linear multipliers, and a phase-locked loop. All of these are potentially power

hungry circuits that are not compatible with ultra-low power design (actual power

consumption numbers were not given).

In summary, neither digital post-processing nor purely analog solutions seem com-

patible with ultra-low-power, small area, fully integrated systems that cancel interfer-

ence. The following section describes a mixed-signal system that achieves interference

cancelation in an area and energy efficient way.

4.5.3 Prototype System Design

We proposed and prototyped a system that is conceptually similar to [27], but exploits

the benefits of mixed-signal design to minimize size and power. Fig. 4-18 (A) shows

a schematic of the system and (B) shows the block diagram. The system includes

the IAMP and anti-aliasing filter described in previous sections along with an on-

chip DAC, an off-chip ADC, and a field programmable gate array (FPGA). The first

step to understanding the closed-loop response of this system is to derive the transfer

function of the digital section implemented on the FPGA. The block diagram includes

a transfer function for the digital section that will be derived in the next section.

Digital Section

The input to the digital section is labeled x[n] in Fig. 4-18 and the output is la-

beled d[n]. The top path of the digital block uses the I subscripts to denote that it

is processing the "in-phase" component of x[n], whereas the bottom path uses the

Q subscript to denote it is processing the "quadrature" component. The in-phase
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Figure 4-18: Block diagram of mixed-signal system including the IAMP+Filter+DAC
ASIC, off-chip ADC, and FPGA for notch implementation.
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component is given by

xi[n] = x[n] cos(Qon), (4.54)

which is passed through an accumulator resulting in

n n

Yi(n] = E xj[k] = ( x[k] cos(Qok).
k=No k=No

(4.55)

No is the sample time at which the system is turned on, and yj[n] = 0 at n =

NO. 1 The multiplication of x[n] with cos(Qon) effects frequency translation, while the

accumulation effects low-pass filtering with infinite gain at DC. This can be shown in

the frequency domain by using the Fourier transform. The spectrum of xI[n] is

XI(e'I) = 1 X(ej') * a{cos(Qon)},
27r

(4.56)

where

a{cos(Qon)} = 7ro( - Qo) + 7r6(Q + Qo), (4.57)

is the Fourier transform of cos(Qon). As a result,

XI(ei') = IX (ei(Q-QO)) + (4.58)

which is a frequency translated version of X(ein). Next, we can rewrite yi[n] as

yI[n] = yr[n - 1] + xi[n], (4.59)

which has the Z-transform

Yi(z) = X (Z)
1 - z-*

(4.60)

Evaluating (4.60) for z = ei2 yields the Fourier transform of the transfer function

H Qe = Y(e ) 1
H, d X,(ei)) 1 - e-jQ

(4.61)

1The convention in [47] is to use the w variable for discrete-time signals and 2 for continuous-time
signals. Here, we do the opposite because most of the analysis is done in the continuous time where
the w variable is typically used to denote angular velocity.
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As Q increases, H(eJn) becomes smaller,

reaching a minimum of 1/2 at Q = 7r.

Combining (4.61) and (4.58) gives the result for Yj(ej')

YI (e Q) =
1 X (ei(Q-Qo)) + X (ej(Q+Qo)) (4.62)

1 - j

The output of the "in-phase" path, wi[n] has a Fourier transform of

W i(ei) = G5Y (ei) * 3{cos(Qon)} = GCf_ )
27r 2

+ Y (es(n+Qo))) .

Substituting (4.62) into (4.63) and rearranging terms gives relationship between the

spectra of x[n] and wr[n]

(eiq) (1 - j(n-no) + 1-e-j(+ )

+X (ej(Q-2no))
1 - e-i(F-+o) +

X (ej(n+2Qo)) -

1 - Jo .

Following the same steps for the "quadrature-phase" path, results in the following

equation for the spectrum of wQ[n]

(eiQ)(- 1 + 1
e((e-o) I - e-j(Q+Qo)

X (ej(-2o))
Se-j(Q-o)

X (ej(Q+2Qo)) -

1 - e-i(Q+o)J

Adding (4.64) and (4.65) and rearranging some terms gives the transfer function

between x[n] and d[n]

D (eiQ)
Ho (In) = X -_n)

G f

2
1

e- -Qo)
1

± _ -1 - (+Qo)j

This exact transfer function can be simplified by making a simple approximation.

Recall that this system employs oversampling with a high oversampling ratio (>100).
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(4.63)

WIW(eQ) = X 1

(4.64)

WQ(e'9) =
C1L
4

[X

(4.65)

(4.66)

For Q = 0, (4.61) evaluates to infinity.
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For a sampling rate of f,=10 kS/s, all of the frequencies of interest are much smaller

than the sampling rate. The relationship between the discrete-time frequency Q and

the continuous-time frequency f is

w 27rf
(4.67)

f8  f8

This means that for frequencies f < fs, Q ± Qo < 1, which allows us to approximate

the exponential terms in (4.66) by the first two terms of their Taylor series expansions

(i.e. e-' ~ 1 - jx for x < 1). This simplifies (4.66) to

G f
HD e Q2ZQ) (4-68)

This transfer function is similar to that of an integrator, but it becomes infinite at

Q = ±o instead of Q = 0, and decays to zero as Q approaches zero and infinity.

Closed-Loop Transfer Function

Fig. 4-18 (B) shows the block diagram of the system in (A). G, is the gain of the

IAMP (~ 100) and Go is the gain of the sinc anti-aliasing filter, which is programmable

from 0.7 to 130. A 16-bit ADC (AD7684 from Analog Devices) was used and its gain,

GA, is defined as
2 16 -- 1

GA = 216,- (4.69)
2Vef A

where VefA is the reference voltage used to determine the full-scale range of the ADC

(i.e. -VrefA 5 Va(t) VrefA). Although a lower resolution ADC can be used to meet

the specifications discussed earlier, a high resolution ADC was used so that the rest

of the system could be characterized without its performance being impacted by flaws

in the ADC. An on-chip 8-bit DAC was used and its gain is

GD = 4( -1) (4.70)

The 1/4 term arises from the implementation of the DAC as will be discussed later.
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In the previous section we found the discrete-time transfer function of the digital

block. In the feedback loop, the AAF acts as both an anti-aliasing filter for the

continuous-to-discrete-time conversion, and as a reconstruction filter for the discrete-

to-continuous-time conversion. This allows us to treat the interface between the

discrete-time and continuous time domains by simply substituting (4.67) into (4.68).

After some algebra, the resulting equivalent continuous-time transfer function is given

by

HD(s) = -Gffs 2 ) (4.71)

The loop gain of the system is, therefore,

LG(s) ~ GIGOGAGDHD(S) = 2sG (4.72)

where Gr = GIGGAGDGf. The closed-loop transfer function from Vin(t) to x[n] is

HcL(s) = G s) (4.73)1 + LG(s)

To simplify the analysis, the IAMP and anti-aliasing filter are modeled as gain stages

with a constant frequency response. Obviously these blocks are frequency-dependent,

but our goal here is to analyze the effect of the feedback path on the closed loop

response of the system, and, as will be shown, for frequencies distant from wo, the

feedback path has a negligible effect on the closed-loop transfer function.

The 3 dB bandwidth of the notch can be solved for by finding the value of W

for which the loop gain amplitude is unity. There are four frequencies at which

this happens, as seen in Fig. 4-19, and some simple algebra shows that they are

approximately located at

W3 dB ~P± (w± i GT/2). (4.74)

This approximation simply requires that wo >> GT, or equivalently, that the notch

width be narrow compared with its center frequency. To make the notch narrow, G1

must be very small so that GT is small.

Figs. 4-19 and 4-20 respectively show the magnitude and phase responses of the
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Figure 4-19: Amplitude of the loop gain's frequency response for Gf = 2-22. As
f approaches fo, the amplitude approaches infinity. For large values of Ifl - foI,
however, the loop gain becomes very small.
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Figure 4-20: Phase of the loop gain's frequency response for Gf = 2-2
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Table 4.3: Example Notch Filter Parameters
G1  100
Go 1
Gf 2-22

VrefA 1.5V
VrefD 40 mV

wo 27rx60Hz

loop gain using the parameters in Table 4.3 with different zoom levels. The top plot

in Fig. 4-19 is zoomed out from -f,/2 to f,/2. The gray line is the actual transfer

function given by (4.66) and the black line is the approximation made in (4.68).

Notice that the two plots are practically identical except for very high frequencies

where the actual loop gain is slightly larger than the approximation. The plot shows

that the loop gain is much smaller than 0 dB for most frequencies with the exception

of two sharp spikes at ±fo = ±60 Hz. The middle and bottom plots in Fig. 4-19

show the amplitude response in the respective frequency ranges of 0-100 Hz and 58-

62 Hz. Notice that the amplitude response crosses the 0 dB line at frequencies f = 60

Hz±0.2 Hz. Inspection of (4.73) reveals that at f = fo, where the amplitude of the

loop gain is infinite, the closed loop response must be zero. In contrast, at frequency

offsets beyond 1 Hz from fo, the loop gain is very small and the closed-loop response is

simply GIGpGA. In other words, the feedback should notch out spectral components

around 60 Hz without affecting the rest of the spectrum significantly.

Fig. 4-20 shows that the phase changes abruptly from +900 to -900 at f = fo,

as predicted by (4.68). From the top plot, it is clear that the approximation is less

accurate for the phase at high frequencies, but the bottom plot shows that it is very

good for f ~ fo, which is the important frequency range where the amplitude is

significant.

Figs. 4-21 and 4-22 respectively show the magnitude and phase responses of the

closed-loop transfer function, except the output is taken at va(t) (before digitization).

Clearly, the notch is very narrow, as expected, and has a 3 dB corner frequency at

the same frequency that the loop gain crosses the 0 dB line. The transfer function

adds about 100 of phase at 59 Hz and drops sharply at farther offsets (50 at 58 Hz,
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Figure 4-21: Amplitude of the closed-loop frequency response for Gf = 2-22. Clearly
there is a very narrow notch at fo. The notch width can be easily programmed by
changing Gf.
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20 at 55 Hz, etc.).

There are four main benefits to this technique compared to the purely analog

technique described in [27]. First of all, no large analog components are necessary,

therefore reducing size. In the analog implementation, large resistors and capacitors

are needed to create the large time constants necessary to achieve a narrow notch.

In the mixed signal implementation, the width of the notch can be set by digitally

by adjusting G1 , which can be done with a simple register. The hardware cost of

making the notch arbitrarily narrow is practically insignificant as will be shown in

the implementation section. This affects size, but it also highlights the second benefit,

which is programmability. With the mixed-signal design, the notch's center frequency

and width can be easily and arbitrarily reprogrammed. Although we have focused

on filtering PLI, the main source of interference in some applications is set by some

other signal. For example, in closed-loop, deep brain stimulators, the stimulation

signal can interference with the sensor signal. Since stimulation occurs at a known

rate, this technique could be used to notch out the interference it causes. Having the

ability to easily reprogram the notch, therefore, can be a major benefit.

The third benefit of this technique is that it is significantly less power intensive

than an analog approach. This is because the main blocks used to implement it are

necessary anyway. The ADC is present in practically all systems, and its specifications

are actually relaxed by this technique. Digital signal processing is practically always

done, and the implementation of the digital block uses few resources clocked at a low

rate. The only block that has to be added is the DAC. As will be shown, however, it

can be made small, and its power consumption is negligible.

The fourth benefit of this technique is that additional digital blocks can be used

in parallel to notch out multiple blockers. It is likely that more elaborate filtering is

possible, although there are limitations due to stability requirements.

Digital Block Implementation

As shown in Fig. 4-18, the digital block comprises four digital multipliers, two accu-

mulators, a gain block (G), a direct-digital synthesizer (DDS), and an adder. The
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prototype uses 16-bit multipliers to minimize quantization noise and 32-bit accumula-

tors to avoid overflow. Each accumulator is simply a 32-bit adder with the 16 LSBs of

its output connected to one of its inputs. Gf is always much smaller than unity (e.g.

2-22) and is implemented using two stages of binary division that are implemented by

truncation or bit shifting. The first division is carried out by selecting which 16 of the

32 bits of the accumulator are used. For example, if zf{15 : 0}[n] = y1{31 : 16}[n],

a gain of 2-16 is achieved, whereas if z,{15 : 0}[n] = y,{27 : 12}[n], the gain is 2-".

This allows simple programmability of the gain by factors of 2x using multiplexors,

and results in minimal hardware overhead. The second gain stage is implemented by

truncating the 8 least significant bits (LSB) of d[n]. Since the DAC only uses 8-bits,

this is necessary anyway and it effects a gain of 2-8 with practically no hardware

overhead. The truncation is done before the final addition so that an 8-bit adder can

be used, as opposed to a 16-bit adder.

Direct-digital synthesis is a simple way of implementing a digital I/Q oscillator.

The DDS simply comprises an accumulator and a look-up table (LUT) [61]. It exploits

the fact that phase is the time integral of frequency and uses the accumulator to

implement this integration. The input to the accumulator sets the frequency, and

the output is equivalent to the oscillator's phase. Since the phase of a sinusoid maps

directly to its amplitude, the mapping function can be stored in the LUT and the

MSBs of the accumulator can be used as the LUT's address. Since the phase difference

between sine and cosine is a constant, a simple adder can be used to get the LUT's

address for the appropriate value of sine and cosine.

The frequency resolution of the DDS is set by the width of the accumulator and

can be made very small. Specifically, the oscillation frequency is

NFfS
fo= 2B s (4.75)

where B is the width of the accumulator and NF C [0, 2B -1] is the frequency tuning
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word. The frequency resolution, therefore, is

Afo - (4.76)

In our implementation, B = 32. As an example, for a clock frequency of f8 =

12.8kS/s, the resolution is Afo = 3 pHz. The look-up table was implemented using a

16-bit wide SRAM with 1024 addresses. The 10 MSBs of the accumulator are used

as the LUT's address for the sine output. The sum of the accumulator's output and

a constant (2 B/ 4 ) is used to choose the LUT's cosine output.

DAC Implementation

The DAC in Fig. 4-18 uses binary-weighted charge-redistribution and is implemented

with switched capacitors. Fig. 4-23 (A) shows a simplified schematic of the DAC

and how it connects to the IAMP, (B) shows the implementation of the switches,

and (C) shows an equivalent single-ended model of the DAC and IAMP. Charge

redistribution DACs usually require an opamp to convert the charge to a voltage [29].

Since the IAMP already uses an opamp, however, the DAC simply piggybacks on it.

As a result, only the capacitor array and switches add to the total area, and only

fCV2 power is added, which is very small because the reference voltage, sampling

frequency, and capacitors are all small. As discussed in Sect. 4.3, shunt capacitance

added at the input of the opamp attenuates the input signal resulting in degraded

noise performance for the system. For this reason, it is important to minimize Co

such that to total DAC capacitance CDAC = 28 C0 is significantly smaller than Ci. In

our implementation, CO = 10 fF, such that CDAC = 2.56 pF, which is approximately

Cj/4. The effective DAC voltage, Vdac(t) in Fig. 4-23 (C), is equal to

Vdac (t) 2VrefD(d(nTs) - 128) (4.77)
255
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where d(nT) is the value of the digital word d[n] E [0, 255] at time t = nT. The

equivalent input-referred DAC voltage is

Vd(t) = CD ac(t) Vdac(t) Vref D (d(nT) - 128). (4.78)
02 4 512

This explains why the gain of the DAC, GD in (4.70) has a 1/4 term.

Since the DAC noise is directly added to the input before any amplification, it

must be made significantly lower than the input-referred noise of the IAMP. There

are two mechanisms through which the DAC can add noise: noise from the reference

voltage VrefD and quantization noise (the switch resistances add negligible noise).

The worst-case noise coupling from VrefD occurs when d[n] = 0 or d[n] = 255, such

that its noise is completely differential. In either case, the noise power is attenuated

by a factor of 16x, which relaxes the noise specifications of VrefD significantly. In

this prototype, VrfD is supplied with an external low-noise source, although in a final

product, care should be taken to supply a clean supply without adding excessive power

consumption to the system. Since noise from this source is attenuated by a factor of

four when referred to the input, its noise density can be higher than the input-referred

noise of the IAMP. As a result, its power consumption should be smaller than that

of the IAMP. Further, for systems using multiple sensor-interface circuits, a single

reference voltage can be used such that its power consumption becomes negligible

compared to the power consumed by all of the IAMPs combined.

The more significant source of noise is the quantization noise introduced by the

DAC. Assuming the DAC's ENOB is 8-bits, its input-referred quantization noise

density is

Sq(f) = k 51 2 X . (4.79)
4 \512 / 12fs

The largest interference that can be canceled is one with a peak-to-peak value of

VrefD/2, therefore (4.79) shows there is a direct tradeoff between the largest interferer

that can be canceled and the amount of quantization noise that can be tolerated. As

an example, if VrefD = 10 mV and f,=12.8 kS/s, the input referred quantization

noise is Vqni = 50 nV/v l which would only increase the total input referred noise by
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Figure 4-23: (A) Schematic of the combined instrumentation amplifier and charge
redistribution DAC. The DAC is implemented with binary weighted capacitors and
switches. A simplified diagram of the switches' implementation is shown in (B). (C)
shows a simplified, single-ended model of the IAMP with with two inputs: one for
the signal vi and another for an equivalent voltage DAC signal Vdac.
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about 10% (assuming the input-referred noise of the IAMP is vna = 100 nV/vHz).

The largest interferer that could be canceled would be 5 mV,_, = 1.8 mVrms which

should be more than sufficient for PLI.

For a signal bandwidth of 100 Hz, the integrated noise due to the DAC would be

500 nV, whereas the largest signal it could cancel is 1.8 mV. This is equivalent to a

dynamic range of 71 dB. This relatively high dynamic range despite 8 bits of ENOB

results from the oversampling nature of the DAC. The system-level benefit is that the

dynamic range requirements of all of the blocks in the forward path (IAMP, AAF,

and ADC) are relaxed, allowing lower-power operation.

4.6 Measurement Results

The IC including the IAMP, AAF, and DAC shown in Fig. 4-18 was implemented

in a 0.18 um CMOS process from TSMC with no special layers. Fig. 4-24 shows a

photograph of the full chip and Fig. 4-25 shows a zoomed in version of the circuits

with annotations. Excluding the SPI and ADC driver, which are only used for testing

purposes, the total area of the pertinent blocks is less than 0.25 mm2 .

The rest of the system was implemented on a PCB with off-the-shelf components

including two 16-bit ADCs from Analog Devices (AD7684), a 12-bit DAC used as a

signal source for testing (DAC7811 from Texas Instruments), high input-impedance

opamps used for buffering (AD8603 from Analog Devices), and various voltage regu-

lators (see Fig. 4-26). Fig. 4-27 shows the FPGA board manufactured by Opal Kelly

(XEM3010) which includes a Xilinx Spartan-3 FPGA, a USB interface, and a series

of supporting hardware components that facilitate the interface between the FPGA

and a personal computer. A MATLAB graphical user interface and various scripts

were used to performs analysis on the output data of the ADCs.
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Figure 4-24: Die photograph of IC with IAMP, filter, and feedback DAC.

Figure 4-25: Zoomed in version of die photograph.
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Figure 4-26: Test board.
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Figure 4-27: FPGA board connected to test board.

16k

Figure 4-28: Simplified schematic of test board.
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Figure 4-29: IAMP frequency response for various bias settings.

4.6.1 Frequency Response

IAMP

Fig. 4-28 shows the basic test setup used for most of the measurements performed.

To calculate the IAMP's transfer function, the negative input Vim was connected to

ground through a 16 kD resistor, and a 12-bit, single-ended DAC (DAC7811) was used

as a signal source connected to vi, through a voltage divider. The DAC's reference

voltage was set to a nominal value of 100 mV with a voltage regulator. A sinusoid

of maximum amplitude was measured to have a peak-to-peak amplitude of 96.8 mV.

The voltage divider attenuates the signal by 19.75 x, such that the peak-to-peak signal

at the IAMP's input is 4.90 mV. The IAMP's output was buffered using high input-

impedance opamps and digitized using a 16-bit ADC. With a peak-to-peak input

signal of 4.90 mV, the output of the IAMP was measured as 458 mV, so the gain

is 93.5 x, or 39.4 dB, which is slightly lower than the designed value of 100 x and

probably due to parasitic capacitance in the feedback path.

Fig. 4-29 shows the amplitude frequency response of the IAMP for five supply
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Figure 4-30: IAMP phase response for various bias settings.

current settings (IrAMP total current including biasing blocks). The power supply

was set to 1.5 V and the filter bias current was set to 150 nA.2 The bias current

clearly does not affect the frequency response at low frequencies where the opamp's

gain is very high. The high-pass corner frequency set by the feedback network is

fHP = 120 mHz. The low-pass corner frequency is set by the opamp's poles and

increases linearly with bias current (fYP = 450 Hz for IAMP = 100 nA and fLP = 7.6

kHz for IIAMP = 1600 nA).

Fig. 4-30 shows the phase response of the IAMP. As with amplitude, the phase

response is practically identical at low frequencies and nearly zero in the pass-band.

The phase lead from the high-pass filter adds about 7" of phase at 1 Hz and the phase

lag is 7' at 100 Hz for IIAMP = 100 nA and less than 54 at higher currents.

Filter

Fig. 4-31 shows the frequency response of the filter with the following settings:

iSAAF = 150 nA, bc=31, bR=1, iIAMP = 1.6 pA, GO(0) = 1.4 dB. The IAMP current

2The sinc anti-aliasing filter is referred to as the AAF or SINC in some of the figures.
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Figure 4-31: Filter frequency response: iSAAF =150 nA, bc=31, ba=1, 2iAMP=

1.6 ptA, GQ(0) = 1.4 dB.

was set relatively high to extend its bandwidth. Clearly, the filter amplitude response

is extremely flat up to 1 kHz with less than 1 dB of attenuation, and has sharp notches

at multiples of f8 = 10 kHz. Fig. 4-32 shows the magnitude of the transfer function

versus linear frequency to highlight the depth and width of the notches. Notice that

while the 3 dB frequency is at 4.0 kHz, more than 50 dB of attenuation is achieved at

10 kHz. Fig. 4-33 zooms in more and shows that more than 17 dB of attenuation is

achieved in the f, ± 1 kHz band, and more than 35 dB of attenuation is achieved in

the f8 ± 100 Hz band. Note that the notch's trough actually falls at a slightly higher

frequency than f8. This is because the short amount of time necessary to discharge

the integrating capacitors leads to a time window slightly smaller than T,.

Figs. 4-34 and 4-35 show the frequency response of the cascade between the IAMP

and the filter (IIAMP = 400 nA). Notice that their combined filtering leads to more

than 40 dB of attenuation in the f8 ±1 kHz band, and more than 50 dB of attenuation

in the f8 t 100 Hz band.
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Figure 4-34: System frequency response (IAMP + filter) plotted with a linear fre-
quency axis: iSAAF = 150 nA, bc=31, bR=l, iIAMP = 400 nA, G4(0) = 1.4 dB.
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Figure 4-36: IAMP input-referred RMS noise voltage density.

4.6.2 Input-Referred Noise Measurement

IAMP

Fig. 4-36 shows the input-referred noise of the IAMP when measured at the output

of the top ADC in Fig. 4-28. The noise measurements were made by digitizing the

output of the LAMP when the input was set to zero. Ten seconds worth of the ADC's

output signal were stored (f., = 10 kS/s) and an FFT was performed on the signal.

No anti-aliasing filter was used and the noise was referred to the input by dividing

the voltage spectral densities by the mid-band gain of the IAMP.

Notice that the input-referred noise at low frequencies has a 1/f2 shape as pre-

dicted by the noise analysis in Section 4.3 and is independent of bias setting.3 This

noise is due to the feedback resistor Rf, and theoretically should be about 5.3 ptV at

0.1 Hz. The measured value is about 9.0 psV which is a bit higher. Beyond =1 Hz,

the noise drops with a slope of 1/f as also expected. This is part of the spectrum is

dominated by flicker noise in the LAMP and is largely independent of bias current,

3Note that the 1/f 2 term relates to power, whereas the noise figures plot RMS noise voltage

density so the slope is 1/f on the plot.
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although it seems to be somewhat lower for IAMP= 800 nA.

At higher frequencies, the noise density flattens and is reduced for higher bias

settings as predicted in Section 4.3. This part of the spectrum is dominated by the

IAMP's thermal noise. For IIAMP = 800 nA, the noise seems to be higher than

expected at higher frequencies. As shown in the next subsection, this is caused by

aliasing and the expected results occur when the signal is passed through the filter

before digitization.

Filter

Fig. 4-37 shows the input-referred noise of the system for four IAMP bias settings

when the output is taken from the filter. The filter bias current was set to ISAAF = 150

nA for all four measurements. The results look nearly identical to those in Fig. 4-

36, except the noise is lower at higher frequencies for IIAMP= 8 0 0 nA. As expected,

the thermal noise drops by 3 dB each time the bias current is doubled. For a bias

setting of IIAMP = 800nA, the input-referred noise density is ~ 90 nV/Vil , which

is slightly better than the requirements. The power consumption for the IAMP and

filter under these settings would be PIAMP = 1.2 [LW and PSAAF = 225 nW, for a

total of PTOT = 1.425 pW.

Fig. 4-38 compares the input-referred noise of the system when measured at the

outputs of the IAMP and filter. For IIAMP = 800 nA, the noise is nearly identical

at low frequencies, but for higher frequencies the noise is higher when measured at

the output of the IAMP. The extra noise is caused by aliasing. Since, the IAMP's

bandwidth is wider the Nyquist frequency, there is no anti-aliasing and noise beyond

f,/2 folds back to the ADC's- base band. As shown in the Fig. 4-32, the bulk of

the filter's filtering occurs near multiples of f, = 10 kHz. However, even between 5

kHz f < 9 kHz, at least 4-20 dB of attenuation is achieved, which is enough to

lower the aliased noise significantly in the base band between 1 kHz-5 kHz.

At the lower IAMP bias setting of IIAMP = 100 nA, the IAMP bandwidth is sig-

nificantly lower and effects some anti-aliasing. For this reason, the noise is practically

identical whether measured at the IAMP or filter output. For either bias setting, the
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Figure 4-37: Input-referred noise of the system (IAMP + filter) as measured from
the output of the filter for four different IAMP bias settings and a constant filter bias
current of ISAAF = 150 nA.
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Figure 4-38: Input-referred noise of IAMP alone, and IAMP plus filter for two IAMP
bias settings for a constant filter bias setting of ISAAF = 150 nA.
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noise is nearly identical at low frequencies where aliasing is negligible. This confirms

that the IAMP's high gain results in the filter's noise having a negligible effect on the

overall noise performance of the system.

The significant amount of noise at lower frequencies confirms that chopping is

practically indispensable for small, low-power, CMOS-based IAMPs. The techniques

in [74] and [17] have some drawbacks, but result in significantly lower noise at low

frequencies. Using similar techniques, or novel architectures that incorporate chop-

ping, in conjunction with the filter architecture presented here and the notch filter,

would result in a very attractive sensor interface system.

4.6.3 Total Harmonic Distortion

IAMP

For the THD measurements, a larger input signal was necessary, so the 300 kQ resistor

in Fig. 4-28 was changed to 62 kQ such that the maximum signal at the IAMP's

input could be 20.5 mV,_p. Fig. 4-39 shows the output spectrum of the IAMP with

a 50 Hz, 20.5 mV,_, input signal. The IAMP was biased with IBIAS = 400 nA for

this measurement. The THD was less than 0.02% at 50 Hz and less than 0.1% for

all frequencies between 1 Hz and 1 kHz. This is significantly better than typical

requirements of THD<1% for input signals smaller than 5 mV [17] (for a system gain

of 40 dB).

Filter

Fig. 4-40 shows the output spectrum of the filter when its THD is about 1%. The

input signal for this plot was a 10.8 mV,_, sinusoid, which means the input to the filter

was 1.0 V,_p, since the IAMP's gain is 93.5. The bias current was set to iSAAF = 150

nA, and bR was set to its lowest setting of 0 which corresponds to a nominal value of

RS = 20 MQ.

Compression in the filter can occur from current limitations or voltage limitations.

Regardless of how much current is used, if the product of the input signal's peak-to-
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Figure 4-39: IAMP's output spectrum for an input signal of 20 m~-p The total
harmonic distortion was 0.02% at 50 Hz and below 0.1% for frequencies between 1
Hz and 1 kHz.

peak value and the filter's gain is larger than about 1.75 V, voltage compression begins

to occur. Of course, the ADC's input range is most likely significantly smaller than

this, so it is generally not a concern. This means compression will more likely occur

due to bias current limitations. As discussed in Section 4.4, the filter's transconductor

current begins to clip if 'uin,pk/R, > iis. We assumed earlier that ib e ISAAF/4, but it

is actually about 20% smaller since some current is used in the biasing circuitry and

the feedback branches. This means that for the measurement in Fig. 4-40, isb 30

nA, and the theoretical maximum peak value for the input signal that avoids clipping

is 600 mV. The measured value for 1% THD is 500 mV, which is very close.

The gain increases linearly with 1/R 8 , but the maximum input voltage that pro-

duces 1% THD is proportionately reduced. This results in a roughly one-to-one

mapping between the output voltage limits and the bias current ISAAF (for a given

Ce). Section 4.4 discusses appropriate strategies for biasing the filter properly, but

generally speaking ISAAF =150 nA is more than sufficient to avoid distortion for input

signals as large as 10 m~p
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Figure 4-41: Modified IAMP gain when 1.2 pF capacitors are connected between Vim

and ground and between the DAC's output and vi,. This gain can be used to find
the differential- and common-mode input impedances of the IAMP.

of the input impedances are Zc = 1/(jwCf) and ZD i /jC). Assuming this is

true and doing some algebra, we find that

Cc + 2 CD ~ Cf + i~ =( 1 - 1) CE = 11.4 pF. (4.81)

Fig. 4-42 shows (Yc + 2YD)/w which clearly shows that the input impedances are

capacitive. The value of 11.4 pF is well within the tolerances of the designed values

of Ci = 10 pF and Cf=100 fF, and the additional 1.3 pF could easily be due to PCB

trace and bondpad parasitic capacitance.

To distinguish between the differential-mode and common-mode input impedances,

a second experiment is necessary. In Fig. 4-28, the three resistors are removed, the

DAC is connected directly to vi, and it is also connected to Vim through a 1.2 pF

capacitor. With this setup, the input voltage of the IAMP is

v= VdacCC _ Va"' (4.82)
CE+& CC+CD A2
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Figure 4-42: Extracted capacitance values that can be used to extract the the
differential- and common-mode input impedances of the IAMP.

A frequency sweep of the IAMP's output voltage shows that the attenuation in this

case is 24.7 dB, such that A2 = 17.2x. Applying algebra to (4.80) and (4.82) shows

that

C =AA± CE =413 fF, (4.83)

and from (4.81), CD = 5.5 pF. The theoretical values for these capacitances were

CD = Ci/2 = 5.0 pF, and Cc = Cf= 100 fF, although we noted earlier we expected

the real values to be somewhat larger due to parasitic capacitances on the PCB and

bondpads. Overall, these experiments confirm our analysis about the differential- and

common-mode impedances. The resulting impedances are very large, just as desired.

IAMP Common-Mode Rejection Ratio

The common-mode rejection ratio was measured using the same setup in Fig. 4-

28, except the 16 kQ resistors were removed, and the two inputs to the IAMP were

shorted together. This resulted in an input signal of 100 mVp A frequency sweep

revealed that the IAMP's common-mode gain was very flat between 1 Hz-i kHz
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and GIAMPCM < -21 dB for all frequencies in that range. Since the differential-

mode gain is 39.4 dB, the CMRR is greater than 60 dB at all frequencies between

1 Hz-1 kHz. This is a relatively low value and probably due to mismatch in the

feedback impedance networks. Nonetheless, as stated previously, the input common-

mode voltage should be limited to vi,cM <-VDD = 1.5 V,_, using third-electrode

techniques to avoid clamping from ESD protection circuits. This would result in an

effective input-referred differential voltage of 1.5 mVp-p, which can be notched out

with the mixed-signal notch.

Filter Programmable Gain

Fig. 4-43 shows the measured gain of the filter versus resistance settings bR, for each

capacitance settings bc. The highest line represents a setting of bc = 0 and the lowest

represents bc = 31. Fig. 4-44 shows the same data but the gain is plotted against

bc. The highest line represents bR = 7. As discussed in Section 4.4, the filter's gain

is G4 = 1/(RCf). From Fig. 4-43 it is clear that for a given bc setting, about 20

dB can be tuned using bR. As also discussed in Section 4.4, predefined settings can

be stored in a look-up table to tune the gain in approximately 1 dB steps.

4.6.5 Notch Filter

Figs. 4-45 and 4-46 show the magnitude and phase of the system transfer function

including the IAMP, filter, ADC, digital block, and DAC. The magnitude plot was

normalized to the mid-band gain to highlight the attenuation of the notch. The

measurements were made for three different settings of Gf C [2-18, 2-20, 2-22]. For

smaller values of Gf, the notch gets narrower, as expected, and the phase transition

is also sharper. For this measurement the notch was tuned to 60 Hz, although it can

easily be set to other frequencies.

Fig. 4-47 shows the system's output when a 50 Hz square was is used for the

input. The top and bottom plots respectively show the output when the notch is

turned off and on. 4 Notice that, when the notch is turned on, the system's output

'Students who have taken 6.302 with Prof. Roberge will recognize this plot as a similar notch
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Figure 4-43: Filter gain versus bR setting for each bc setting. The higher lines repre-
sent low capacitance settings.
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Figure 4-44: Filter gain versus bc setting for each bR setting. The higher lines repre-
sent low resistance settings.
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Figure 4-45: Magnitude of the closed-loop frequency response of the system with the
notch on (normalized to the passband gain to highlight the notch's attenuation). The
gain of the digital block was varied to show the programmability of the notch width.
The center frequency of the notch can be set arbitrarily.
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Figure 4-46: Phase of the closed-loop frequency response of the system with the notch
on. Smaller settings for Gf result in a sharper notch and a narrower bandwidth of
phase distortion.
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Figure 4-47: Time-domain measurement of the output of the system when the notch
is turned off (top) versus on (bottom). For this measurement, the notch frequency
and the square wave fundamental frequency are both set to 50 Hz. The bias settings
are: IIAMP = 400 nA, ISAAF = 150 nA, VrefD =10 mV

looks like a square wave with the fundamental removed. Notice also that the step

response of the system does not show significant peaking since the phase margin is

always greater than 90".

Fig. 4-48 shows the input-referred spectrum of the system's output when a rela-

tively large input signal is applied to its input (60 Hz, 1 mVrms). The fundamental is

attenuated by about 55 dB, but small distortion tones appear at multiples of 20 Hz

caused by nonlinearities in the DAC. The largest in-band tone is smaller than 3 pIVrms

and scrambling techniques such as sigma-delta modulation could probably be used

spread their energy below the thermal noise level. Fig. 4-49 shows the input-referred

noise spectrum of the system's output when no signal is applied. Note that some

of the tones disappear, but the one at 60 Hz remains. This results from the system

attempting to cancel out noise near 60 Hz by dithering the LSB of the DAC. It is

also important to note that the thermal noise outside the notch bandwidth remains
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Figure 4-48: Input-referred RMS voltage spectral density when a 60 Hz, 1 mV signal
is applied to the input of the system. The blue line shows that when the notch
is turned on, the interference is eliminated, although other harmonics appear. The
new harmonics are much smaller, however. The bias settings are IIAMP = 400 nA,
ISAAF = 150 nA, VrefD =10 mV
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Figure 4-49: Input-referred RMS voltage spectral density when no input signal is
applied. The blue line shows that any added broadband noise is negligible, although
a small tone appears at 60 Hz. The bias settings are IIAMP = 400 nA, ISAAF = 150
nA, VefD =10 mV

unchanged. In other words, the notch does not add significant broadband noise.

Physiological Measurements

Fig. 4-50 shows an actual EKG measurements made with the prototyped system

with the notch filter turned off and without the use of a third electrode. Clearly,

a significant amount of 60 Hz noise corrupts the signal. Fig. 4-51 shows an EKG

measurement when the notch filter is turned on, illustrating how effective it is at

eliminating 60 Hz interference. Fig. 4-52 shows a second EKG measurement, where a

10 MQ resistor was placed between vim and ground to degrade the system's CMRR.

Significantly more common-mode PLI is converted to differential-mode interference

as expected. Fig. 4-53 shows the same measurement with the notch on.
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Figure 4-50: EKG measurement with the notch filter off.
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Figure 4-51: EKG measurement with the notch filter on.
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Figure 4-52: EKG measurement with the notch filter off. A 10 MQ resistor was
placed between vim and ground for this measurement to create a mismatch between
the common-mode input impedances and reduce the system's CMRR. This results in
significantly more PLI corruption.
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Figure 4-53: EKG measurement with the notch filter on showing how the notch filter
is very effective at canceling PLI.
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4.7 Summary

Recent advances in the energy efficiency of data converters make it possible to use

oversampling when digitizing biomedical signals with minimal penalty to the overall

power consumption of the system. A small, energy-efficient sensor-interface system

has been presented that leverages oversampling to relax the specifications of other

blocks and enable the use of unconventional technique for anti-aliasing filtering and

interference cancelation. The result is a reduction in overall area and power consump-

tion, while widening the dynamic range of the system.

Measurements of the prototype system prove the concept of performing anti-

aliasing filtering using charge-sampling, which results in a sinc frequency response

and programmable gain. The filter can be implemented using little area and con-

sumes less than 225nW under most circumstances.

A notch filter that uses mixed-signal feedback was also implemented in the pro-

totype. Its notch center frequency and width can be programmed digitally and made

arbitrarily narrow without a significant area or power penalty. The additional hard-

ware necessary to implement it is marginal because most of the blocks are necessary

for open-loop operation, and the power consumption is also marginal because the

feedback DAC can be implemented with passive components. For systems where

the upper limit of the dynamic range is set by interferers, the notch filter can relax

the specifications of the blocks in the forward path, including the ADC, resulting in

smaller area and lower power.
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Chapter 5

Conclusion and Future Work

5.1 Summary of Contributions

The overarching goal of the research presented in this thesis was to develop an ultra-

low power transceiver for medical implant communications and a digitally-assisted

sensor interface for biomedical applications. The transceiver was designed for the

Medical Implant Communications Services (MICS) band, as it is the singular wireless

band specifically reserved for medical implants. The super-regenerative architecture

was selected for the receiver, but we found that sensitivity and selectivity analysis

was lacking in the literature and determined it would be valuable to perform such

analysis.

This endeavor led to the development of a novel frequency-domain model that

enables the prediction of an SRA's response to arbitrary deterministic and stochas-

tic input signals. The model, described in Chapter 2, facilitates the estimation of

sensitivity and selectivity in super-regenerative receivers, and enables a performance

comparison between different pulse-shaping techniques. After developing the theory,

we designed a discrete-component prototype to validate the model and found there

was excellent agreement between the theoretical and measured results. Specifically,

we were able to predict the sensitivity of the receiver within 1 dB and the selectiv-

ity matched to within a fraction of a dB over a significant portion of the frequency

response.
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As described in Chapter 2, SRAs perform filtering, amplification, frequency trans-

lation, and envelope sampling with a single circuit. This eliminates the need for other

RF blocks that typically consume significant power. While the SRA's selectivity is

limited compared to the super-heterodyne and homodyne architectures that perform

filtering at baseband frequencies, its power consumption can be significantly lower

for similar sensitivity performance. Furthermore, since the input signal is injected

directly into the SRA's oscillator, an inductive antenna can be used as part of its

resonator. This is not possible with most other receiver architectures and enables the

use of the simple transceiver described in Chapter 3.

The transceiver presented for MICS used a single digitally-controlled oscillator to

implement a direct frequency-shift-keying transmitter and super-regenerative receiver.

Both the transmitter and receiver achieved ultra-low power operation while meeting

the specifications of the MICS band. At a bit rate of 120 kbps, the transmitter

consumed less than 350 pW, resulting in a 2.9 nJ/bit figure of merit, which is excellent

for narrow band transmitters. Simple improvements to this architecture would allow

a bit rate of 200 kbps that still meets MICS requirements and would lead to a 1.8

nJ/bit figure of merit.

The receiver was implemented using the same DCO as the transmitter, but con-

figured to function as an SRA. Along with a fully differential envelope detector and

a comparator with programmable DC offset, the SRA is used to synchronously de-

modulate on-off keyed input signals. The demodulation is performed using a digital

counter to measure the startup time of the SRA. This novel technique simplifies

the process for selecting an optimal demodulation threshold, and enables low supply

voltage operation while bypassing the nonlinearity issues associated with linear-mode

SRA receivers. With a supply voltage of 700 mV, the receiver achieved a sensitivity

of -99 dBm at a bit rate of 30 kbps and -93 dBm at 120 kbps, while only consuming

400 pW of power. At a bit rate of 120 kbps, this translates to a 3.3 nJ/bit FOM that

is also excellent for narrow band receivers.

A frequency correction loop was also demonstrated that can be used to accurately

set the carrier frequency of the transceiver without the use of a frequency synthesizer.
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The FCL exploits temperature regulation in the body and incorporates the base

station to eliminate the need for a crystal oscillator in the implanted device. A

prototype of the system showed that it was stable under multiple conditions and

converged very quickly.

In addition to the MICS transceiver, a digitally-assisted sensor-interface for biomed-

ical applications was presented. The two main contributions of the DASIBA project

were the development of a novel anti-aliasing filter and a mixed-signal feedback

technique for interference cancelation. The DASIBA system leverages oversampling

to relax anti-aliasing requirements and implements an area/power efficient, charge-

sampling Sinc anti-aliasing filter with programmable gain. The full system includes

the following on-chip components: a fully differential instrumentation amplifier, a

Sinc anti-aliasing filter, and a charge-redistribution feedback DAC; along with the

following off-chip components: a 16 bit ADC and an FPGA. The on-chip components

were implemented on a 0.18 pm CMOS process.

Using the feedback DAC and simple digital logic (implemented on the FPGA), a

mixed-signal control loop was developed to cancel out interferers at the front end of

the system. This mixed-signal feedback technique has multiple benefits. First, it re-

laxes the dynamic range requirements for all of the forward path blocks, including the

IAMP, filter, and ADC. Second, it eliminates the need for bulky passive components

used in purely analog implementations of architectures that are conceptually similar.

This results in significant power and area savings. Third, the digital nature of the

feedback path make the system significantly more flexible than analog implementa-

tions. For example, the center frequency of the notch and its width can be easily

reconfigured digitally. Fourth, this implementation adds minimal area and power to

typical open loops systems because the main blocks used to implement it are already

present. The only additional hardware required is the feedback DAC and simple dig-

ital logic. Further, by implementing the feedback DAC using a charge redistribution

technique, the increase in system power consumption is negligible. Finally, by adding

parallel digital blocks, at minimal area and power costs, this technique can be used

to notch out multiple interferers. By leveraging clever digital design, it is likely that
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more elaborate filtering is possible using this technique.

The prototype developed to test many of these concepts was highly flexible and al-

lowed tradeoffs between noise, bandwidth, and power. The anti-aliasing filter achieves

more than 38 dB of attenuation in the aliasing bands while typically consuming less

than 100 nW of power. It further allows for more than 40 dB of gain programmability

and achieves excellent linearity for differential outputs as large as 1.5 Vpp, while using

a supply voltage of only 1.5 V. Bench-top measurements of the system showed that

the mixed-signal feedback loop is capable of attenuating large interferes by more than

55 dB. Simple human tests showed the system could measure EKG signals accurately,

and was effective at eliminating 60 Hz power line interference, even under simulated

worst-case conditions.

5.2 Future Work

Despite the long history of super-regeneration circuits, they have garnered renewed

interest for various reasons. First, they leverage positive feedback to effect very high

gain while using components with relatively .low gain. This has been exploited al-

most exclusively for RF receiver applications, but there may be baseband applications

that can leverage carefully implemented positive feedback. So called "regenerative"

comparators use positive feedback in a very similar way to SRAs, but there is little

evidence in the literature that attempts have been made to use controlled quench

signals to benefit from the filtering qualities of super-regeneration. As CMOS tech-

nologies scale, the intrinsic gain of transistors is degraded. Concurrently, reductions

in supply voltages progressively restrict the use of cascoding. There is, therefore, a

growing incentive to find innovative ways of extracting as much gain as possible from

circuits with low inherent gain, and super-regeneration may play a significant role.

A second benefit to super-regeneration is that it breaks the linear tradeoff between

gain and bandwidth typically associated with LTI systems. Learning how to exploit

this idiosyncrasy in baseband circuits may be another interesting field of study.

For the MICS transceiver described in Chapter 3, future work may include the
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fully wireless implementation of the frequency correction loop. The prototyped system

used bench-top equipment to implement the frequency estimation, and the correction

command was sent directly to the MICS chip through a wire-line connection. Work-

ing out synchronization issues and efficient frequency estimation would make for an

interesting project. Also, the development of antennas that are small and efficient,

while maintaining a relatively high Q will remain an interesting field of future study.

There are various improvements that can be made to the DASIBA system de-

scribed in Chapter 4. First, the ADC should be implemented on-chip and should

be co-designed with the filter. Most ADCs with low energy FOMs are successive

approximation converters that sample a signal on a capacitor array and digitize its

value periodically. The conversion process is usually very fast compared with the

sampling period and most of the circuits are off during sampling. An area efficient

implementation of the filter and ADC is possible if the filter's integrating capacitor

is used as the ADC's sampling capacitor. The bulk of the SAR ADC's area is usually

consumed by the capacitor array, so the area necessary to implement the ADC should

be marginal. In such an implementation, a shared capacitor array would integrate

the current generated by the filter's transconductor, and the ADC would digitize the

output signal at the end of each period. This would eliminate the need for a buffer

and reduce the area of the system.

Noise shaping can also be incorporated into the DASIBA system as a second

improvement. In our current implementation, we exploited oversampling, but not

noise shaping. We showed that for systems where the upper limit of the dynamic

range is set by interference, the notch filter relaxes dynamic range requirements of

other blocks. However, the dynamic range of the system then becomes limited by the

dynamic range of the DAC. By using noise shaping through sigma-delta modulation,

for example, the dynamic range of the DAC, and therefore the system, could be

extended.

A third improvement to the DASIBA system would be to incorporate chopping,

while leveraging the mixed-signal technique developed for the notch filter to reduce

the overall area of the IAMP. As explained throughout Chapter 4 and Appendix
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A, chopping is practically indispensable for low-power CMOS biomedical systems to

limit the amount corruption caused by high flicker noise at low frequencies. The

architecture we implemented was flawed and prevented us from using the choppers,

but other architectures are discussed in Appendix A that could be built upon. For

such architectures, integrators with very high time constants are used to cancel out

electrode DC offset components that otherwise saturate the system. As shown in

Chapter 4, implementing these large time constants in the digital domain is far less

area intensive and lends itself to greater flexibility.
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Appendix A

Chopper-Based IAMPs

As discussed in Section ??, flicker noise and amplifier DC offset are major aggressors

that degrade the performance of biomedical IAMPs. Chopping is a technique com-

monly used to mitigate the effects of these aggressors. Fig. A-1 shows a symbolic

representation of an up-chopper and a down-chopper (top), the symbol for a fully

differential chopper (bottom left), and the common switch-based implementation for

such a chopper (bottom right). Fig. A-2 shows a time domain representation of what

chopping does to a sinusoidal input signal va. The chopping waveform Xch is not

given the designation of a voltage to highlight the fact that switch-based choppers

do not perform analog multiplication, but rather commutation (i.e. they reverse the

polarity of the input signal periodically). Chopping a signal, therefore, is equivalent

to multiplying it by a square-wave with unity amplitude and a DC value of zero. As

shown in Fig. A-2, passing an up chopped signal through another chopper with the

same phase returns the signal to its original shape (i.e. down-chops the signal).

A.1 A Simple Chopper-Based IAMP

Fig. A-3 illustrates what a circuit implementation of a system might look like. The

OpAmp is modeled as a single pole system (the dominant pole) with gain A0 . Un-

fortunately, there are three main weaknesses to this simple approach. First, since the

signal is at a much higher frequency during amplification than before chopping, the
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Figure A-1: A simple representation of choppers (top), a symbol for a fully differential
chopper (bottom left), and a switch-based implementation of a differential chopper,
typically implemented with MOS switches (bottom right). Clocks signal #1 and #2
are often made non-overlapping, but can simply be inversions of each other.
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Figure A-2: Time-domain chopping waveforms.
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Figure A-3: A simple chopper-based IAMP.

dominant pole frequency of the OpAmp must be much higher than if chopping were

not used if the benefits of feedback are needed.

For most types of OpAmps, the dominant pole frequency is proportional to the

transconductance of the first stage which is proportional to the bias current (assuming

weak inversion operation for CMOS amplifiers). Of course, the input-referred noise

is also related to the bias current of the first stage, so the bandwidth of the OpAmp

is often significantly higher than it needs to be to satisfy noise requirements. For

practical IAMPs and chopping frequencies, however, the method of chopping shown

in Fig. A-3 is not energy inefficient.

The second drawback to this approach is that the switches of the input chopper

and the input capacitors Ci combine to create a switched capacitance resistor. The

effective resistance across the inputs vi, and vim is

Ref 1 (A.1)
2Cifch

Since the mid-band, closed-loop gain of the IAMP is Ci/Cf, Ci is usually much larger
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than Cf and can result in a low input impedance. For example, if Cj=10pF and

fch=10kHz, Reff=5MQ. While this value may seem large, applications such as EEG

often require a differential input impedance greater than 100MQ because the electrode

impedances can be very high [74]. An input impedance of 5MQ could attenuate the

desired signal at the front end and ruin the signal-to-noise ratio.

The third drawback to this approach is that the electrode DC offset (EDO) can

saturate the amplifier since it can be as large as ±300mV in some applications [69].

Unlike amplifier DC offset, EDO cannot be eliminated through chopping since it is

added to the desired signal before the chopper. For an EDO of 1OOmV and an IAMP

gain requirement of 100, this would require a supply voltage greater than 10V to avoid

saturation. Put another way, for an input referred noise requirement of l1pVrms, this

leads to a requirement of nearly 100dB of dynamic range.

A.2 Current Feedback IAMP with EDO Cancela-

tion

To mitigate the effects of the second and third drawbacks (low input impedance and

EDO saturation), [74] proposes using a current feedback IAMP with a feedback in-

tegrator to cancel out the up-converted EDO. Fig. A-4 shows a simplified schematic

of the architecture. The mid-band gain of this amplifier is set by the ratio R 2/R 1 .

The transconductor uses internal feedback to achieve good linearity and a transcon-

ductance of Gmi ~ 1/R1. Since there are no large capacitors connected to the input

chopper, only the parasitic capacitance of the transconductor's input pair contribute

to the parasitic switched capacitor resistance. Substituting C, for Ci in (A.1) gives

the parasitic resistance. As an example, for Cp=500fF and fh=10kHz, Reff=0OMQ

which meets the specifications of EEG amplifiers.

The amplifier A2 , integrator, and current source (shaded gray) in Fig. A-4 are

used to create a closed-loop high-pass filter that attenuates the up-converted EDO.

Intuitively, this is how the servo loop operates: for a large EDO, the output voltage
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Figure A-4: A chopper-based IAMP that uses a linear transconductor instead of
an OpAmp resulting in a higher input impedance [74]. A feedback path is used to
attenuate the up-converted EDO.

is initially large and the transconductor saturates. This voltage is integrated, up

chopped, and fed back into the transconductor via R1 in anti-phase to cancel out the

up chopped EDO and prevents the transconductor from saturating while allowing the

amplification of small signals. The high-pass corner frequency is set by R 1, R 2, and

A2 which is set via an external resistor and capacitor in [74]. There are limitations

to how large an EDO this architecture can cancel out because the current fed back

to the transconductor cannot exceed its bias current. Further, for EDO value beyond

50mV, the CMRR is degraded.

While this technique is effective at increasing the input impedance of the IAMP

and filtering the EDO (for values below 50mV), it has a few of drawbacks. First, it

requires the use of external components to set the integrator's gain, which make it

less competitive for fully integrated, multi-electrode applications. Second, the NEF

is 9.2 which is significantly worse than other designs and becomes worst for lower

supply voltages. Third, a supply voltage of 3V is used which could be reduced with

other architectures to minimize the power consumption. Fourth, the input common-

mode DC voltage is limited to a range between 1.05V and 1.7V, which may not

be guaranteed depending on the electrode setup. Finally, the bulk of the signal

amplification occurs while the input signal is up chopped, which means that the

bandwidth of the transconductor must be high, or the closed loop gain must be kept
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relatively low. For applications where the input referred noise must be very low,

this is not an issue since the transconductor's bias current must be relatively high

to reduce noise, and bandwidth is extended as a result. However, for applications

such as EKG where the noise specifications are less stringent, the bandwidth of the

amplifier may become the dominant reason to use higher bias current, degrading the

NEF of the system.

A.3 OpAmp-based IAMP with EDO Cancelation

An alternative to the techniques of [74] was presented in [17] where chopping was

also used to mitigate the effects of flicker noise and feedback was used to mitigate the

effects of EDO saturation. Fig. A-5 illustrates a simplified version of the IAMP. A

two stage OpAmp was used, but the down-chopping was done after the first stage as

opposed to the more common method of chopping after the second stage. To highlight

this, the two stages are drawn separately. As with most two-stage OpAmps, Miller-

compensation is used to create a dominant pole at a much lower frequency than

the non-dominant pole (illustrated here with the effective capacitance A2Cc). By

chopping down the output current of Gmi, however, the desired signal is returned to

base-band before it is filtered by the dominant pole. This alleviates the bandwidth

requirements of the OpAmp since the desired signal is no longer at the chopping

frequency. It also helps filter the up chopped DC offset of the OpAmp.

The top feedback path (black) in Fig. A-5 sets the mid-band gain similarly to

classical feedback amplifiers, except that the signal must be chopped back up. A

second feedback path (gray) is added to filter out the EDO using an integrator as

in [74]. This path creates a closed-loop, high-pass response with a corner frequency

of

Whp = chpWi, (A.2)
cf

where wi is set by a capacitor and resistor (w = 1/(CintRint)). Since this corner

frequency must be very low (<0.1Hz), the product of Rint and Cint must be extremely

large relative to typical monolithic component values. Further, the maximum EDO
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Figure A-5: A chopper-based instrumentation amplifier with an additional feedback
path to cancel EDO [17]. Down-chopping is performed before the dominant pole
to relax the bandwidth requirements and filter the up-converted DC offset of the
OpAmp.

that can be eliminated is

VEDO,max Chp VDD (A.3)
Ci2 (A3

creating a tradeoff between large values of Chp for large EDO cancelation versus small

values of Chp to limit the size of Rint and Cint. Further still, the input referred noise

is

Vn,rti (C + Ci f) n,amp (A.4)

creating a further incentive to minimize Chp. As a result of these tradeoffs, the

maximum EDO must be limited to a relatively low value. In [17], the maximum

EDO that can be canceled is 50mV, and still an 800pF cap was necessary along with

a 4.2GQ switched-capacitor resistor. The integration capacitor alone consumed about

1mm 2 which more than doubled the total die area.

The main benefits of this technique were that it 1) reduced the 1/f corner frequency

to about 1Hz, 2) allowed for up to 50mV of EDO to exist without saturating the

amplifier, 3) achieved an impressive NEF of 4.6, and 4) does not suffer from the same

limited input common-mode voltage range as [74]. The main drawbacks are that 1)
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the input impedance is relatively low (8MQ), 2) the system is relatively large (2mm 2 ),

3) the CMRR is limited (80dB at 60Hz), and 4) the allowable EDO range is relatively

low.

A.4 IAMP based on a Chopper-Stabilized OpAmp

The final architecture to be examined is presented in [65] and shown in Fig. A-6.

Here, an attempt was made to simultaneously correct the three weaknesses described

earlier with the IAMP in Fig. A-3; namely: low input impedance, saturation due to

large EDO, and need for a high bandwidth OpAmp. Note that with the exclusion

of the integrator in the feedback path, this architecture is similar to the one shown

in Fig. 4-7, but using a chopper-stabilized OpAmp. Since the inputs to the OpAmp

are low-impedance nodes in the sense that feedback forces a virtual ground condition

there, the input impedance to the IAMP is simply the series combination of the input

capacitors (i.e. 2/jwCi). As noted in the paper, however, the parasitic capacitors (C,)

combine with the chopping switches to create a switched-capacitance resistor between

nodes Vp and Vn. The benefit of placing the chopper at this location is that this

parasitic resistance does not affect the input impedance of the IAMP as in [17].

In [65], it is stated that the parasitic conductance created by the switched-capacitors

multiplies with the amplifier's DC offset to generate a current Ios,CHOP, resulting in

a very large DC offset since Rf must be very large to create a sub-Hz high-pass corner

frequency. The work presented in this thesis used a similar architecture, so we present

a detailed analysis of this architecture.

Detailed Analysis of an IAMP using a Chopper-Stabilized OpAmp

To simplify the analysis of the system in Fig. A-6, we first redraw the equivalent

single-ended version and add the noise sources of each major element as shown in

Fig. A-7. We can then create the block diagram for this schematic as shown in Fig.

A-8 (A). The presence of the choppers in the block diagram can be distracting since

these are generally reserved for LTI systems. With some simple manipulations, they
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Figure A-6: A chopper-based IAMP with the input choppers connected at the input
of the OpAmp [65]. A second feedback path is used to reduce the DC offset caused
by the parasitic switched-capacitor resistance created by the input choppers and Cp.

R iAM nFig i

C itv n

v C - vch n

v

R A(s) -o
P

np

Figure A-7: Single-ended model of the chopper-stabilized IAMP in Fig. A-6 including
noise sources and the parasitic switch-capacitor resistance R.-

209



Z=(G +G +G +sC.+sC)
V. Ga P int f 1

mnt int

Vvp G x vxXh p Xch na Xch

XV h as~ ) .(C 1  0~fRffi Sc Z A(s)

paV nff

v G o /ngmi mt mt--- - G sC+G. )o sS(f tint

@ @D
ch na chenadch ch ch

b c A(s) II2c A(s)

vn GO o0 = R G RC
- mit it eff:RI int )Gmi mt n)

vP G
oA

nf Gf

vngmi -G, pn s ___Cso,(/o)s -

Figure A-8: (A) shows the block diagram of the system in Fig. A-7 including the

choppers. (B) and (C) show how the position of the input chopper can be shifted

without affecting the transfer function. (D) shows the simplified, equivalent block

diagram with the choppers removed.
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can be removed without changing the transfer functions of the system. First note

that

oc = VaXch + Vna = VaXch + Va , (A.5)

as shown in Figs. A-i and A-2. Eqn. (A.5) can be rewritten as

oc = Xch (Va + VnaXch) , (A.6)

which allows us to replace the portion of the block diagram illustrated in Fig. A-8

(B) with that in (C). We can further eliminate the two choppers in (C), since their

product is unity. To further simplify the diagram, we move the VnaXch summer to the

left of Za and multiply it by Ya, which is the inverse of Za. Finally, we merge the two

summers. The final block diagram is shown in Fig. A-8 (D) and allows us to easily

determine the effect of each signal and noise source on the output voltage v.. Fig.

A-8 (D) includes the actual transfer functions of the amplifier (modeled as gain A0

with a single, dominant pole), and the impedances are rewritten as poles and zeros

with the relevant frequencies defined as wpi, Wf, Wef!, and wo (the last one being the

dominant pole of the OpAmp).

The loop gain is readily determined to be

LG(s) = woAoCf (s + wf)(s + Wef). (A.7)
sCi(s + wo)(s + Wp )

As an example illustrating the characteristics of this transfer function, Fig. A-9

shows the Bode plot for some typical component values and their resulting frequencies.

Specifically, Cf = 100 fF, Ci = 10 pF, R, = 500 M, Rf = 10 TQ, Rint = 10 TQ,

Ao = 1E6, Wint = 27r x 10 mHz, and wo = 27r x 1 Hz. The frequencies of interest are,

therefore, fint = 10 mHz, feff = 10 mHz, ff = 159 mHz, fo = 1 Hz, and fi = 32 Hz.

Notice that there is no threat to stability since the phase of the loop gain is nowhere

near t180'. Obviously the non-dominant poles of the OpAmp must be accounted for

at the higher frequencies, and from the Bode plot, it is clear that they should lie near

or beyond 10 kHz.
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Figure A-9: Frequency response for the ioop gain of the block diagram in Fig. A-8 for
typical values that result in a stable system. These values are fj~ =10 mHz, feff =10
mHz, ff = 159 mHz, fo = 1 Hz, and fpi = 32 Hz.

Since the loop gain is much larger than unity for frequencies below 1 kHz, the

closed loop response of the feedback loop can be accurately approximated as the

inverse of the feedback factor #(s):

1 s
HCL (s) ~ - - (A.8)

#(s) Cf (S + Wf)(S + Wef),

This allows us to easily determine the transfer function from the input signal and

each noise source to the output voltage. For example, the signal transfer function is

Hsig(s) = * . (A.9)
Cf (s+oWf)(s + Wef)

The Bode plot for signal transfer function is shown in Fig. A-10. As shown, the desired

high-pass characteristic is achieved and the mid-band gain is set by Ct/Cf = 100. The

noise sources from each of the resistors (Rf, R,, and Ring) each have similar transfer

functions, only scaled by their conductances. For the parasitic resistor Rp, the transfer
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Figure A-10: Closed-loop frequency response of the input-output transfer function
for the block diagram in Fig. A-8 for typical values that result in a stable system.

function is

H (s) =R.S(A.10)
RCf (s + Wf)(S + Weff)

Fig. A-11 shows the Bode plot for this transfer function. Unfortunately, although

there is a zero at DC that eliminates any DC offset that would otherwise be amplified

by the ratio Rf /R,, the transfer function shows there is a large amount of gain at

mid-band. At frequencies below 1Hz, this may not be critical since it is outside the

bandwidth of the desired signal. However, at 1Hz (the typical lower bound of the

signal bandwidth) the noise is amplified by 70dB. Beyond wf, the amplitude frequency

response is approximately
1

H,(w) = (A.11)
wCf R,

Since the noise specifications of the IAMP are given with respect to the input, it

is useful to refer all noise sources to the input. As shown, in the band of interest the

IAMP gain is simply Cil/Cf, which means we can refer the output noise sources back

to the input by dividing their transfer functions by the gain. For example, for v,,
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Figure A-11: Closed-loop frequency response of the resistor R,'s noise-to-output
transfer function for the block diagram in Fig. A-8.

the input referred noise transfer function can be approximated as

1
H,(w) = . (A.12)

wCiR,'

Although R, is a switched-capacitor resistance, it has a noise spectral density that

can be modeled as white noise for frequencies well below the switching frequency

and has the same value as the noise for a normal resistor of equal value; namely

Sn(f) = 4kTR, (for single-sided spectra) [22]. As a result, the input-referred noise

spectral density resulting from the parasitic resistance is

4kT R, 4kT 1
= S.(f)|H,j(f) ~ (A.13)'=I 27rf CiR \ R, 27rf Ci

As discussed in Chapter 4, the goal for input-referred voltage noise spectral density

is 100 nV/v/Iiz. Using the values of R, = 500 MQ and Cf = 100 fF used previously,

we find that the input-referred noise spectral density at 1 Hz for R, is 92 pV//fiz.

This is nearly three orders of magnitude larger than the desired value!
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Note that, although R,'s noise is white, its effective noise PSD is colored. In the

band of interest, the input-referred noise PSD drops as 1/f 2 or 20dB/dec as opposed

to the 10 dB/dec drop associated with flicker noise. Using the example above, this

means that the noise will drop below our desired goal of 100 nV/v/Hz for frequencies

above 920 Hz.

From (A.13), it is clear that the noise effects of R, are far worse than those of

Rise and Rf, since those are much larger. Using the same analysis as above, yields

an input-referred noise density of 650 nV/V/fiz for each resistor, which is still larger

than the desired amount, but only by a factor of 6.5 (i.e. the corner frequency would

be at 6.5 Hz).

The parasitic capacitance of the OpAmp can be made only so small, and the chop-

ping frequency must be larger than the 1/f corner frequency of the OpAmp's noise

PSD plus the signal bandwidth. This means that the value of R, cannot be arbitrarily

increased, and is limited to values smaller than 10 GQ, and more commonly ~500

MQ. Assuming the latter, the input capacitance would have to be about 10 nF to

achieve the desired noise performance, and should be even larger to reduce its noise

contribution significantly below the OpAmp's. Such large capacitance values are not

compatible with fully monolithic designs.

The two remaining noise sources to analyze are vna and vgmi. The input referred

noise of the OpAmp, vna, is particularly interesting for three reasons: 1) by design, it

is intended to be the dominant noise source, 2) it is up chopped in the block diagram

of Fig. A-8, and 3) it contains a significant DC offset and 1/f noise. As shown in

Fig. 4-2, chopping a signal up (i.e. multiplying a signal by xeh) results in frequency

translation. As a result, the spectral component of vn that contributes to the overall

output noise PSD is the thermal noise around fch and not the DC offset or flicker

noise. Its transfer function is

sCi(s + Wpi) (A.14)
Cf(S +Wf)(S +Weff)'

and its Bode plot is given by Fig. A-12. In the band of interest (i.e. w >> w1 , werf),
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Figure A-12: Closed-loop frequency response of the OpAmp's noise-to-output transfer
function for the block diagram in Fig. A-8.

and referred back to the input, (A.14) can be simplified to

Hna,i(W) (S + w . (A.15)

Recall that it is the thermal noise portion of Vna concentrated around fch that gets

shaped by this transfer function. In other words, the noise source itself looks white.

However, as with R,, since this transfer function has a pole at w = 0, the effective

input-referred noise is also colored and its PSD exhibits a 20dB/dec drop with fre-

quency. The corner frequency of this 1/f2 noise is fp,, and beyond this frequency the

noise PSD is flat.

Using the example values above, (R, = 500 MQ, Ci = 10 pF), we find that the

corner frequency is fpi = 32 Hz. This is significantly smaller than the corner frequency

for R,'s noise, but higher than the desired 1Hz cutoff. Note that this corner frequency

is also reduced by increasing R, and Ci.

As a final note on this architecture, recall that one of the primary goals is to

increase the input impedance to prevent loading of the probes, and thereby, signal
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attenuation. As with the IAMP presented in [25] and illustrated in Fig. 4-7, this

IAMP has an input impedance of 1/(jw2C). When using small capacitors amenable

to chip integration (for example, Ci = 10 pF), the input impedance ranges from 80

MQ-8.0 GQ, an acceptable range. However, as already shown, to meet the noise

requirements of the system, the input capacitor must be more than 1000 times larger

and the resulting input impedance would be on the order of 80 kQ-8.0 MQ.

This architecture has the benefits that it can be very energy efficient and with-

stand large electrode DC offsets. However, it has the drawbacks that it requires large

external capacitors to limit low frequency noise and these capacitors reduce the in-

put impedance. Fortunately, since the differential impedance of typical electrodes

is largely capacitive, the input impedance requirements of the IAMP are frequency

dependent. At higher frequencies, the impedance can be smaller, as would be the

case in this architecture, without degrading the signal significantly. This means that

the problem of having a lower input impedance is manageable, and tradeoffs can be

made between 1/f2 noise and input impedance.

In summary, for applications where noise requirements are somewhat lax at low

frequencies and the use of external components is acceptable, this architecture may

be adequate. It may even be desirable if a large electrode DC offset is expected

and power consumption is critical. However, for architectures that are area sensitive

and require a high input impedance along with low noise at low frequencies, this

architecture would not be optimal.

Excuses, excuses

Unfortunately, as stated earlier, we decided to use an architecture very similar to the

one described in Sect. A.4 because we failed to do the detailed analysis presented

here. Instead, we relied on noise simulations of the system where we removed the

choppers and added the equivalent parasitic resistance R, to model its noise. As

(A. 13) shows, the noise spectral density of this resistance is colored, and we mistook it

for flicker noise. Since its corner frequency was roughly 1 kHz, and we were planning

on chopping at -10 kHz, we assumed this noise would be up chopped and would
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not corrupt the desired signal. Fortunately, by simply turning off the choppers, we

were able to achieve good noise performance as shown in the measurements section,

although without the benefits of chopping.
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