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Abstract
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cells and light-emitting devices are presented. These devices show promise relative
to traditional inorganic semiconductors. We show that the energy splitting between
singlet and triplet CT states in organic materials is appreciable and is material and ge-
ometry dependent. This prediction is used to guide the development of an OLED with
enhanced fluorescence. The effects of nuclear disorder on optical and transport prop-
erties in organic semiconductors are examined and a general computational method
for carryino out this analysis is described. The function of organic semiconductors is
characterized by the interplay between localized and delocalized excited states. We
present an ab initio method for obtaining the electronic coupling between CT states
and excitons and (liscuss the nonadiabatic transitions between these states.
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Chapter 1

Introduction

Organic semiconductors (OSCs) are an promising alternative to silicon-based solar

cells and LEDs. Organic light emitting devices (OLEDs) convert electricity into

light, while organic solar cells, also known as photovoltaics (OPVs) convert light into

electricity.[i] Because of the carbon based materials from which these devices are

constructed, they can be manufactured using low-cost, high-throughput engineering

methods including roll-to-roll and printing processes.[2] OLEDs are useful as high

contrast. low power consuming, mechanically tough, versatile, and flexible display

materials. Some consumer technologies that make use of OLEDs are computer mon-

itor displays, television screens, cell phones, watch faces, and illuminated computer

keyboards. [1]. Meanwhile, OPVs can be used as low weight, highly versatile elec-

trical supplies. With energy conversion efficiencies of 1.7%, OPVs are not expected

to replace traditional solar cells in the near future. Instead, proposed uses for these

devices include providing electricity for specialized applications such as clothing and

packaging where flexibility and durability are priorities. [3, 4, 5]

1.1 Description of organic semiconductors

OLEDs and OPVs are layered devices consisting of donor and acceptor semiconductor

layers sandwiched between electrodes. In most of these devices, additional electron

and hole transport and blocking layers aid in optimizing the energy conversion effi-



Anode

350A BCP Protective Layer
Electron Transport

Hole Transport

PEDOT:PSS Protective Layer

Cathode

glass

Figure 1-1: Schematic of a multilayer heterojunction OSC. Operating as a photo-

voltaic, light enters the device at the interface between the electron and hole trans-

port layers and is converted to electrons (e-) and holes (h+) that exit at the device

leads (anode and cathode). If the device is operating as an OLED, electrons and

holes injected the leads are converted into light at the donor-acceptor interface.

ciency (Fig. 1-1). [6] A large variety of OSC materials have been identified. [7]

Each layer serves an important role in In heterojunction solar cell devices, the light

must be excite molecules near the EML interface because of the short exciton diffusion

lengths in these devices. [8]. The EML is composed of one or more semiconductor

materials with band gaps somewhere near the energy of visible light. A large variety

of OSC materials have been identified (Fig. 1-2). [7]

Conversion of light to electricity in a typical OPV is a three-step process and

is illustrated in Fig. 1-3. In the first step, incident light excites a molecule near

the interface between the electron and hole transport layers to generate a localized

exciton. Next, the exciton can relax towards a spatially-delocalized CT state, which

is a Columbically-trapped electron-hole pair. In the final step, the initially bound

electron and hole drift apart and migrate towards the leads where they can collected.

Steps for converting injected charges into light in a heterojunction OLED are

similar to the steps for OPV operation, but are in reverse order. Injected charges

migrate toward the interface where they form bound CT states. These CT states can

undergo charge recombination to form excitons localized onto single molecules. Light

is produced when singlet excitons relax to the ground state by fluorescence.



~NA~ 0

PTCBI

HN1 NH

PTCDI

0

[6,6]-PCBM

PEDOT:PSS

N

Alga CuPe

13B

TPhB

NC CN

DCM

C60

N

BCP

TPD

Figure 1-2: Several commonly used organic semiconductor materials.

+Ij I"SLJ
Figure 1-3: 3-step schematic of OPV function. Initial exciton generation by photon
absorption (1) is followed by relaxation to form an electron-hole pair CT state (2).

After some time, the electron and hole may separate and diffuse by a site-to-site
hopping mechanism to the device leads where the charges may be collected (3).

Each layer in heterojunction solar cell devices optimizes one or more of the pro-

cesses illustrated in Fig. 1-3. Light must excite molecules near the interface because

of the relatively short exciton diffusion lengths in these devices. [8]. In addition to

choosing materials that promote exciton diffusion, thin device layers are desirable

for maximizing the likelihood that an exciton will diffuse to the interface before it
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relaxes back to the grounl state. In addition, OPV materials near the interface must

absorb in the visible light, while OLED materials must emit visible light. A large

variety of OSC materials, including small molecules. oligomers, and polymers, have

been identified to address these often competing device requirements. [7]

1.1.1 Charge Transport

Charge transport processes are those in which electrons or holes drift from one region

to another. [9. 10]. Efficient charge transport is critical to the design of OLEDs

and OPVs. In the presence of an applied electric field F. the charge mobility of

a carrier with velocity v is y = v/F. Typical carrier mobilities are in the range

0-4 - 102 . 'Temperature is one of the most important factors influencing carrier

mobility. For inorganic semiconductors and in crystalline materials, carrier mobility

is found empirically to decrease with increasing temperature. This decreasing carrier

mobility is attributed to enhanced phonon scattering processes. In contrast, the

presence of disorder in OSCs introduces energy barriers on the order of 0. 1-0.5 eV that

must be overcome by thermal activation to move charge from one site to another. [11]

Thus, OSC carrier mobility tends to increase with temperature.

Disorder and the presence of impurities in OSCs can strongly the carrier mobility

by introducing localized trap states. Intramolecular disorder can influence molecular

site energies, while disorder in intramolecular positions and orientations leads to vari-

ations in the couplings between molecules. The resulting trap states can dramatically

influence carrier mobility. For example, variations in the conditions of layer depos-

tion can lead to charge mobilities that span 6 orders of magnitude. [12] Meanwhile,

OSC material purification has been shown to produce a four-fold enhancement in

pentacene-based device carrier densities. [13]

In addition to temperature, disorder, and impurities, other bulk factors that affect

charge mobility include molecular packing, electric field, pressure, molecular size and

weight, and charge carrier density. For example, herringbone packing has been shown

to increase charge mobility relative to other packing patterns [14]. Meanwhile, hole

mobility in P3HT increases by several orders of magnitude as the molecular weight



of the molecule's polymer chain increased. 1.5]

There are four commonly used experimental methods for obtaining charge mobili-

ties. In the time-of-flight (TOF) method, the material to be studies is placed between

two electrodes. Carriers are photoexcited in the material near one of the electrodes

and the current at the other electrode is obtained as a function of time. The charge

mobilty is given by y = L, where d is the electrode-electrode distance, V is the

applied electric field, and t is the average transient time. For ordered materials, the

transient time is sharply peaked and is broadened by structural defects.

A second method for obtaining carrier mobilities is via field-effect transistor con-

figuration. For field-effect transistors (FETs), the current-voltage relationships, re-

spectively, for the linear and saturated regimes are ISD = L pC(VG - V)VSD and

ISD =2 1'CVG T)2V . Here VG is the gate voltage, Vr is the threshold voltage for

which the current begins to rise, C is the capacitance of the gate dielectric, WV and L

are the conducting channel's width and length, and ISD and VSD are the current and

voltage bias between the source and drain.

Another technique for obtaining carrier mobilities is by diode configuration. In this

approach, if carrier trap states are absent, the charge mobility p is related the current

density J, material dielectric constant e,., and device thickness L by J = Veoe2yl.

The presence of carrier traps in the material leads to a more complex current-voltage

relationship and can provide insight about the energetic distribution of trap states

within the material.

A fourth experimental approach to obtaining carrier mobilities is pulse-radiolysis

time-resolved microwave conductivity (PR-TRMC). Free carriers are generated in the

material by a pulse of energetic electrons. The electron pulse changes the electrical

conductivity o of the sample according to Auo = eA, E p. Here, Ne, is the

density of electron-hole pairs produced and is approximately the energy delivered

to the system divided by the energy required to produce each electron-hole pair.

Mobilities obtained by PR-TRMC are typically upper bounds for low-field mobilities.

In addition to these experimental methods, carrier mobilities can be modeled the-

oretically. Because intermolecular electronic coupling in OSCs is weak, charge carriers



are localized on sinole molecules. Therefore, charge transport can be described by a

site-to-site hopping mechanism in which carriers hop from one molecule to an adjacent

molecule. The efficiency of this process is governed by three parameters: electronic

couplings, electron-phonon interactions and site energies. Molecular modeling is im-

portant for explaining and predicting how these bulk properties are related to OSC

function.

1.1.2 Charge recombination

Charge recombination processes are those in which spatially-separated charges com-

bine to form localized excited states. [16, 17, 18] In fluorescent OLEDs, it is desirable

to maximize singlet charge recombination, while charge recombination in organic so-

lar cells is an undesirable energy loss mechanism. The rate of recombination for a

given device is dependent on its composition and morphology. Substantial effort has

gone into understanding this dependence.[19, 20, 21, 22, 23].

In OSCs, free carriers undergo charge recombination via CT states., which are

Coulombically-bound electron-hole pairs. These CT states can be experimentally

observed by photoluminescence (PL) measurements if the CT states are coupled to

the ground state. In this approach, the CT states are observed as red-shifted bands

that are present in the OSC blend, but not in the blend's individual components.

[24, 25]. Electroluminescence (EL) also provides evidence of CT states. Here, charge

carriers are injected into the device to form the CT state, which can be observed as an

emission band present only in the blend. EL studies tend to be more sensitive than PL

studies, but both methods require that the CT state be emissive. [26]. For CT states

that are weakly emissive, optical absorption methods have been used successfully to

identify the CT state. [27]. Evidence suggests that these methods directly excite the

ground state to the CT state.[24]. In fact, it was found that the CT state could be

directly accessed using sub-bandgap photoexcitation. [28]. Enhanced triplet exciton

generation has been given as indirect evidence of CT states. [29] In this argument,

singlet CT states undergo intersystem crossing (ISC) to generate triplet CT states

which can then undergo charge recombination to form excess triplet excitons.



Charge recoibination is characterized as bimolecular or geminate. In geminate

recombination, an electron-hole pair is generated from an exciton followed by recom-

bination of the same electron-hole pair to form an exciton. Meanwhile, bimiolecu-

lar recombination involves the generation of an exciton from an electron and hole

that originated on different molecules. Bimolecular recombination typically slower

than geminate recombination because it requires that the separated charges diffuse to

within the Coulombic capture radius. Geminate recombination occurs on picosecond

to nanosecond time scales, while bimolecular recombination may take milliseconds,

but can be much faster if high excitation densities are present. [30, 31] As stated pre-

viously, bimolecular recombination constitutes a loss mechanism in OPVs. To limit

such losses, excitation densities much less than 100pJ are suggested. [16] Charge

trapping has also been found to substantially increase recombination. [32, 33]

1.1.3 Density functional theory

Density functional theory (DFT) is an electron structure method that provides ground

and excited states that are in excellent agreement with more exact methods, but at

a computationally reasonable cost that allows the quantum mechanical simulation of

systems containing hundreds of atoms. This balance between computational expense

and chemical accuracy has motivated a large body of work on the electronic structure

of materials. The basis of DFT is the Hohenberg-Kohn theorem., which states that

there is a one-to-one mapping between the external potential v (p) and the ground-

state wave function 'I of an electronic system. [34] The ground state energy of a

many-electron system with external potential v (p) has the electron density p =P) (IF

that minimizes the functional

E [p] J p (r) v (r) dr + F [p], (1.1)

where the first term on the right hand side is the electron-nuclear interaction

and F [p] is the electron-electron interaction. [35] Here, the Born-Oppenheimer

approximation is used to separate nuclear and electronic energy contributions. Given



p and i, (p), the electron-nuclear interaction is obtained in straight-forward fashion.

Here we summarize how the electron-electron interaction is approximated.

F [p] can be partitioned into kinetic and potential contributions T [p] and Vee [p).

F [p] = T [p] + Ve [p] . (1.2)

In the Kohn-Sham (KS) DFT treatment, which we use in this work, a noninteract-

ing reference system is introduced that has the same density p as the fully interacting

system. [36] This allows a further partitioning of the electron-electron interaction into

three terms.

F [p] = s[p] + J [p] + Exe [p] (1.3)

In Eq. 1.3, T, [p] is the kinetic energy of the noninteracting system and J [p] =

SI I Np (P1) P (P2) dridr2 is the classical electron-electron repulsion energy. Exc [p],

the exchange-correlation functional, contains the correction between the fully inter-

acting and noninteracting systems.

Ezec [ p] =T [ p] - T, [P] + Vee [P] - J [P] .(1.4)

Eq. 1.3 expresses the exact electronic energy of a fully interacting system with

electron density p. However, because the exact form of Exc [p] is unknown, the

exchange-correlation functional is typically approximated. Of the many available

approximations, the one that is used in this body of work is the B3LYP hybrid

density functional.[37] B3LYP provides ground state properties that are in excellent

agreement with experiment for the molecular properties of many systems. However,

B3LYP is known to incorrectly describe certain systems, notably charge transfer (CT)

states, where long-range charge separation is present. [38]. Many functionals also er-

roneously predict the transport gap in organic materials. In principle, the energies

of the CT states and trasport gap can be tuned by varying the exact Hartree-Fock

exchange in the functional. However, choosing the amount of exact exchange that

results in correct predictions of excited state energies also results in errors in ground



state energies and equilibrium bond lengths.

1.1.4 Constrained Density Functional Theory (CDFT)

Since TDDFT underestimates CT energies by at least 1 eV for many systems and

density functionals [381, we instead use the CDFT approach to obtain CT states.

CDFT has been successfully used to study the role of CT states in magnetic exchange

and electron transfer. [39, 40, 41, 42, 43]

In the CDFT formalism, we build constraints of the form

wZ (r) p" (r) dr = Nc (1.5)

where the sum is over spins such that o- = a or /3, c is the constrained region of the

system, u is a weighting function that corresponds to the constrained property and

N, is the expectation value of the constrained property. Eq. 1.5 is then combined

as a Lagrange multiplier constraint with the Kohn-Sham energy functional E[p] to

generate a new functional

W[p,{Ve}] E[p] + Ve w" (r) p" (r) dr -Ne , (1.6)

where the cth Lagrange multiplier is V, and there are in constraints. W is then made

stationary with respect to p and V. By this procedure, we obtain the energy E(p)

as a natural function of the expectation value Nc,.

1.2 Thesis Overview

In Chapter 2, we use DFT to examine properties of the singlet-triplet CT energy

splitting in OSC materials and discuss the implications of these results on OLED

design. Chapter 3 presents experimental results that show how Chapter 2's results

can be used to design OLED devices with enhanced fluoresence efficiency. Chapter 4

presents a QM/MM method for tackling the problem of nuclear disorder in OSC ma-



terials and presents results for the archetypal OLED material Alq3 . The interactions

between CT states and exciton play crucial roles in the function of OSCs. Chapter

5 presents a method for obtaining the electronic coupling between these spatially-

localized and delocalized states. In Chapter 6, we discuss future directions for this

research.



Chapter 2

On the singlet-triplet splitting of

geminate electron-hole pairs in

organic semiconductors

2.1 Introduction

Due to their unusual mechanical and photophysical properties, organic semiconduc-

tors show promise in the development of a variety of innovative technologies: inex-

pensive light emitting devices [44], flexible transistors [45] and novel photovoltaic

architectures[46], just to name a few. Typically, these organic materials involve

weakly bound assemblies of 7r-conjugated molecules or polymers whose electro-optical

properties rest on a complex interplay between electron transfer kinetics[9], organic

photochemistry [47] and organic/inorganic interfacial structure [48]. In the search

for improved performance, chemistry plays a central role by providing information

about the participating states - including their formation rates, lifetimes, and decav

pathways - ultimately facilitating the rational design of novel devices.

Of special interest in this context are the charge transfer (CT) states that deter-

mine both the transport properties of the material and the exciton dissociation and

recombination rates that govern electroluminescent and photovoltaic efficiency [49).



In particular, CT excited states play a crucial role is in the operation of organic light

emitting devices (OLEDs) [50, 51, 52, 53]. OLED-based display technologies are a

promising alternative to traditional inorganic LED-based displays because they can

be brighter, more adaptable, longer-lived, and more energy efficient. Basic OLEDs

consist of a solid-state emitting layer (EML) containing electron- and hole-accepting

molecules sandwiched between an anode and a cathode [54]. Electrons (holes) in-

jected at the cathode (anode) enter the EML and diffuse through it, eventually

migrating onto adjacent molecules to form a CT state, which is an intermolecular

charge-separated donor-acceptor pair (D+A-). Once the CT state has formed, it is

bound by the Coulombic force that results from the charge separation. Because the

electron and hole are both spin-1/2, the CT state will be either a singlet or triplet.

Sometime after CT state formation, the electron and hole may undergo charge re-

combination to form an exciton that will typically have the same spin symmetry as

the CT state. Singlet excitons can undergo efficient fluorescent decay to the ground

state, while triplet excitons decay to the singlet ground state by phosphorescence,

an inefficient process in the absence of spin-orbit coupling [55]. Thus, the question

of spin statistitics - what fraction of excitons are created as singlets as compared to

triplets - plays a key role in OLED efficiency.

Assuming that the CT states are formed from electrons and holes having a random

distribution of spin symmetry, three triplet CT states will be formed for each singlet

CT state. If intersystem crossing (ISC), which interchanges singlet and triplet CT

states, is negligible, the fraction of singlet excitons formed will be 1/4 and the expected

fluorescent efficiency will be 25%. The literature does contain numerous reports where

this simple statistical limit is actually observed [56, 57], but there are also multiple

reports of >25% fluorescent efficiency [58, 59, 60, 61, 62, 63, 64] and a variety of

theoretical work has been conducted on OLED exciton formation [65, 66, 67, 68, 69,

70, 71, 72, 73, 74, 75] to address these observations.

The conventional picture of enhanced fluorescence that emerges from this work,

first postulated in Ref.[65], (see Figure 2-1) focuses on the rate of triplet exciton

formation, kr. One notes that the driving force for triplet charge recombination,
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Figure 2-1: Exciton formation pathways assuming nearly degenerate CT states (a) and
AEsT < 0 (b). Singlet and triplet excitons are, respectively, labeled S and T.

AGT Ecry - Er, for an organic dye or oligomer is typically .5-.7 eV greater than

its singlet counterpart, AGs = Ecr5 - Es [76, 77]. Further, electron transfer for

these materials typically occurs in the Marcus inverted region because the energy

gaps involved are many times the associated reorganization energies. Thus, the re-

combination rate is expected to decrease as the energy gap increases. From these

observations, the conventional view predicts that triplet exciton formation will be

much slower than the analogous singlet rate, kT < ks, because AG > AGs. As a

result, one could potentially obtain efficiencies that exceed 25% if the ISC rate, k1sc,

is competitive with the rate of triplet exciton formation, kT but much less than the

corresponding singlet rate, ks. That is, fluorescence is enhanced if ks > kisc ;> kr.

On the other hand, if kT is faster than kIsc (though it may still be slower than ks )

an efficiency of 25% could be observed. One problematic point of this interpretation

is that it leads one to assume that high efficiency fluorescence should occur when

AG7 is large, and that statistically expected 25% efficiency will occur for small AGr.

However, this correlation has not been observed in practice. To explain this, it has

been proposed that in cases where the statistical limit is observed, dark triplet states

between the triplet exciton and ground state can make kT much faster than it oth-

erwise would be [49], thereby exceeding the intersystem crossing rate and leading to

the formation of a 1:3 ratio of singlet to triplet excitons.

In this paper, we examine an alternative hypothesis for the variation of singlet

formation efficiencies, which focuses on the variation of kIsc between different or-

ganic semiconducting materials. In particular, while there arc many processes which

will influence this rate in real systems (e.g. spin-orbit coupling, spin-lattice relax-

ation, hyperfine interactions...) which are quite difficult to compute, there is one



factor which can be simulated - the singlet-triplet CT energy gap (AEsr). In par-

ticular one expects that, as suggested previously [78], if AE 5 is sufficiently large

kisc (Figure 2-1 bottom) will be very slow relative to both ks and kT and the re-

sulting singlet-triplet exciton formation ratio will be 1:3. Meanwhile for small AEST,

the fluorescence efficiency could still exceed 25% in the standard way (Figure 2-1

top). Thus, in this view, the material and geometry dependence of AEST can play

a crucial role in determining the fluorescence efficiency of a given device. To exam-

ine the validity of this picture, we use simulations to estimate the singlet-triplet CT

state splitting, AEsTr, in diners of several low to inedimn weight chromophores and

oligomers and discover several surprising results. First, AEsT is strongly material de-

pendent, changing magnitude and even sign depending on the system being studied.

Second, in contrast with the commonly held view, we find that the singlet CT state

nearly always lies below the triplet CT state (AEsr' < 0). This result is explained in

terms of two related physical properties. First, at the short intermolecular distances

present in CT states, the exchange interaction is dominated by kinetic exchange,

which favors the singlet state. Second, Coulombic interaction within the CT state

causes reorganization that decreases the distance between the electron and hole and

further increases the singlet-favoring kinetic exchange. Implications of these results

on the design of efficient OLEDs are discussed. In particular, our finding that AEsT

is generally nonzero suggests that OLEDs typically will experience slow intersystem

crossing and, therefore, low fluorescence efficiency if spin orbit coupling is absent.

However, as recently shown [79], the insertion of a sensitizer that mixes the CT states

while leaving the exciton states unmixed leads to a much more efficient OLED.

2.2 Methods

2.2.1 Constrained density functional theory

We use constrained density functional theory (C-DFT) to compute the singlet-triplet

gaps in CT states. The details of this approach, which uses constraints to com-



pute both charge transfer excited states and exchange couplings, have been detailed

elsewhere [39, 40]. Here. we briefly review C-DFT and illustrate the use of this

computational tool.

In the C-DFT formalism, we build constraints of the form

W (r) p" (r) dr = Nc (2.1)

where the sum is over spins such that o-=T or 1, c is the constrained region of the

system, we is a weighting function that corresponds to the constrained property and

Nc is the expectation value of the constrained property. Eq. (2.1) is then combined

as a Lagrange multiplier constraint with the Kohn-Sham (KS) energy functional E[p]

to generate a new functional

W[p, {V] E[p]+ Vc w"(r) p" (r) dr - N, (2.2)

where the c"h Lagrange multiplier is V, and there are m constraints. W is then

made stationary with respect to p and V. By this procedure, we obtain the energy

E(p) as a natural function of the expectation value Nc. The utility of this method

has been previously demonstrated for studying magnetic exchange couplings using

spin constraints [40) and to obtain Marcus parameters [42, 43] and study long range

electron transfer [41] using charge constraints.

In the present study of CT state singlet-triplet splittings, both charge and spin

constraints are used. These calculations are performed on a supersystem containing a

donor and an acceptor molecule. Two separate constrained calculations are performed

on the donor-acceptor system, one in which the excess spins are parallel (IT) and one

in which they are anti-parallel (I I). Note that the fl configuration will be referred to

as the "mixed" state because it is a mixture of As 0 singlet and AIs = 0 triplet spin

states. The f configuration will be referred to as the triplet state. A charge constraint

is applied that forces the acceptor to have an excess charge of -1. A concurrent

constraint on the net spin forces the donor and acceptor. respectively, to have excess

spin of ij. Since the spin component of the singlet state is (I fl) - IT)), the



singlet-triplet gap AEST is twice the energy difference between the parallel and anti-

parallel states [80].

A ES = 2(E - El-) (2.3)

These calculations neglect the effects of neighboring molecules on the active dimer.

That is, crystal packing constraints and outer sphere reorganization are absent from

our model. However, our models do consider the contribution of the inner sphere

reorganization to the CT state splitting in these systems.

2.2.2 Computational Details

Constrained calculations were performed using versions of NWChem[81] and QChem[82]

in which C-DFT has been implemented. All calculations described herein were com-

puted using the B3LYP hybrid functional. Meanwhile., the LANL2DZ effective core

potential (ECP) was employed when necessary. The 3-21G basis set was used unless

otherwise indicated. When dimer crystal structures were available, these were taken

to be the neutral state geometries. In cases where crystal structure geometries were

unavailable, a geometry guess was constructed by placing the donor and acceptor at

a reasonable long-range distance of about 3.5 A and oriented such that the ground

state HOMO orbital on the acceptor was in the proximity of the ground state LUMO

on the donor. CT state geometries were obtained by optimizing this initial geometry

subject to the corresponding population constraints. The geometries used in these

calculations are available in the supporting materials. The weighting function we (r)

in Eq. (2.2), which measures the net charge and spin, may be reasonably defined in

several ways. The calculations presented here use the definition of Becke [83].

In this article, we study the CT system in the moment immediately before charge

recombination and the geometry of the system in this configuration can have a signif-

icant influence on the energetics. When the system is promoted from neutral to CT,

relaxation toward the CT state's optimal geometry will naturally occur. If the charge



transfer process is fast relative to this reorganization, the relevant charge recombina-

tion geometry will be near the initial, neutral state geometry. On t he other hand, if

the charge transfer process is slow relative to reorganization, the relevant geometry

is expected to be nearer to the CT state optimal geometry. Since the relative rates

of these processes are not known, it is useful to compute splittings in both limits.

2.3 Results

Figure 2-2: Representative dimer structures from Table 2.2. From left to right, a-Alq3,
4-(1-pyrenyl)phenyl-2,2'-dipyridylamine, Zn(sada) 2 and [Zn(tpy) 2)2+ .

To grossly characterize the behavior of AEST for organic chromophores, we com-

puted the splitting for a series of homonuclear dimers formed from low-molecular

weight dyes. For reference, representative structures of these dimers are shown in

Figure 2-2. Alq3 was chosen because it is the prototypical material used as the emit-

ting layer in many model OLEDs [79]. Here, there are three different polymorphs

of the crystal with slightly different photophysical properties. In particular, the 6

phase consists of the fac isomer of Alq 3 - as opposed to the mer isomer present in

the a and 3 phases. The change in monomer structure and reduced 7r interaction

in the excited state gives rise to a blueshift in the spectrum, making 6Alq 3 a blue

emitter [84, 85]. The dipyridylamine (dpa) complexes were chosen because of their

unusual ability to emit in the deep blue [86]. Zn(sada) 2 thin films show more common

yellow emission with improved charge transport characteristics[87]. The final three

zinc complexes demonstrate the interesting behavior that the crystal packing has a



significant influence on the monomer geometry (i.e. the molecule is more flexible)

which could lead to interesting effects[88]. Thus, these crystals allow us to test the

degree to which different bonding motifs and photophysical properties influence or at

least correlate with AEST.

For reference, calculated and experimental singlet and triplet exciton energies for

these materials are presented in Table 2.1. The TDDFT calculations are vertical

excitation energies obtained for isolated monomers taken from the crystal structure.

As a result, the theoretical predictions neglect a number of features (e.g. crystal

field effects, exciton delocalization, etc.) that are known to be necessary for the

accurate prediction of solid state excitation spectra. Further, we note that not all

the experimental numbers are precisely comparable to one another; in some cases the

experiments were done in crystals, others in thin films and still others in solution.

Taking all these points into consideration, one should really consider the calculated

numbers and experiments as ballpark estimates of the energies involved here. In this

context, TDDFT does a fairly good job of predicting the exciton energies in these

materials, typically predicting the exciton energies to within .2-.3 eV.

TDDFT (eV) ASCF(eV) Expt. (eV)
Chromnophore S T T S T
a-Alq3  2.7 (2.7) 2.2 (2.2) 2.4 (2.4) 2.91 2.12
6-Alq3 2.8 (2.9) 2.2 (2.2) 2.3 (2.3) 2.93 2.22
1-R-dpa 3.5 (3.4) 2.5 (2.4) 2.5 (2.5) 3.64 -
4-R 2-dpa 3.4 (3.4) 2.4 (2.3) 2.5 (2.4) 3.64 -
4-R 3-dpa 3.0 (3.0) 2.4 (2.4) 2.5 (2.4) 3.6" -
Zn(sada) 2  2.9 (2.9) 2.3(2.3) 2.4 (2.4) 2.65
[Zn(bbp) 2]2+ 3.5 (3.3) 2.9 (2.8) 3.1 (3.0) -
[Zn(tpt) 2)2 + 2.4 (2.7) 2.2 (2.6) 2.9 (3.1)
[Zn(tpy) 2]2+ 3.1 (4.1) 3.2 (3.3) 3.7 (3.4)
1 absorption onset in crystal[89]

2 phosphorescence in crystal[90]
3 absorption onset in crystal[84, 85]
4 absorption maximum in THF[86)
5 absorption onset in thin film[87]

Table 2.1: Calculated and experimental singlet (S) and triplet (T) exciton energies for the
chromophores in Table 2.2. TDDFT calculations were perfromed with B3LYP in the 3-21G
basis. 6-31G* results are shown in parenthesis.



Next, we turn our attention to the intermolecular CT excited states of these

materials. Here we employ constrained DFT., as described in the previous section.

Each calculation was performed on a, dimer formed from near-neighbor monomers

oriented according to the crystal structure. Splittings were obtained for both the

3-21G and 6-31G* basis sets and the results are compiled in Table 2.2. Noting that

a negative AEST means that the singlet CT state lies below the triplet CT state,

we observe that singlet CT states are stabilized relative to triplet CT states for all

of these systems in their crystal structure geometries. This observation contrasts

with the general assumption that triplet CT states lie lowest [76, 77, 91]. Further,

we find that splittings predicted in the two basis sets are similar in both sign and

magnitude. While this could potentially be due to a cancellation of errors between

the two basis sets, the consistency of the agreement strongly suggests instead that

AST is insensitive to basis set, so that our results can be considered nearly converged

with respect to basis set size. Importantly, the resulting magnitude of AEST implies

that intersystem crossing (Figure 2-1) should be much slower than one would expect

from nearly-degenerate spin pairs.

While the sign of the splitting is constant across the cases. we find that the mag-

nitude can change significantly from system to system. Further, based on these data

alone it is very difficult to provide case-by-case explanations for why some materi-

als have large splittings and others do not. The variations of AEST within a given

structural motif are at least as large as the variations between different motifs. For

example, comparing the three Alq 3 phases in Table 2.2, we observe that modification

of the orientation of the monomers can result in differences in the singlet-triplet CT

gap by more than an order of magnitude. Perhaps surprisingly, the exchange splitting

does not correlate with the inter-monomer distance. as evidenced by examining the

metal-metal distances shown in Table 2.2. R.ather, it appears that the relative orien-

tation of donor and acceptor plays a more significant role. All of these observations

lead to the conclusion that AE 5 r shows strong non-trivial material dependence. The

one exception to this may be Zn(sada) 2. This material has the largest splitting of any

of the compounds and also has the best transport properties. Based on the kinetic



Chroiophore
a-Alq3 a

1-Alq3 a

1-Ri-dpa '
4-R 2-dpa '
4-R 3-dpa '
Zn(sada) 2 d

[Zn(bbp) 2]
2+

[Zn(tpt) 2]2+ e

[Znl(tpy)2 
]2+ e

AEST (meV)

3-21C 6-31G*
-2 -2
-6 -7

-60 -74
-58 -61
-1 -5

-30 -42
-102 -102
-67 -57
-19 -48
-85 -89

Metal-Metal
Distance (A)

8.86
11.28
8.87

8.97
8.67
8.95
8.79

aAlq 3 = tris(8-hydroxyquinoline)aluminuin(III) [89]
bAlq 3 = tris(8-hydroxyquinoline)aluminum(III) [84]
"dpa = 2,2'-dipyridylamine., R1 = pyrenyl, R2 = (1-pyrenyl)phenyl, R3  -

pyrenyl)biphenyl [86]
dZn(sada)2 = bis[salicylidene(4-dimethylamino)aniline]zinc(II) [87]
'bbp = 2,6-bis(1H-benzimidazol-2-yl)pyridine, tpt = 2,4,6-tris(2-pyridyl)-1,3,5-
triazine, tpy = 2,20':6',2"-terpyridine [88]

Table 2.2: AEST for dimers of several low-molecular weight chromophores computed using
3-21G and 6-31G* basis sets. Metal-metal bond distances and differences between tj and
triplet dipole magnitudes are also presented.

exchange mechanism we propose below, we expect this is not a coincidence - materials

with high mobilites may tend to have large AEST as well, as both properties tend to

result from good donor-acceptor overlap. Finally, we note the interesting fact that

a- and ,-Alq 3 have nearly degenerate CT states, implying that intersystem crossing

could be favorable for these systems (see Figure 2-1), while for the 6-Alq 3 phase,

intersystem crossing should be quite strongly hindered.

Overall, the inclusion of the variation of other components of k1sa (e.g. spin-orbit

or hyperfine coupling constants) would typically increase the material dependence of

these rates. Thus, one expects that the conclusion of strong material dependence of

k1sc will not change qualitatively if more sophisticated treatments of spin relaxation

are employed.

To explain how singlet CT states can lie below triplet CT states, we invoke the

physical picture of kinetic exchange. Kinetic exchange is a two-step mechanism that

/ r - /14

(Debve)
0.07
0.00
0.11
0.02
0.00
0.00
-0.10
0.04

-0.03
-0.23
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Figure 2-3: Kinetic exchange mechanism showing electron exchange between the donor (D)
monomer's LUMO and acceptor (A) monomer's HOMO.

swaps the unpaired electrons in the CT state (Figure 2-3) and has a spin-paired

intermediate state. In contrast, direct exchange swaps the electrons in a single step

without pairing them. Using perturbation theory and ignoring weaker contributions

such as superexchange, it has been shown [92] that the singlet-triplet splitting should

be given by
t2

AEST = + K, (2.4)
AE

where the first and second terms are, respectively, due to kinetic and direct exchange.

Here, t is a hopping term between the donor and acceptor, AE is an energy difference

between the initial and virtual states in the system, and K is a positive exchange

integral. The negative sign of the kinetic exchange term corresponds to stabilization of

the singlet state relative to the triplet. This stabilization can be thought of as a result

of the singlet unpaired electrons lowering their energy by occasionally visiting the

same region of space to form the paired intermediate shown in Figure 2-3. Meanwhile,

the triplet unpaired electrons cannot visit the same region of space due to the Pauli

exclusion principle and therefore cannot undergo a similar stabilization.

To make use of Eq. 2.4, we approximate the hopping term, t, by the overlap,

S, between an orbital on the donor and an orbital on the acceptor and assume that

AE and K do not vary strongly with geometry. Then the variations in AEsT will be

approximately proportional to S2 for systems that are dominated by kinetic exchange.

Discrepancies from proportionality may be attributed to contributions from other

exchange mechanisms [93, 92, 94] such as direct, indirect, and superexchange or to a

non-constant value of AE. Using this expectation of proportionality, kinetic exchange

contributions were examined for homonuclear CT state dimers of two molecules, poly-
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Figure 2-4: AEST (thick solid red curve) and squared orbital overlaps for poly-p-phenylene
(top) and DCM (bottom) as a function of lateral monomer displacement. Squared overlaps
shown in arbitrary units: HOMO/LUMO (thick dashed blue), HOMO-1/LUMO (thin solid
black), and HOMO/LUMO+1 (thin dashed green).



p-phenylene oligomer [95], intended to mimic a high molecular weight polymer, and

DCM (4-dicyanomethylene-2-methyl-6-p-dimethylaminostyryl-4H-pyran) [96], a low

molecular weight dye. Dimers of each molecule were generated by combining ground

state geometry-optimized monomers in head-to-tail orientation. The planar distances

between monomers in the DCM and phenylene dimers, respectively, were 3.50 and

3.65 A, which represent reasonable monomer separations for near-neighbor CT states.

The monomers of each dimer were griven initial relative orientations and incrementally

displaced laterally relative to each other. For each step of this lateral displacement,

splittings and donor-acceptor orbital overlaps were computed. (Figure 2-4). These

orbital overlaps were obtained by performing single point ground state calculations on

each monomer separately to yield molecular orbitals 1D and #A, respectively, for the

isolated donor and acceptor monomers. These unrelaxed orbitals were then rigidly

shifted relative to one another to obtain the overlaps at various relative displacements.

For both DCM and poly-p-phenylene, Figure 2-4 shows that AESr and the

HOMO/LUMO squared overlap are nearly proportional, indicating that kinetic ex-

change is the dominant exchange mechanism in these CT state systems. Meanwhile,

there is no obvious relationship between AEsT and the other orbital overlaps exam-

ined in Figure 2-4, suggesting that interaction between the HOMO and LUMO has a

key role in kinetic exchange. Finally, since kinetic exchange only stabilizes the singlet

CT state, the observed dominance of this exchange mechanism serves as an explana-

tion of why the CT state splittings have been found to be almost always negative and

suggests that these results are not simulation artifacts.

Let us now consider the effects of allowing the CT state to undergo geometry

relaxation. While crystal packing will generally reduce these effects by preventing

full relaxation, the direction of the shift should be important. That is, if it is found

that geometry relaxation stabilizes singlet CT states more than triplet CT states,

it will support the previous conclusion that singlet CT states most often lie below

triplet CT states. On the other hand, if geometry relaxation is found to destabilize

the singlet CT state relative to the triplet CT state. it will suggest that, even if

splittings obtained in the crystal structure geometry favor singlet CT states as in
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Figure 2-5: AEST (dotted line) and Al-Al distance (solid line) as a function of linear reaction
coordinate connecting the crystal structure geometry (Neutral) with the optimized 'I CT
state geometry (CT) for the a-Alq3 dimer. We see that as geometry relaxation proceeds,
the magnitude of AEsT increases while the Al-Al distance decreases.

Table 2.2, the singlet CT state in the actual system may or may not be favored once

partial relaxation has occurred.

To examine these issues, the optimal CT geometry was computed for Alq 3 begin-

ning from the crystal structure for a-Alq3 and relaxing the diner in the mixed (U)

CT state. The mixed state was chosen because it presents an idea of the "average"

structures assumed by the singlet and triplet CT states. An approximate reaction

coordinate was constructed by linear interpolation between the crystal structure ge-

onietry and the T CT state geometry and AEsT was computed as a function of this

reaction coordinate, as shown in Figure 2-5. We observe that the singlet CT state lies

below the triplet CT state along the entire coordinate and that the splitting increases

monotonically as we proceed from the crystal structure to the CT structure. We can

rationalize this singlet stabilization by noting that the Coulombic attraction present

in the CT state causes the donor-acceptor distance to decrease as relaxation occurs

(See Figure 2-5). This decreased distance results in increased orbital overlap, which

causes an increase in kinetic exchange and thereby increases the singlet stabilization.

We note that direct exchange should also increase in magnitude as the monomers

approach one another, although apparently more slowly than the kinetic term. Ad-

ditional evidence of this singlet stabilization trend was obtained by computing mixed



Dimer AEsT(q (menV)
FIrpic-:DCM2+ a -116
DCM- :CBP+ b -329
c--Alq3:PtOEP+ c -323

a Firpic iridiuim(III)bis [(4,6-di-fluoroplieny)-pyridinato-NC 2 ']picolinate
[98], DCM2 4-dicvanomethylene-2-methyl-6- [2-(2,3,6,7-tetrahydro-1H,5H-
benzo[ij]quinolizin-8-yl)vinyl]-4H-pyran[99]
I'CBP = 4,4'-bis(9-carbazolyl)-2,2'-biphenyl [100]
cPtOEP = 2,3,7,8,12,13,17,18-octaethvl-21H,23H-porphine platinum (II) [101]

Table 2.3: Adiabatic AEST for several CT state heterodimers at the relaced It CT geometry.
Structura relaxation causes substantial stabilization of singlets over triplets.

CT state optimized geometry splittings for three heterodimers (Table 2.3) selected

because of their chemical relevance to the design of extrafluorescent OLEDs [79]. For

each of these dimers, we again find that the splitting at the CT geometry strongly

favors the singlet. We note that, while DFT tends to give unreliable structures for

van der Waals complexes in general [97], the relaxed CT geometries are dominated

by charge-charge interactions between donor and acceptor and as such should be well

approximated by DFT. These results imply that, for systems in which singlet CT

states are favored in the ground state geometry, the singlet CT will be even more

strongly favored as relaxation toward the CT state geometry occurs.

2.4 Discussion

Two experimental measurements of AEST for geminate electron-hole pairs in organic

materials exist in the literature. Segal et al. [79] electrically excite an OLED contain-

ing Alq 3 and PtOEP to obtain AEs1 = -7 meV. That is., they find the singlet CT

state for that device to lie below the triplet CT state, in agreement with the energy or-

dering of the crystal structure and geometry optimized splittings presented in Tables

2.2 and 2.3. On the other hand, Kadashchuk et al. [102] photoexcite poly-p-phenylene

and measure its electroluminescence efficiencies as a function of temperature to find

that the triplet CT state lies 3-6 meV below the singlet CT state, which has the

opposite energy ordering of the majority of our calculations. However, since the mag-



nitude and sign of the splitting has been found to be geometry dependent (Figure

2-4), it is not unreasonable to suggest that the donor-acceptor structure studied by

Kadashchuk may be the exceptional case where triplets are favored.

In either case, it is observed that the calculated splittings are typically an order of

magnitude larger than the experimental splittings. Obviously, one concern is that this

discrepancy arsies from a systematic theoretical error. Most importantly, one notes

that the CT states are diradicals, which are typically treated poorly in DFT because

of nondynamic correlation[103]. While we cannot completely rule out these effects

in the present case without significant computational expense (e.g. CASTPT2), we

do note that constrained DFT is expected to reduce the influence of nondynamic

correlation on the results [40]. In fact, simulations of the type presented here have

been shown to have typical errors of only 10-20 meV for transition metal exchange

couplings [40], so that the discrepancy in magnitude between theory and experiment

is not expected to be due to the simulation method. Instead, it can be understood

by recognizing that in a real device next-nearest and next-next-nearest neighbor CT

states are generated along with their near-neighbor counterparts whereas the split-

tings calculated here correspond only to nearest neighbor donor-acceptor pairs. To

put it another way, the experiments probe an ensemble of structures of which we

have considered only one representative. Since the magnitude of the splitting gen-

erally decreases with donor-acceptor pair orbital overlap and overlap decreases with

pair distance, the splittings calculated here are expected to provide upper bounds for

experimentally measured splittings. Thus, our results indirectly suggest that next-

nearest and next-next-nearest neighbor CT states may play a significant role in these

devices, a point than has not previously been appreciated. However, since we do

not see a strong dependence of the sign of the splitting on distance (Table 2.2), our

qualitative conclusions should remain valid even for non-nearest neighbors.

The effects of the surrounding environment on CT state splittings have so far not

been addressed, where the interactions to consider include steric, electrostatic, and

van der Waals forces. In principle, the effects of steric interaction on the splitting

could be studied by computing geometry optimized splittings for systems containing



nearest neighbor and next nearest neighbor monomers. However, calculations on such

large systems are generally coinputationally impractical, and as noted earlier, their

effect would primarily be to reduce reorganization. However, since CT states contain

a spatially separated electron and hole, they are expected to have large dipoles and

to couple with polarizable groups in their vicinity. In other words, CT states are ex-

pected to have strong electrostatic interactions with their surroundings. We studied

the effects of these interactions on the splitting in two ways. First, the dipoles of

the singlet and triplet CT states were compared for each of the dimers in Table 2.2

where the difference in magnitudes between the singlet and triplet dipole moments is

also shown. When this difference is small, the singlet and triplet state energies are

expected to undergo similar relaxation in the presence of electrostatic interactions,

thereby leaving AEST unaltered relative to the splitting obtained in vacuum. Note

that the largest difference in dipole magnitude occurs for the [Zn(tpy) 2]2+ homod-

imer, suggesting that it may be the most susceptible of these dimers to electrostatic

interactions. To study this susceptibility more rigorously, the COSMO dielectric con-

tinuum model [104] with a dielectric constant of E = 3 was used to approximate the

electrostatic effect on the donor-acceptor pair due to surrounding monomers. For the

[Zn(tpy) 2]2+ homodimer, the splitting with (without) the dielectric continuum was

-73 meV (-85 meV). The similarity between the splittings obtained with and without

a dielectric suggest that electrostatic interactions should not materially affect our

conclusions even with modest differences between the singlet and triplet dipole mag-

nitudes. This result is reasonable because AEsr is a comparison of one CT state to

another rather than a comparison of a CT state to the ground state, where dielectric

effects would be expected to be larger. The final class of forces one might consider is

van der Vaals interactions. These forces are expected to be much weaker than either

sterics or electrostatics and thus their effect on the splitting is not studied in detail

here.
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Figure 2-6: Excited state of poly-p-phenylene as a function of lateral displacement using

INDO/SCI. In order of increasing energy, the states shown are second singlet exciton (dashed

blue), triplet CT state (dotted magenta), and singlet CT state (solid red).
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Figure 2-7: Excited state of poly-p-phenylene as a function of lateral displacement using

TDDFT. In order of increasing energy, the states shown are the first singlet exciton (dot-

dashed orange), second singlet exciton (dashed blue), third singlet exciton (dotted magenta),

singlet CT state (solid red) and triplet CT state (dashed black).

The simulations described so far allow mixing between the CT states, but do

not consider the possibility that mixing might also occur between CT and high-lying

exciton states. To put it another way, the constrained calculations assume that a full

unit of charge has transfered from the donor the acceptor, whereas one should expect

a certain amount of leakage of the excess charge back on to the donor. Such mixing



or leakage could increase charge recoinbination rates or induce intersystem crossing.

To study this possibility, poly-p-phenylene was laterally displaced as in Figure 2-4

and energies for the CT and singlet exciton states were obtained using INDO/SCI

[105, 106] (Figure 2-6) and TDDFT [107] (Figure 2-7). We note that TDDFT by itself

does not accurately predict the CT excitations in this system, placing them more than

1 eV too low [103). Hence only the intramolecular excited states are described here

with TDDFT, while the CT states are obtained from CDFT, as before. Figure 2-6

shows avoided crossings of the CT and second exciton states aft ~1 and ~3 A using

INDO/SCI. Thus, significant mixing is expected at these geometries. Meanwhile,

if we compare the TDDFT exciton energies with the C-DFT CT state energies, we

see that the curves cross at r1 and ~~3 (also ~5 and ~7) A. As noted previously

[41], the DFT curves do not avoid one another because C-DFT states correspond to

diabatic states which can undergo surface crossing. These four lateral displacements

correspond to the four minima of AEsT in the top figure of Figure 2-4. These results

suggest that when the singlet CT state is most stabilized, non-luminescent exciton

states can come quite close to the CT state and may play a significant role in the

recombination process. Ve plan to investigate this process more fully in a later paper.

For the present, we merely note that our results so far support the hypothesis that

AEST plays a significant role in the recombination process but they do not disprove

the possible further interference of (lark excitons in the dynamics [49].

Fluorescence efficiency within OLEDs is directly related to the fraction of singlet

exciton states produced because only those states can fluoresce to emit light. This

singlet state fraction can be increased above the statistically expected 25% if triplet

CT states undergo rapid ISC to become singlet CT states. Meanwhile, given the

extremely small (~ 10-4 eV) spin-orbit coupling in organic molecules, favorable ISC

typically requires that the CT states be very nearly degenerate. However, we have

observed a nondegenerate CT state gap for the majority of systems and geometries

studied. These gaps are not so large that they could not in principle be overcome by

unusually large spin-orbit or hyperfine interactions. However, typically the existence

of a large gap suggests a slower, activated process is required for intersystem crossing



as compared to the traditional view of ISC arising from purely degenerate mixing of

spin states. Thus, in practice, it appears that the most effective means of enhancing

the singlet fraction in OLEDs should be the incorporation of some transition metal

compound that is capable of increasing krsc. In fact, this principle has been verified in

a recent OLED study [79] where predictions of AEST for the materials involved led to

a clear interpretation of previously ambiguous results. The subsequent introduction

of a sensitizing agent which selectively enhanced kisc resulted in an OLED with

approximately threefold improvement in fluorescence efficiency. Thus while the strong

material dependence of AEsT makes back-of-the-envelope predictions difficult the

ability to compute these splittings in an ab initio manner is still expected to assist in

the development of more efficient OLEDs.

2.5 Conclusions

This article outlines the results of some of the first high-level simulations of inter-

molecular electron-hole pair states in -r-conjugated organic semiconducing materials.

We find that the CT state singlet-triplet gap exhibits strong material dependence

changing in magnitude and even sign depending on the character and relative orien-

tation of the molecules involved. In agreement with reference [102] we find that in

cofacial head-to-tail dimers the triplet CT state is favored. However, in nearly all

other circumstances we find that singlet CT states are stabilized relative to triplet

CT states for small dye molecules and oligoiners, and attribute this stabilization to

kinetic exchange dominance. Structural relaxation is observed to cause additional

stabilization of the singlet CT state, which is ascribed to the increased kinetic ex-

change that arises as donor approaches acceptor under the influence of Coulombic

attraction. High-mobility semiconductors appear to give slightly larger AEST, con-

sistent with the idea that good electronic communication between donor and acceptor

enhances kinetic exchange. Furthermore, the calculated magnitude of this gap, on

the order of 50 meV for nearest neighbors, can be quite a bit larger than the average

gap obtained in experiments, indicating the important role of next-nearest neighbors



and other more distant pairs have on the experimental CT state gap.

These predictions have a direct impact on the design and understanding of OLEDs

and the ultimate development of stable, high efficiency blue and green fluorescent

materials [52, 79]. However, the chemistry discussed here applies just as well to

any organic semiconductors composed of 7r-conjugated oligonmers. Thus, we would

expect a similar interplay between singlet and triplet CT states in phthalocyanine

(Ives and derivitized buckyballs that are often used in organic photovoltaics[108] and

in pentacene films that are inoeporated into organic transistors [109]. The open

questions are how these ideas extend to polymeric systems - where both structural

disorder and the formation of intrachain CT states will play significant roles in the

kinetics - and inorganic/organic hybrid devices - where the delocalized nature of the

inorganic carriers could lead to a picuture of singlet and triplet states that involves

itinerant, rather than localized, magnetisim. Both of these directions are intensely

interesting scientifically and will be the subject of future work.

Another central aim of future work is to find principles for controlling singlet-

triplet CT state splittings in 7r conjugated oligonmeric materials. In particular, while

not possible with available knowledge, a means for predictably modifying the donor-

acceptor orbital overlap is desirable. For example, since AEST also has an important

role in organic photovoltaics, where it is desirable for the triplet CT state to lie below

the singlet CT state [108] so that recombination is inhibited, such control could also

lead to more efficient and robust solar cells. In addition, a quantitative understanding

of Marcus parameters for donor-acceptor pairs, including driving force, reorganization

energy, and coupling could also lead to greater control of OLED efficiency. Methodol-

ogy for obtaining these parameters from C-DFT has been previously derived [42, 431
and the application of these techniques to organic materials such as those discussed

here is actively being pursued. Rates of charge recombination could then be predicted

in a first principles manner, for example, leading to a more thorough understanding

of whether it is AEsrI or AG that causes the singlet/triplet ratio to deviate from 1:3.
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Chapter 3

Extrafluorescence: Including a

sensitizing molecule in OLEDs

results in enhanced singlet charge

recombination

In Chapter 2, we found that the singlet CT state energy is nearly always 10-100 meV

below the triplet CT state energy (Table 2.2), strongly suggesting that intersystem

crossing (ISC) between these states is unfavorable. We also observed that the splitting

between these CT states is strongly dependent on material and spatial orientation

(Fig. 2-4). Prior to this finding and in the nearly complete absence of experinen-

tal data on the singlet-triplet CT energy splitting, it was commonly assumed that

the singlet and triplet CT states were nearly degenerate and that ISC was favorable.

However, this assumuption led to difficulties in explaining the observed wide variation

in organic light emitting device (OLED) energy efficiency. By establishing that ISC

is unfavorable in the absence of spin-orbit coupling, alternative strategies for ratio-

nally improving OLED efliciency could be explored. In this chapter, we discuss how

modifying the spin-orbit coupling though the insertion of a heavy metal sensitizing

agent led to the fabrication of exceptionally efficient organic light emitting devices



(OLEDs).

Fluorescence

Phosphorescence

Figure 3-1: Role of singlet-triplet CT state ISC in OLEDs. Triplet CT states are formed

three times as often as singlet CT states by randomized combination of injected electrons

and holes. If ISC is unfavorable, only 25% of the injected charge pairs recombine to form

singlet excitons that lead to fluorescence, while the other 75% of the charge pairs form

triplet excitons that undergo slow phosphoresence. Efficient OLEDs maximize the fraction

of charge pairs that lead to fluorescence.

3.1 Results

J

Figure 3-2: Calculated difference between
Alq 3. Gold (purple) regions are where the
the ground state.

CT and ground state electron densities for 5-
CT state contains more (fewer) electrons than

To study the effects of spin-orbit coupling on OLED energy efficiency, OLEDs

containing an emissive layer of tris(8-hydroxyquinoline) aluminum (Alq 3, Fig. 3-

2) doped with either platinum octaethylporhyrin (PtOEP) or metal-free OEP were
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Figure 3-3: Quantum efficiency as a function of voltage (in volts) for an Alq3 /BCP OLED
doped by OEP (left pane) and PtOEP (right pane). In the absence of the heavy metal
Pt, the quantum efficiencies remain nearly constant with respect to voltage. Meanwhile,
insertion of Pt leads to votage-dependent quantum efficiency. PtOEP "no singlets" ("raw")
quantum efficiencies are corrected (not corrected) for the contribution from Alq 3 singlets.
Left pane inset: Band energies of Alq3 and BCP. Right pane inset: Photoluminescent
spectra (solid lines) for Alq 3 doped with 0.9% PtOEP and for a neat film of Alq3 shows
that the ratio of PtOEP emission to Alq3 emission is 0.5 ± 0.1.

constructed. The metal-free OEP device serves as a control to isolate the effects due

to spin-orbit coupling by the platinum. Table 2.2 shows appreciable splitting between

the singlet and triplet CT states of Alq3 , so that ISC is expected to be unfavorable

in the absence of spin-orbit coupling. Fig. 3-3 shows the quantum efficiencies of the

devices as a function of voltage. It is found that doping with PtOEP leads to voltage

dependency that is absent in the Pt-free material.

The singlet fraction X, is related to the PtOEP EL (PL) quantum efficiency

ELP POEP), fraction of electrically excited excitons dEL, fraction of singlet

(triplet) excitons transferred to the porphyrin from Alq 3 rs (rT) by the equation

EL UPtOEP -EL) (1 - XS) rT ± rsxsl+ dEL - Similarly, for the Alq 3 quan-

tum efficiency, iL/ = P [(1 - dEL) (1 - rs) Xs). To study the change in Xs,

contributions to PtOEP emission due to rs and dEL are removed through a PL

measurement of a 0.9% PtOEP:Alq3 thin film (Fig. 3-3 right pane inset). De-
PL1

fine f = - . From the thin film PL measurement, f = 0.5 t 0.1. Then
'iAlq

3

f = [(1 - dPL) rs + dPL PtOEP [( - TS) (1 - dPL) PL3 ],where dPL is the fraction

of optically excited excitons that form on PtOEP. Defining P = log (,OEP - ilq3



F log ~ n rT -- dEL! (1 dEL)F = log (r ), and A = ,- dL) we arrive at an expression for the
A~~q Irr + dPL (I - dPL)I

singlet exciton fraction (Eq. 3.1).

dP

Xs = -AdF dp) (3.1)
dF

Absorption strengths of Alq3 and PtOEP at the laser pump wavelength allows an

estimation of dPL = 6%. Therefore, A > 1 independently of dEL. The right pane of

Fig. 3-3 shows the calculated value of Xs with A = 1. We observe that this singlet

fraction coincides with the Alq3 quantum efficiency. Therefore, we conclude that the

voltage dependency of the Alq 3 fluorescence efficiency is a result of the changing Xs.

Furthermore, this dependency coincides with the energies of the Alq3 triplet (2.05 eV)

and singlet (2.7 eV), [111, 112] so we find that the injected charge pairs are excited

thermally to form the singlet exciton in the range Vr < V < V5.

Furthermore, the voltage independent quantum efficiency in Fig. 3-3 shows that

both the fraction of singlet excitons and the total fraction of electrically excited

electrons that form on OEP are independent of voltage, but that doping with PtOEP

allows the fraction of singlet excitons to increase with voltage. In fact, at 4 V, the

singlet exciton fraction for the PtOEP doped material is found to be 0.84 ± 0.03,

which much larger than both the maximum fraction of 0.25 in the absence of ISC or

the measured fraction in Alq3 of 0.20 ± 0.01. [56]

Fig. 3-4 shows the EL efficiency r/ E of Alq 3 as a function of current density

and temperature. Using the fact that the EL efficiency difference r/IL - rL/ ITO

is proportional to exp [791 it is found that the singlet-triplet CT splitting

AECT = -7 ± 3 eV, where the negative sign indicates that the singlet state lies

below the triplet state. The discrepancy in magnitude is a result of the fact that

the theoretical result was obtained for nearest-neighbor pairs in a crystal, while the

experimental results include significant contributions from long-range interactions in

the amorphous experimental bulk.

The results obtained for the PtOEP-doped Alq3 OLED show that spin-orbit cou-

pling can significantly enhance the fraction of singlet exciton states generated. How-
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Figure 3-4: Alq3 EL efficiency 9,3E as a function of current density (A cm- 2) and
temperature shows that EL efficiency increases as the temperature increases. Inset: An
Arrhenius plot shows that phosphoresence is thermally activated. An experimental estimate
to the Alq3 singlet-triplet CT state energy splitting of -7 ± 3 meV is obtained from the
Arrhenius plot slope. This result agrees in sign with the theoretical results of AECT = -70
meV for 6-Alq 3 and AECT = -25 meV for a-Alq3. Here the efficiency is zeroed with

70= 7 EL T70 =PYOEP|T-0-

ever, fluoresence enhancement was not observed for this device because the singlets

are quenched by the PtOEP or are subsequently converted to triplet states. That

is, a successful dopant for increasing fluresence must introduce spin-orbit coupling to

allow CT state mixing, but must not also allow the singlet and triplet excitons to mix.

Figure 3-5 shows a second type of OLED that was fabricated to achieve this selective

mixing. The results show that when spin-orbit coupling is introduced by doping the

red dye DCM2 with iridium(III) bis[(4,6-difluorophenyl)pyridinato-N,C 2 '] picolinate

(FIrpic), a 2.8-fold enhancement, or extrafluorescence) in quantum efficiency com-

pared to an iridium-free control is obtained. The relevant CT state in this device is

Flrpic-/DCM2+, which is shown using constrained DFT calculations to have a large

singlet-triplet CT state splitting. That is, in the absence of spin-orbit coupling this

OLED should have a maximum quantum efficiency of 0.25.
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Figure 3-5: The layers of an extrafluorescent OLED (left pane) and quantum efficiency and
enhancement for this device and its controls as a function of voltage in volts (right pane).

3.2 Conclusions

Using constrained DFT calculations, we have shown that the singlet CT state en-

ergy almost always lies appreciably below the triplet CT state energy and that the

difference between these states is highly material and geometry dependent. As a con-

sequence., ISC between these singlet and triplet CT states is expected to be negligible

if spin-orbit coupling is absent, and thereby limit the quantum efficiency of an OLED

to 0.25. The experimental results summarized here show that spin-orbital coupling

introduced via a heavy metal such as Pt or Ir can cause the generated fraction of

singlet excitons to far exceed the 0.25 limit. To generate increased fluorescence, it

is not sufficient to merely introduce spin-orbit coupling. The newly-formed singlet

excitons must be prevented from mixing with triplet excitons. Such mixing control

can be obtained by careful choice of material and device architecture.
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Chapter 4

Electronic Properties of Disordered

Organic Semiconductors via

QM/MM Simulations

4.1 Introduction

The study of organic electronics presents a new landscape upon which chemists,

material scientists, and others are working to reproduce and supplement conven-

tional inorganic semiconductor devices with a palette of small molecule and poly-

meric materials. [ 113] These are typically -r-conjugated systems with low-lying excited

states and the ability to transport both holes and electrons.[9] While work remains

to be done, significant progress has been made on device applications such as or-

ganic light-emitting diodes (OLEDs),photovoltaics (OPVs),and field-effect transistors

(OFETs). [114]

Although monocrystalline organic materials can be produced, most applications

are limited by cost to polycrystalline or amorphous structures. Thus disorder greatly

affects carrier mobilities and generation-recombination behavior of OSC devices. In

addition, because there are no intermolecular covalent bonds, weak van der Waals

(vdW) forces dominate interactions in the solid[114] creating localized (Frenkel type)



excitons while strong electron-phonon interactions lead to polaron formation and

hopping-type transport. For the computational scientist, the conceptual simplicity of

bands in traditional semiconductors has been replaced by a complex disordered sys-

tem where electron interactions and electron-phonon coupling determine the energy

landscape. [9]

Describing OSC electronic properties and transport behavior can be formulated[9,

115] in terms of Marcus ET theory.[116] The electronic states of OSCs can be de-

scribed with semi-empirical[1 17], density functional theory (DFT),[115, 1181 or wavefunction-

based methods. [119] To describe short-range disorder in the solid, simulated anneal-

ing can generate dimer structures for which the electronic coupling between pairs

of molecules can be computed, leading to an estimate of carrier mobility.[120] To

crudely address electrostatic effects of the environment, polarizable continuum mod-

els (PCMs) can also be invoked.[121]

Classical Mechanics QM/MM Embedding All Electron Calculation

Figure 4-1: Illustration of QM/MM method. Left: Disordered Alq3 supercell, generated using
MM simulation techniques. Center: Selection of QM region within the MM environment. Right:
Electronic structure calculation of desired electronic state.

QM/MM studies[122] can shed more light on the impact of the environment

on transport properties. By explicitly including intermolecular interactions in the

QM/MM potential, the effect of neighboring molecules on optical and transport prop-

erties can be better described. Even for an amorphous material with nanometer-scale



disorder, the localized nature of the electronic state means that the QM region need

only include one or two monomers (See 4-1). This makes QM/MM calculations vastly

faster than a full DFT calculation on the same system.

Recently, we and others[123, 120] have begun a systematic study of organic ma-

terials with QM/MM methods. This review is a tutorial intended to illustrate the

fundamental principles involved in this new class of simulations. We begin by intro-

ducing the relevant theoretical ingredients - the Marcus picture of ET, identifying

diabatic states using CDFT, and the integration with QM/MM techniques. To illus-

trate how the techniques interface with one another, we focus on Alq 3 , a well-studied

molecule[124, 125, 121, 120, 110] that is the prototypical OLED material.We apply

the QM/MM methodology to Alq 3 and compute a range of electronic properties:

transport gap, electron- and hole- transfer rates, spectral densities and charge carrier

recombination rates. At every stage, we observe the crucial influence of the environ-

ment, and particularly disorder, on the distribution of electronic states. We conclude

by summarizing the strengths and weaknesses of this approach for studying OSCs

and detail future work necessary for broader applications.

4.2 Theory

4.2.1 Marcus Theory of Electron Transfer

In the condensed phase, ET occurs as the static and dynamic polarization of the

environment stabilizes (or destabilizes) charged species. For nonadiabatic reactions

(see 4-2) this is described by two parameters. Structural fluctuations contribute to

the reorganization energy A, which describes the relaxation of the entire system as a

result of the new electronic state. This is balanced by AG, the free energy change

during ET. The intramolecular ET rate, kET, can be aproximately written as[1161

2_r:_ -F (A + AG) 2  (4.1)
h y47r AkBT 4AkBT
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Here, the prefactor involves the electronic coupling element, V R, between the (dia-

batic) reactant and product states of ET.

a)R b)R
P P

Figure 4-2: Marcus free energies describing an exoergic transition from reactant (R) to product
(P) states. a) Circles indicate calculations for four-point determination of AAG. b) Within the
Marcus picture, static disorder creates a distribution of reactant and product energy landscapes.
The horizontal and vertical axes correspond to reaction coordinate and energy, respectively.

As A is a relaxation energy, it is often written as a sum of an inner-sphere term, Aj,

which comes from the relaxation of the molecules undergoing ET, and an outer-sphere

term, A,, that describes the relaxation of the environment. Meanwhile, the electronic

coupling is VR P (PIHIR), where IR)(IP)) is the reactant (product) state, and H

is the Hamiltonian in the diabatic basis. VRP is often assumed constant along the

reaction coordinate (Condon approximation). We will make no such approximations

in what follows, but will instead compute Vap at each instantaneous configuration.

We note that Marcus theory is typically an ensemble theory. A given reaction

is characterized by a single value of AG, A, and VTap (4-2a). Meanwhile, organic

solids tend to be disordered, nonequilibrium systems. As a result, an OSC has many

relevant values of AG, A, and VRp (4-2b) leading to a distribution of ET rates via

Eq. 4.1. In order to translate the tangle of energy landscapes in 4-2b into a single

rate, one must resolve the individual timescales of relaxation versus charge hopping.

In what follows, we will not unravel this particular Gordian knot but instead focus

on quantifying the underlying distributions.

4.2.2 Constrained DFT as a Route to Diabatic States

In order to connect the Marcus picture to a physical system, a prescription for di-

abatic electronic states must be chosen. In this vein, empirical valence bond [122],



seniempirical molecular orbital 1l 17] ,CDFT[126, 127] and CI-based[128] approaches

have all proven useful. In what follows, we employ CDFT to define diabatic electronic

states and compute relevant ET parameters. We choose this route because CDFT

provides a compromise between computational cost and accuracy: the calculations

are fast enough for realistic systems but also reliable enough for chemical accuracy in

many properties.

Within CDFT, a diabatic ET state such as D+4- is defined to be the lowest

energy state such that the partial charges on the atoms that compose the acceptor

(A) sum to -1. If the overall system is neutral, the donor (D) atom charges will then

sum to +1, reflecting the hole left behind by the transferred electron. Other diabatic

states, such as A A- or D+D are defined analogously. The constraint is enforced by

applying a local chemical potential bias, V, between donor and acceptor. By varying

the strength of this potential, one can control the charge on the acceptor. In CDFT, V

is determined self-consistently with the charge density to determine the lowest energy

state that satisfies the charge constraint exactly [129]. The charge-constrained states

thus obtained form the foundation for a seamless connection between DFT and ET

theory[126, 130].

For a rigid system like an organic crystal, the entropic contributions to the Mar-

cus parameters (AG, A) are expected to be small, so the task reduces to computing

enthalpies. These enthalpies can be computed from a combination of geometry op-

timizations and energy evaluations. Adopting a notation of (XIY) for the energy

of state X at the optimized geometry of Y, we can compute the driving force and

reorganization of R -+ P from (see 4-2)

1
AG [(R|R) - (RIP) - (PIP) - (PIR)]. (4.2)

1
A = -- [( R|R) - ( R|P) + (PIP) - (P|R)]. (4.3)

2

These expressions make the standard linear response assumption that both free energy

surfaces are perfect parabolas with the same curvature. [116] Finally, we compute 1 RP

in CDFT using the method of Ref. [131]. There it is noted that the coupling can be



computed from a conbination of the overlap between electronic states and the matrix

elements of the chemical potential between them:

FR + FP 1
VRP = R I(IJFP) ( R I qP) (' R I VR + VP IDP), (4.4)

2 2

where Fi is the free energy of the ith state and 1V is the constraining chemical potential

for that state. Recent applications have shown that CDFT can provide accurate

predictions of A/G, A, and V7 RP when used within this framework [126, 127, 130].

4.2.3 QM/MM Modeling of Disordered Systems

QM/MM techniques have a long history of application to systems where a small

active site is surrounded by a much larger environment. The simulation cell is

thus divided into classical (MM) and quantum (QM) regions, which interact via a

QM/MM Hamiltonian.[122] The important quantum phenomena are contained within

the molecules of the QM region, while the surrounding MM region provides essential

corrections (e.g. local electric fields) from the heterogeneous environment.

The total energy of the QM/MM simulation is given by:

E = EQm(rQ) + Egg(rm) + EQm/Nm(rQ, rm). (4.5)

Here, EQm and EAm are the energies of the QM and MM regions, which depend on

the coordinates of the QM (rQ) and MM (rNI) nuclei respectively. EQ/MM represents

the interaction energy between the regions and consists of electrostatic interactions

plus an empirical vdW repulsion:

EQm/7, = -jz Iri - r'p(r) dr' + r - ZZ Vyaw(rjrj). (4.6)
iEM iEjEQ ieM jCQ

The MM region can be described using the standard CHARMM force field (FF)



functional form augmented with Drude polarization:

EM = ECHARMN + EDrude. (4.7)

Within the Drude model,[132] mobile charged "Drude particles" carrying charge q d

are harmonically bonded to selected MM'I atoms, yielding approximate point dipoles.

The Drude model thus adds the following harmonic bonds and electrostatic terms to

the FF:

EDrude kiIdi - i qj% (18)
2 . . di - r . .A - djI

Electronic polarization is modeled by allowing the Drude particles to respond in-

stantaneously to local electric fields, so that for any given nuclear configuration {r},

EDrude is minimized with respect to the positions of the Drude particles. The posi-

tions of the Drude particles must be determined self-consistently with the QM charge

density, because the electric field experienced by the Drude particles depends on the

QM charges and vice versa. The empirical parameters contained in the FF were fitted

to reproduce available experimental and ab inito data (Supporting Information).

4.2.4 Simulation Procedure

We begin our QM/MM calculations by obtaining thermally sampled configurations

of the OSC material. A pare MM trajectory with a large number of molecules is

simulated at constant temperature, from which we extract a large number of snapshots

at fixed time intervals for QM/MM calculations.

Each snapshot contains a disordered supercell of many molecules (4-1, left pane).

Because electronic states in OSCs are largely localized, molecules distant from the

active region mostly contribute long-range effects that are well described by MM. We

invoke QM/MM by selecting a small subset of the snapshot (4-1. center pane). which

by physical intuition we assume to contain the interesting quantum effects. Finally,

the QM molecules are embedded in the MM simulation and treated using a full QM

electronic structure calculation (4-1, right pane); the interaction with the MM system



is replaced by the QM/MM Hamiltonian (Eq. 4.5). The MM atomic charges appear as

external point charges in the QM calculation, which affect the QM electronic density.

At the boundary between the regions, QM electron density can localize around

nearby MMJ point charges. however, this is an unphysical error caused by the lack

of exchange repulsion in the MM region, which we address by replacing IM point
(r - r)2

charges with Gaussians: p(r) = e- 2, where the blurring parameter. In this

work, we choose or-= 3.5 A , approximately half the radius of Alq3 .

Within this framework, the Hellman-Feynman forces on QM and MM atoms alike

are given by differentiating the QM/MM Hamiltonian with respect to the nuclear

coordinates. When an optimized structure is desired (e.g. when computing A) these

forces are used to minimize the energy of the entire system.

4.3 Computational Details

4.3.1 Alq 3 as a Model Material

Alq 3 is an octahedral coordination complex in which three 8-hydroxyquinoline lig-

ands are bound to a central aluminum atom. Numerous experimental and theoretical

studies are available in the literature,[124, 133, 134, 125, 121, 120] making this ma-

terial an ideal candidate for illustrating the methodology. Alq 3 is known to exist in

several different crystalline phases; the experimentally determined[135] unit cell of

,#-Alq3 is used here as our initial structure because it most closely resembles that

of the amorphous film.[136] We constructed a triclinic supercell of 6x6x6 Alq 3 unit

cells (Z=2) containing 432 molecules. For consistency with our QM method, our

simulation cell used the equilibrium monomer geometry from a gas-phase B3LYP/3-

21G geometry optimization, placed in maximal coincidence with the experimental

molecular coordinates (RMSD < 0.1 A).



4.3.2 MM Sampling and QM/MM Methodology

We performed non-polarizable MM sampling in GROMACS 4.0[137] using the NVT

ensemble at 300 K. Full periodic boundary conditions were applied, and Bond lengths

were held to DFT-optimized values using the LINCS algorithmn.The entire simulation

length was 5.0ns, intended to sample typical thermal fluctuations in this material.

500ps was allowed for thermal equilibration, after which snapshots were extracted

at 20ps intervals to minimize shot-to-shot correlation. QM/MM calculations were

performed with the CHARMM[138]-Q-Chem[82] interface[139). Where noted, the

QM/MM calculations account for electronic polarizability of the MM system through

the presence of the Drude particles.

4.3.3 Electronic Structure Calculations

Electronic structure calculations were all performed using the 3-21G basis set at the

B3LYP level of theory. To investigate the basis set dependence of each property,

we performed selected calculations using the larger cc-pVDZ and aug-cc-pVDZ basis

sets. Unless specifically noted, we find negligible basis set dependence (i5% change)

for all of the properties discussed in the text.

In the following sections, we determine most excitation energies using tine-dependent

DFT (TDDFT) [38], with the exception of CT states, which are obtained with CDFT.

Becke weights are used to define electron populations in the CDFT framework with

charge and spin constrained together.

4.4 Charge Transport Properties

The motion of charge carriers in OSCs is governed by several material properties.

First, the transport gap (also called the band gap) measures the energy difference

between free electron and hole carriers. It is formally given by the difference between

the ionization potential (IP) and electron affinity (EA), Et = IP - EA. In OSCs the

band structure is influenced both by the heterogeneity of the system (which gives



rise to a distribution of local IPs and EAs) and the intrinsic band width, which is

governed by the electronic coupling Vfp (also called the hopping integral). Although

OSCs have a band structure, the discussion in Section 4.1 should make it clear that

it is not appropriate to discuss charge transport in organic materials in terms of

band theory. Instead, carrier mobility ([h) is determined by a Marcus-like rate

expression, which is in turn influenced both by energetic disorder and the magnitude

of VP.[9, 115]

4.4.1 Transport Gap

EA=1.3 eV IP=5.7 eV

Cl)
0

Et=4.1 eV

0.0 1.8 3.5 5.3 7.0
Energy (eV)

Figure 4-3: Alq3 electron affinity (EA) and ionization potential (IP) computed with fixed MM point
charges (thin solid curves), with only charge blurring (dashed curves), and with only polarization
correction (thick solid curves). The transport gap, Et, is the difference between the IP and EA
distribution onsets. All results obtained with 3-21G/B3LYP.

The prescription for computing the transport gap in Alq3 is straightforward. For

a given snapshot, we choose a single monomer and compute QM/MM energies for the

cation, anion, and neutral states yielding the transport gap, Et = E+ + E- - 2EO.

By computing Et for different monomers at a variety of snapshots, we can obtain an

estimate of the variations in the gal) due to disorder.

In 4-3, simulation results for EAs and IPs are presented. At a crude level, we first

compute the gap with fixed MM point charges, and obtain an EA (IP) of 0.6 ± 0.05

(6.3±0.06) eV and a transport gap of 5.4 eV (as measured from the IP and EA onsets).

Blurring of the MM charges blue-shifts both EA and IP by .15 eV yielding no effect on



E,. Including polarization corrections in the FF blue-shifts the EA onset to 1.3t0.05

eV and red-shifts the IP onset to 5.7 + 0.05 eV to give an edge-to-edge transport gap

of 4.3 eV. This 1.3 eV polarization correction is a result of the strong interactions of

the anion and cation with the charged Drude particles. Indeed, assuming each charge

sits in a sphere of radius .7 nm surrounded by a dielectric medium with c, = 2.9, we

obtain AEp, 1=0.68 eV for each charge - very close to the observed polarization shift of

0.55 eV (0.65 eV) for the IP (EA). A small representative set of calculations performed

using the aug-cc-pVDZ basis red-shifts the Et modestly by 0.2 eV. Combining the

basis set and polarization corrections gives a corrected estimate of 4.1 eV for the

transport gap. Thus we see that disorder has a very small effect on the transport

levels of Alq 3 : the shot-to-shot variation in IP or EA is only 0.05 eV, and the site to

site variation (not shown) is only 0.01-0.02 eV.

A variety of experimental and theoretical results are available for comparison.

Experimentally, IPs and EAs of Alq 3 have been determined. yielding band gaps in

the range 3.6 - 4.1 eV.[133, 134, 140] Our result is at the higher edge of this range.

Previous theoretical studies on Alq3 monomers within a PCM report an EA (IP) of

1.7 eV (5.8 eV) [121] yielding a transport gap of 4.2 eV. Our results are in excellent

agreement with these predictions.

4.4.2 Electronic Coupling

To obtain electronic couplings, we compute the matrix elements (A =Alq3 ) (A-AHIAA-)

(for electron transport) and (A+AIHIAA+) (for hole transport). We take the quan-

tum region to be a pair of Alq3 molecules with an excess electron or hole. Two

CDFT states are constructed in which the excess charge is constrained to be on one

molecule or the other and the electronic coupling between these states is computed

using Eq. 4.4. This is repeated for several near-neighbor pairs at a large number of

snapshots. While nuclear heterogeneity has little effect on electron and hole energies,

it is expected to significantly influence the electron and hole couplings because of their

strong dependence on relative orientation.

4-4 shows the B3LYP/3-21G electron and hole hopping parameters for several
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Figure 4-4: Electron (e-) and hole (h+) electronic coupling distributions. Inset: The difference,
AE =Ebiur - Enobiur, between blurred and unblurred couplings.

different pairs (indexed by the lattice vector separating them) with fixed MM point

charges. The inset shows that while charge blurring can change individual couplings

up to 100 meV, the distributions are not significantly shifted. For a given dimer we

note the coupling can vary by as much as a factor of five as a function of time -

suggesting significant dynamic heterogeneity of the hopping rate on the nanosecond

timescale. There is also obvious static structure in the data: despite the width of

the distributions, the couplings typically obey V'A(1, -1, 1) < VI(1, 0, 0) ~Vh (0, 0, 0)

and Ve (1, -1, 1) < V&(0, 0, 0) < V'(1, 0, 0). Finally, we note that holes tend to have

a higher density of very small couplings, while electrons account for most of the high

couplings.

These results can be compared to previous theoretical efforts. Lin et al. have

shown that electron couplings in the perfect b crystal can be up to 289 meV - ten

times as large as the largest hole coupling(136]. Meanwhile Kwiatkowski et al. have

shown that in an amorphous sample both electron and hole couplings are in the

0-100 meV range [120). As our simulations are on a thermalized crystal structure,

lVing somewhere between the two aforementioned systems, we see that disorder tends

to progressively enhance small hole couplings while disrupting some of the strong

electron transport pathways in Alga.



4.4.3 Reorganization and Mobility

A' (A") can be computed by: 1) constraining the electron (hole) to be on one monomer

and relaxing the structure of the whole system, 2) repeating the process with the elec-

tron (hole) constrained on the opposite monomer, and 3) computing A as in Eq. 4.3.

This process takes tens to hundreds of times longer than an energy calculation, and so

it is not computationally feasible to compute A for every pair of monomers or every

snapshot. In order to generate 4.1, we have therefore modeled only a handful of

dimers from a single snapshot.

Table 4.1: Calculated Marcus parameters and rates for various donor/acceptor pairs within Alq 3
crystal, labelled by the lattice vector between the monomers. All energies are reported in meV
except for AGCr (eV). Rates are reported in s-1. Rows are arranged in order of increasing Al-Al
separation.

Lattice Hole Transport Electron Transport Recombination
Vector Ah AGh Vh logio(kh) Ae AGe V- logio(ke) A' -AG VRp

(1,0,1) 333 -38 87 14.0 352 25 115 14.0 653 -3.07 104
(0,-1.,0) 245 36 45 13.4 285 -6 45 13.4 498 -3.26 69
(0,0,1) 272 -30 87 14.1 377 38 63 13.4 337 -3.38 119

(±1,0.0) 245 -39 46 13.6 366 -171 33 13.4 614 -3.08 86
(0,0,0) 162 -47 35 13.6 238 -18 86 14.1 457 -3.20 195
(1,-1,0) 272 16 20 12.7 492 9 52 13.1 532 -2.98 196

(1,0,0) 220 -6 94 14.2 253 -17 317 15.2 283 -3.50 159
(0.±1.0) 210 -86 13 12.7 338 10 80 13.8 364 -3.54 134
(1,-1,1) 157 79 3 11.3 354 -4 4 11.2 225 -3.64 12
(0,-1,1) 173 -3 <1 10.3 373 -10 3 11.1 244 -3.71 N/A
(-1,-,0) 173 -45 < 1 9.9 337 -62 1 10.3 279 -3.75 N/A

As shown in 4.1, the typical electron (hole) reorganization energy in Alq3 is

337 ± 63 meV (223 ± 47 meV). These values are significantly larger than the typical

VRp, consistent with the generally poor transport properties (and high reorganization

barriers) of organic materials. Meanwhile, the distribution of AG (± 48 meV) is

consistent with the width of the IP and EA distributions in 4-3.

We can further estimate Ai by performing a gas-phase calculation to find A'=216

meV and A'=208 meV so that A, 111 meV while AO 15 meV. Thus, the reor-



ganization energy for electrons is larger primarily because the environment traps an

excess electron more strongly than an excess hole. This effect can be rationalized

by noting that the electron wavefunction is typically more delocalized and therefore

more susceptible to environmental fluctuations.

As illustrated in 4.1, with A, AG, and VEp for a given pair, we can predict the

rate of ET via Eq. 4.1, and we note that in 8 of 11 cases the rate of ET is larger

than those for hole transfer. The primary differentiating factor is that the typical

hopping integral for electrons is considerably larger than for holes. In most cases,

this is enough to overcome the difference in activation barriers, which typically favors

holes. Our finding agrees qualitatively with the experimental observation that Alq3

is a good electron transport material, with yte , 100i. Because of heterogeneity in

ke and kh, it is not a trivial matter to make a quantitative prediction of the mobility

based oii these rates. Since p- is most sensitive to the slow, rate limiting values of k,

one must simulate carrier diffusion using the given hopping rates to obtain mobilities

[120]. Such a simulation is beyond the scope of this tutorial, but the feasibility of

such mesoscopic simulations provides the final link between atomistic data and bulk

properties.

4.5 Optical Properties

The optical response of Alq3 is dominated by two Frenkel-type excitons: a singlet

state that fluoresces in the green and a triplet that phosphoresces in the red. How-

ever, the activity of Alq3 in OLEDs also depends critically on the distribution of

CT excitons, which are intermediates in the process of electron-hole recombination.

In contrast with transport properties that describe ground state behavior, optical

properties pertain to excited states making them somewhat more challenging from a

simulation perspective. In what follows, we focus on just two features: the spectral

densities of the various states and the rate of CT recombination to the ground state.



W1 

I

1.7 2.3 2.9 3.5 4.1
Energy (eV)

Figure 4-5: Triplet (T), singlet (S), and CT exciton spectral densities. Solid CT curve includes
polarization correction. Inset: Dependence of singlet exciton states on blurring. The arrow indicates
increasing a, from 0 (no blur) to oo (no charges). The other states are insensitive to a

4.5.1 Spectral Density

To generate singlet and triplet exciton spectral densities, the quantum region of the

QM/MM system was chosen to be a single monomer, and TDDFT was used to obtain

the lowest lying singlet and triplet states at a variety of snapshots. For CT excitons, a

(0, 0, 0) dimer pair was chosen as the quantum region and intermolecular CT energies

were computed as the difference between the CDFT A+A- and AA state energies for

each geometry snapshot. The resulting spectral densities are presented in 4-5.

4-5 shows singlet excitons centered at 2.6 ± 0.08eV , triplet excitons at 2.0 ± 0.04

eV and CT state energies at 3.7 ± 0.2 eV (all with charge blurring). Thus we see

immediately that exciton and CT energies are more sensitive to disorder than either

IP or EA. As a result, diffusion of these states will be more strongly influenced by

energetic trapping than was the case for charge transport, where fluctuations in the

hopping parameter dominated the mobility. The singlet and triplet exciton results can

be compared to a range of experimental and theoretical studies. Optical absorbance

studies place the singlet exciton at 2.7 eV [1411, while a gas-phase TDDFT calculation

finds an exciton energy of 2.8 eV.[142] For the triplet, phosphorescence studies find

energies of 2.03-2.10 eV [143, 111, 144] while gas-phase calculations report 2.1 eV.

Our exciton energies are thus fairly consistent with the existing data and suggest only

a very small environmental effect on the Frenkel-type exciton energies.



One important point is that while triplet and CT excitons are insensitive to blur-

ring (as all properties discussed so far have been) the singlet is quite sensitive to

blurring (4-5,inset). The average singlet energy shifts by 0.3 eV as o- is increased

from zero (point MM charges) to infinity (no MM charges). For the value of U=3.5

Aused here, there is only a small (<0.1 eV) difference between the QM/MM and pure

QM calculations for the singlet, which is physically realistic.

Little is known experimentally about the CT states, so that calculations like the

ones presented here are the primary source of information about these intermediates.

4-5 includes the distribution of CT energies both with and without polarization;

polarization shifts the average CT energy by 0.2 eV and clearly increases the density

of deeply trapped CT states (i.e. states j1 eV below the band edge). These deeply

trapped states could play an important role in OLEDs, facilitating the formation of

singlet excitons (which are very close in energy to the deeply trapped CT states) while

avoiding the triplet states (which remain well-separated from the CT states)[65].

4.5.2 Electronic Coupling

To predict the electronic coupling between the neutral ground state and CT exciton,

we need to compute the matrix element (A+A- IHIAA) using Eq. 4.4. As previously,

we model heterogeneity by computing VRP for multiple geometry snapshots sampled

from the MM trajectory. 4-6 shows the resulting CT electronic coupling for the (0,0,0)

dimer using 3-21G. While the distribution is broad, we note that these CT couplings

are 2-3 tuies larger than the typical electron and hole couplings in 4-4, reflecting the

fact that in the CT state the electron and hole attract one another, leading to larger

overlap.

We consider two corrections to the results in 4-6. We see that blurring somewhat

narrows, but does not shift, the distribution. Further, applying the polarizable FF

is expected to have only a small effect on Vap, which primarily involves the reactant

and product wavefunctions, not their energies. Thus our results suggest that the CT-

to-ground coupling is significantly larger than the electron or hole coupling, tending

to increase the charge recombination rate.
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Figure 4-6: CT-ground state state electronic coupling densities. The dashed (solid) density curve
is computed with (without) MM charge blurring.

4.5.3 Charge-Transfer Reorganization

Just as for charge transport, there is a A associated with the formation of a localized

CT state. However, while charge transport typically occurs in the normal regime

(AG < A), the inverted regime (AG > A) is relevant for CT states. Thus, while

small values of A speed up transport, they slow charge recombination. To evaluate

the significance of this, we compute the CT reorganization energy for a number of

snapshots using Eq. 4.3 with R = A+.- and P = A A (4.1).

We find AcT = 384 ± 133 meV. If the monomers did not interact, we would

expect Acr to be the average of electron and hole reorganization energies: j(Ae +

A') = 315 meV. However, the dimers here are nearest-neighbors so that a significant

portion of the relaxation energy comes from the two monomers approaching each other

in the relaxed A+A~ structure, improving the attractive Coulomb interaction and

increasing ACT relative to the isolated monomers' value. We find that the pairs with

the largest ACT also tend to have the smallest Al-Al separations, further supporting

this conclusion.

Finally, with the Marcus parameters in hand for several pairs, we can predict the

rate of charge recombination to the ground state (ke,) using Eq. 4.1. The results

in 1.1 yield extremely slow rates, with a typical CT lifetime of > 1 s. This long

lifetime is primarily due to the large disparity between AG (~ 3.5 eV) and ACr



.4 eV) leading to extremely slow rates in the inverted regime. Thus, direct charge

recombination to the ground state is not likely to be a significant loss mechanism for

Alq3 in OLED applications, where the rate of exciton formation will be many orders

of magnitude faster than these recombination rates.

4.6 Conclusions

In this tutorial, we have demonstrated how simulation can be used as a tool to study

disordered OSCs. Taking Alq 3 as a prototypical example, we have shown how to

compute its electronic properties within a complex, heterogeneous environment. Our

results are in good agreement with existing experimental findings, and reinforce the

idea that while exciton transport in Alg 3 may be limited by energetic disorder, charge

transport is limited by fluctuations in electronic coupling.

The basis of our investigation is a synthesis of tools that together provide an

efficient means of computing accurate electronic properties in a large, disordered

system. The primary approximation is the assumption that the electronic states are

localized, which is a necessary component for the QM/MM decomposition. This is

not generally valid in inorganic devices but is thought to hold quite generally in OSCs,

where Anderson localization dominates the energy landscape.

Moving forward, a number of extensions of the present work should be explored.

Most importantly, to make simulations of this type into a predictive tool, these ideas

should be applied to a wider array of OSC systems. Here we demonstrate the tech-

niques on a single material while carefully testing sensitivity to the computational

parameters. Similar calculations for the alphabet soup of popular OSC materials -

C60, TPD, P3HT, CuPc ... - will lead to a recipe of simulation parameters most

accurate for a range of systems. Guidelines of this sort are crucial in addressing

technologically relevant structures, such as donor-acceptor interfaces and bulk het-

erojunctions.

On a technical level, the weakest step in our methodology is clearly the process of

MM sampling. We use a single, long MM trajectory to sample the configuration space.



Because these materials are glassy, better phase space sampling could be obtained

either from Monte Carlo or parallel tempering simulations. Further, it is not entirely

clear that MM provides an adequate picture of the energy landscape. In this respect,

it may prove interesting to explore the influence that a full QM/MM trajectory would

have oi the results.

The methodology presented above can be further extended to explore an even

wider range of essential material properties. Here, we have not computed any charge

carrier mobilities, but a prediction of this type is within reach by employing our

calculated rates in kinetic Monte Carlo simulations 120. Alternatively, although

the present tutorial has focused on parameters governing charge transfer, analogous

simulations of exciton transfer could reaveal exciton diffusion lengths in disordered

materials. All of the above applications would require some enhancement of our

existing computational machinery, but would augment our ability to understand and

predict the properties of OSCs.
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Chapter 5

Exciton/Charge-transfer Electronic

Couplings in Organic

Semiconductors

5.1 Introduction

Organic semiconductors (OSCs) hold promise as low-cost solar cells [145. 146, 147,

148, 149, 150, 151, 152] and as versatile, flexible, high-contrast display technolo-

gies [153, 15, 155, 156, 157] that are amenable to cost-effective large-scale produc-

tion. Several of the challenges to improving the energy conversion efficiencies of these

devices include maximizing absorption (or emission) efficiencies, electron and hole

transport, and charge collection (or charge recombination). [158, 159] A detailed un-

derstanding of how these device properties are related to OSC materials and device

architecture is important for guiding the design of semiconductor technologies. In

this present study, we look closely at electronic couplings, which play an important

role in providing this detailed understanding.

Spatially localized excitons and spatially delocalized CT states play crucial roles

in OSCs. Fig. 5-1 illustrates the interplay of these states at a PV heterojunction

interface. In this figure, the heterojunction is composed of OSC materials A and
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Figure 5-1: Cartoon of two possible electron transfer pathways through an organic photo-
voltaic material. The spatial location (molecule A or B) of the localized excitons is denoted
by superscript. The CT state is delocalized over both molecules.

B. The first several localized singlet and triplet excitons are presented for each PV

material where the molecular location of the exitation is labeled by superscript. A

delocalized CT state that involves both A and B is also shown. In the first step of the

solar cell's operation cycle, the A-B dimer is photoexcited to a singlet excitonic state

localized on either A or B. After some time, the system can undergo a series of relax-

ations from one exitonic state to another exitonic state and eventually relax to the

CT state. Finally, the CT state can undergo charge separation to form free electron

and hole charge carriers. [160] These charge carriers can drift toward the electrodes

and produce the desired current. Given the various electronic states involved in this

multistep relaxation process, there are many possible relaxation pathways that the

system may follow. In Fig. 5-1, the red and green arrows represent two concievable

pathways leading from photoexcitation to charge dissociation. The transition rate of

each multistep process is not faster than its constituent steps. Furthermore, some of

the possible process can be act as energy loss mechanisms that reduce the fraction

of incident light on the devices that is converted into electricity. In optimizing these

devices, we wish to choose materials and device morphologies that maximize the rate

of desirable relaxation mechanisms while minimizing loss mechanism rates. [158] A

useful tool for comparing electronic transistion rates between states a and b is the

Marcus rate expression (Eq. 5.1).
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Here, AG' is the driving force, A is the reorganization energy and Has ('IH| ') is

the coupling between states described by the wavefunctions #a and 'Yb and electronic

Hamiltonian H. Importantly, we note that the rate is proportional to the square

modulus of the coupling.

We have seen that predicting the rates of electronic transistions within OSCs

is crucial for designing superior OSCs. Conceptually understanding the mechanisms

governing these electronic transitions is also paramount and will be the primary focus

of this paper. To begin this conceptual discussion, it is convenient to describe elec-

tronic energy surfaces as either being diabatic or adiabatic. Given non-orthonormal

diabatic states Ha, and Hbb and the coupling between these states Hab, a generalized

eigenvalue problem (Eq. 5.2) can be solved to obtain the corresponding adiabatic

states ' and energy surfaces E'.

Haa Hab 1 Saa Sab
|<b)d cad |<ba) (5.2)

Hba Hbb j Sba Sbb

An important distinction between diabatic and adiabatic states is that diabatic states

are characterized by uniform electronic character as one moves along an arbitrary

nuclear coordinate. Thus, if a state has ionic (covalent) character at one point on its

diabatic surface, it will have ionic (covalent) character at every point on that diabatic

surface. In contrast, adiabatic states, which result from rigorously applying the Born-

Oppenheimer approximation, may have varied electronic character at different points

on the same adiabatic energy surface. Another way to conceptualize the difference

between diabatic and adiabatic states is that diabatic surfaces can energetically cross

each other, while adiabatic surfaces instead undergo an "avoided crossing" near the

diabatic crossings (Fig. 5-2).

The interplay between diabatic and adiabatic states is important for understand-

ing electronic transitions. That is, neither diabatic nor adiabatic states can alone
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Figure 5-2: Cartoon of adiabatic (dashed curves labeled Haa and Hbb) and diabatic states

(solid curves labeled e±) at the crossing of the diabatic states as a function of some electronic
coordinate R. The coupling Ha is half of the separation between the adiabatic states at
the crossing.

describe electronic transitions. For example, suppose in Fig. 5-2 that the system

has been excited onto the upper adiabatic energy surface. It is only by transition-

ing through one of the diabatic states that the system relaxes to the lower adiabatic

surface. Furthermore, the relative positions of the diabatic states with respect to the

adiabatic states allows us to qualitatively describe the relaxation process. Since such

processes are integral to the function of OSCs, we wish to have both the diabatic and

adiabatic states.

A variety of methods have been developed for obtaining electronic couplings. In

particular, if adiabatic energy surfaces are available, the coupling at the avoided cross-

ing can be identified as one-half of the minimum energy separation between the adia-

batic surfaces (Fig. 5-2).[9] For obtaining couplings away from the avoided crossing,

Mulliken-Hush methods [161] are often applied, but these methods require experi-

mental spectroscopic data. A number of empirical and semi-empirical approaches

for obtaining couplings between various types of electronic states have been devel-

oped. [162, 163, 164, 165, 166] In this present study, we present an ab initio method

for obtaining electronic couplings between CT states generated by constrained DFT

(CDFT) [39] and excitons generated by time dependent density functional theory

(TDDFT). [167] This effort represents an expansion of previous work that described

a method for obtaining electronic couplings between pairs of CDFT states.[43] In

addition to being ab initio, the approach described in this study takes advantage of



the balance between accuracy and computational tractability that the TDDFT and

CDFT methods offer when excited states are desired. After having demonstrated

the method's utility for constructing the adiabatic states of two specific and relevant

organic dimers, we will briefly discuss implications of our coupling results for OSC

electron and hole transport.

5.2 Methods

5.2.1 Linear response TDDFT states

Linear response time independent density function theory (TDDFT) is a successful

method for obtaining excited states from ground state DFT densities. [167] Excited

states obtained by TDDFT are constructed as linear combinations of singly excited

Slater determinants (Eqn. 5.3). In this equation, aia is the transition amplitude

for promoting the electron from occupied state i to virtual state a, o- is the spin

associated with the orbital ((t or 3), and <D'" is the Slater determinant with an

electron promoted from the occupied state i to the virtual state a.

|<D") = Z S(5.3)
ia o--a.3

For the exact density functional, TDDFT states are rigorously adiabatic states be-

cause they obey the Born-Oppenheimer approximation. However, for commonly used

approximate functionals, we typically observe that the TDDFT states behave as dia-

batic or diabatic-like states. Although there are both spatially localized and spatially

delocalized TDDFT states, these two types of states generally are energetically well

separated, which essentially insures they will behave diabatically. Identifying a given

TDDFT state as localized or delocalized can be done by attachment/detachment den-

sity analysis. [168] If the attachment density is confined to the same molecule as the

detachment density, the state is identified as localized to a single molecule. On the

other hand, if the attachment density for a TDDFT state is on a different molecule

than the detachment density, the TDDFT state is identified as a CT-like delocalized



state. This attachnient/detachment analysis can be conducted at several points along

a given TDDFT surface to confirm that the electronic character remains consistent

from one location on the surface to another. We also note that since excitons are

localized on single monomers, exciton energies obtained for dimer systems at large

monomer-monomer separations are expected to be essentially the same as exciton

energies obtained for a single monomer. Therefore, dimer TDDFT energies that do

not correspond to a monomer TDDFT energy are identified as delocalized CT-like

states.

5.2.2 Constrained density functional theory (CDFT)

Constrained density functional theory (CDFT) has been shown to be a reliable, inex-

pensive method for obtaining long-range CT state energies. An important property of

CT states obtained by CDFT is that they are represented by a single Slater determi-

nant. The details of this approach have been presented elsewhere [39, 40, 42, 43, 41].

Here, we briefly review CDFT and illustrate the use of this computational tool as it

pertains to obtaining electronic couplings.

In the CDFT formalism, we build constraints of the form

w" (r) p" (r) drNe (5.4)

where the sum is over spins such that o- = a or 3, c is the constrained region of the

system, we is a weighting function that corresponds to the constrained property and

Nc. is the expectation value of the constrained property. Eq. 5.4 is then combined

as a Lagrange multiplier constraint with the Kohn-Sham energy functional E[p] to

generate a new functional

WV[p, {Ve}] =E[p] + V, U (r) p" (r) dr - Ne, (5.5)

where the cth Lagrange multiplier is Vc, and there are m constraints. 1W is then

made stationary with respect to p and V. By this procedure, we obtain the energy



E(p) as a natural function of the expectation value Nc. In the present study of

electronic couplings, spin polarized CT states are generated by applying both charge

and spin constraints via Eq. 5.4. A charge constraint is applied that forces the donor

(acceptor) molecule to have an excess charge of +1 (-1). A concurrent constraint on

the net spin forces the donor and acceptor, respectively, to have excess spin of ±.

Importantly for the present study, applying these constraints produces CT states that

are rigorously diabatic.

5.2.3 Electronic couplings between TDDFT and CDFT states

The electronic couplings whose properties are the focus of this study are

Hob = (@baH|@&), (5.6)

where Ia and !'bare the wave functions corresponding to state a and b and H is the

electronic Hamiltonian. In particular., we are interested in computing the electronic

coupling between CT states obtained by CDFT and excitons obtained by TDDFT. To

do this, we adapt the constrained approach that has been successfully demonstrated

for obtaining couplings between CT and neutral states. [43]

In the constrained approach to electronic couplings, we use Kohn-Sham orbitals

to appoximate the true wavefunction. This allows us to write the coupling matrix

element (Eq. 5.6) in terms of a single electronic density. To accomplish this, consider

solutions of

(H + Vc,)|<bc,) = F I<Dc)

with

F = E [pe] + wepe = E + %/Nc.

W'Ve add and subtract the term Vawe from the coupling matrix element's operator,

and chose 4b" to be an eigenstate of the operator H + Vj wc. with eigenvalue E +V Nc.



Then we obtain

Ha b = (<a|H|4b) - (4"|IH+17w Va wc|<b) = (E +Vac) (<"|b)-a l a(IW1)

(5.7)

Here, (<b"|<b) is the overlap between states a and b, while (<abIwcI<bb) is the matrix

element of the one-body weight operator. This result is reasonable because it says

that the electronic coupling depends on both the magnitude of the orbital overlap

and how strongly the weighting operator links the states.

For the true density functional, (<b "H<bb) is the Hermitian conjugate of (<bIHI<a).

However, we find that

H", = (<b|H|b)=(E+ V)Ne) (<bl\<ba _ yo 4bjwc|<b"\'
Hb (~IHI(Da) (E ~N)(b~)-V(btja

where V is the constraining potential corresponding to state b. For approximate

functionals, Vca # Vb, so the Hermiticity condition is not satisfied. To approximately

satisfy Hermiticity, we choose the electronic coupling to be the average of Hb and

Hba. This average is reasonable because Heb overestimates the electronic coupling

when Hba underestimates the coupling, and vice versa.

Eq. 5.7 reduces the problem of computing the coupling to obtaining a zero-

body overlap and one-body weight matrix element. Furthermore, both CDFT and

TDDFT in which we are interested are expressed in terms of Slater determinants.

Therefore, computing the electronic coupling via Eq. 5.7 involves computing zero-

and one-body matrix elements of Slater determinants. [169] For each zero- or one-body

matrix element evaluation, the computationally demanding step is computing the

determinant of an N-rank matrix, where N is the number of electrons in the system.

Determinant evaluations have a complexity of order N:' and each TDDFT state is

typically represented as a sumn of N2 Slater determinants (Eq. 5.3), so computing the

coupling between a TDDFT and CDFT state Eq. 5.8 involves O(N 5 ) determinant

evaluations. With this complexity scaling, computing the coupling of even medium-

sized molecular systems becomes intractable.
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To decrease the complexity scaling of the coupling calculation, we use a Thou-

less rotation [170] to re-express the TDDFT excited states as a sum of two Slater

determinants. In particular, we define

a

where c is small, #i is the ith occupied Kohn-Sham orbital and Oa is the ath

virtual Kohn-Shain orbital. That is, we construct new orbitals #i(±e) that mix small

amounts of the virtual orbitals with each the ith occupied orbitals. From these

constructed orbitals, we build a pair of Slater determinants <D(±E).

<D (tE) 10|1 (t) 2 (t4E) #3( )...=

Using these definitions, the TDDFT state becomes

ex) = Y b = lim 4)(E ) (5.9)

With the TDDFT state expressed in this two determinant form, the matrix ele-

nent of Eq. 5.8 has the manageable computational complexity of O(N 3 ).

TDDFT states are generally not orthonormal with CDFT states because they are

eigenstates of different Hamiltonians. Therefore, to make the couplings we obtain here

comparable to couplings obtained by other methods, we apply an orthonormalizing

step. That is, we define Sij = (VISI4'V) and weight matrix w) - ('juWCI) and

solve the generalized eigenvalue problem

?waa w.ab Saa Sa CC C C = nal C( a wbb Sba SbbCL~ C )



for eigenstates C and eigenvalues n. The orthonormalized coupling element Hab is

then the off-diagonal element of CtHC, where H is the Hamiltonian in the non-

orthonormalized diabatic basis.

5.2.4 Computational Details

In this paper, we use the 3-21G basis set, B3LYP hybrid density functional, DFT,

CDFT, and full linear response TDDFT as implemented in Q-Chem. [82] Becke weights[83]

are used in the constrained population analysis. Attachment/detachment analysis[168]

is used to obtain the electronic spatial character of the TDDFT states.

Diabatic energy surfaces for the chosen dimners are produced by making the monomer

planes coincident, scanning along the separation distance between the monomer

planes, and obtaining TDDFT and CDFT states for each separation distance. For the

heteodimers studied, the CDFT constraints were chosen to obtain the lowest energy

CT state.

5.3 Results

5.3.1 Triphenylene: 1,3,5-trinitrobenzene

As a first illustration of the TDDFT/CDFT coupling method, we chose a dimer con-

sisting of triphenylene (1,3,5-trinitrobenzene) as the donor (acceptor). The small size

of these molecules allows a straightforward for appropriate CT-exciton intersections

and demonstrates many of the issues that arise in obtaining the electronic couplings

of long-range organic diiers.

Attachment/detachment density plots are presented in Fig. 5-3 for localized and

delocalized TDDFT states of triphenylene:1,3,5-trinitrobenzene. We use this at-

tachment/detachiment analysis to inspect the electronic character of the first several

TDDFT states.

Fig. 5-4 presents the first several singlet TDDFT states and the lowest lying CDFT

state of triphenylene: 1 ,3.5-trinitrobenzene. By attachment/detachment analysis, we
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Figure 5-3: Attachment/detachment density plots for triphenylene:1,3,5-trinitrobenzene il-
lustrating a) delocalized CT-like and b) localized exciton-like electron densities. Red (green)
regions have excess (deficient) density compared to the ground state.
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Figure 5-4: Diabatic energy surfaces for TDDFT excitons (dashed green curves),
TDDFT CT-like states (dotted red curves) and a CDFT state (solid blue curve) for
triphenylene:1,3,5-trinitrobenzene as a function of monomer-monomer separation distance.
The inset rectangle encloses crossings of the CT state with three TDDFT excitons and one
CT-like TDDFT state.

find that the lowest nine states have CT-like delocalized electronic character as in the

left pane of Fig. 5-3, while the higher lying TDDFT states shown in Fig. 5-4 have

localized excitonic electronic character (Fig. 5-3b ). It is known that for many density

functionals such as B3LYP, CT-like states generated by TDDFT have erroneously low

energies.[103] Consequently, the lowest nine TDDFT states (red curves) in Fig. 5-4

do not correspond to experimentally observable excitations. Meanwhile, the higher-

lying singlet excitations represented by the green curves in Fig. 5-4 are excitons and

are expected to correspond to fluoresence absorption spectra.

Excitions are localized on monomers, so they should not change much in en-

ergy as the monomer-monomer separation increases. This expection that excitons



will remain nearly constant with respect to separation distance provides a diagnostic

for distinguishing excitons from TDDFT CT-like states that compliments attach-

ment/detachment analysis. For this particular dimer, we find that the excition

TDDFT states in Fig. 5-4 remain at nearly constant energies with respect to the

separation distance, but that the CT-like states erroneously decrease in energy as

the monomer-monomer separation distance is increased. Meanwhile, CT states are

characterized by charge separation that is delocalized over both monomers. Then,

we expect CT state energies to increase as the monomers are separated due to the

attractive Columbic potential between the CT state's separated charges. Indeed,

we find that the CT state generated by CDFT has a positive slope over the entire

range presented in Fig. 5-4.

Since we will treat the TDDFT excitons as diabatic-like states, it is important that

they have consistent electronic character as we track along the monomer-monomer

separation coordinate. We observe in Fig. 5-4 that all but one of the delocalized

CT-like TDDFT states are separated in energy from the excitons. In particular, the

highest lying CT-like TDDFT state is energetically near the three lowest lying ex-

citons Si, S2 and S3 at separations less than 3.7 A. The attachnent/detachment

densities of S1, S2 and S3 were inspected near 3.5 A. While Si and S2 were found to

have localized densities in this monomer-monome separation range, slight delocaliza-

tion of the S state's density was observed, indicating that S3 is not fully adiabatic.

The triphenylene:1,3,5-trinitrobenzene CT state intersects three TDDFT states

in the inset rectangle of Fig. 5-4. We computed couplings flb between the CT state

and these three excitons in the region of the crossings. Fig. 5-5 presents the resulting

coupling magnitudes. We observe that the couplings are on the order of 1-7 meV and

that HcrTs3 > Hcrs 2 > H(TSi. Therefore, if the reorganization energies and driving

forces are similar, we expect transitions between S3 and the CT state to occur more

easily than transitions between S2 or Si and the CT state (Eq. 5.1). Another observa-

tion is that the couplings tend toward zero for large monomer-monomer separations.

This reflects the decreasing orbital overlap between the exciton and CT state. Addi-

tionally, we note that although the attachement/detachment density of S3 shows mild
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Figure 5-5: Coupling Hab magnitudes between the CT state and Si, S2, and S3 states of
triphenylene:1,3,5-trinitrobenzene at the diabatic state crossings where the labels indicated
the coupled exciton. We find that the couplings tend toward zero at large separations.

delocalization near 3.5 A, the magnitudes shown in Fig. 5-5 are consistently small as

would be expected for couplings between exciton-like TDDFT states and CT states.

It is therefore reasonable to treat S1, S2, and S3 as diabatic states.
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Figure 5-6: Diabatic exciton states (labeled green dashed curves), CT state (labeled solid
blue curve), and adiabatic states (dotted red curves) of triphenylene:1,3,5-trinitrobenzene
at the intersections of the CT state with Si, S2, and S3.

The four adiabatic states that result from solving Eq. 5.2 for the CT, Si, S2, and

S3 diabatic states and couplings are shown in Fig. 5-6. We observe that the adia-

batic states avoid each where the diabatic states intersect. Also, the magnitude of

the avoided crossing is directly related to the associated coupling magnitude. That



is. the adiabatic states near the CT-Si (33) crossing most narrowly (strongly) avoid

each other because the coupling between these states is small (large). Meanwhile,

for regions on the energy surfaces far from avoided crossings, the adiabatic states

are almost identical to the diabatic states. Importantly, Fig. 5-6 provides a con-

crete example of a nonadiabatic transition in an organic heterodimer. For example,

suppose that the triphenylene:1,3,5-trinitrobenzene dimer is initially excited to the

highest-lying adiabatic surface in Fig. 5-6. Consider how it might undergo relaxation

to the lowest adiabatic surface. For monomer-monomer separations less than 3.45

A, Fig. 5-6 shows that the upper adiabatic surface is electronically similar to the S3

diabatic surface. Thus, at short enough monomer-monomer separations, the system

may easily transition onto the S3 diabatic surface. Once on the S3 diabatic surface,

if the separation between the dimers increases to distances greater than 3.5 A, the

system can smoothly transition onto the adiabatic surface that connects the S2 and S3

diabatic surfaces. Continuing this sequence of steps by alternates between adiabatic

and diabatic surfaces and between short and long monomer-monomer separation dis-

tances, the system can eventually nonadiabatically transition to the lowest adiabatic

surface. These mechanistic details provide an example of the complex transitions that

can occur in organic semiconductor materials (Fig. 5-1).

5.3.2 Zn-porphyrin:PTCBI

We have seen that the triphenylene:1,3,5-trinitrobenzene dimer provides an inter-

esting technical demonstration of the constrained coupling method. Let us now

study the CT-exciton couplings and resulting adiabatic states of a dimer composed

of two organic dyes commonly used in organic semiconductors. PTCBI (3,4,9,10-

perylenetetracarboxylic-bis-benzimidazole) is an organic dye often used as as an elec-

tron acceptor in OSCs. [145, 171, 1721 It absorbs in the 450-800 nm range with

absorption maxima near 525 and 700 nm. [173] Meanwhile, Zn-porhyrin is commonly

used in dve-sensitized solar cells [174 and in porphrin-fullerene solar cells [175]. Por-

phyrins have an absorption onset near 450 n [176 and have an important role in

photosynthetic systems. [177, 178]



a) b)

Figure 5-7: Attachment/detachment density plots for Zn-porphyrin:PTCBI illustrating a)
delocalized CT-like and b) localized exciton-like TDDFT states. Red (green) regions have
excess (deficient) density compared to the ground state.

Attachment/detachment density plots are presented in Fig. 5-7 for localized and

delocalized TDDFT states of Zn-porphyrin:PTCBI. We use this attachment/detachment

analysis to inspect the electronic character of the first several TDDFT states.
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Figure 5-8: Diabatic energy surfaces for TDDFT excitons (dashed green curves), TDDFT
CT-like states (dotted red curves) and a CDFT state (solid blue curve) for Zn-
porphyrin:PTCBI as a function of monomer-monomer separation distance. The inset rect-
angle encloses crossings of the CT state with two TDDFT excitons. We see that the localized
TDDFT states are energetically separated from the delocalized TDDFT states.

Fig. 5-8 presents the first several singlet TDDFT states and the lowest lying CDFT

state of Zn-porphyrin:PTCBI. As for triphenylene:1,3,5-trinitrobenzene (Fig. 5-4),

we find that the CDFT state has a positive slope for the entire range inspected. By

attachment/detachment analysis, the three TDDFT states below 1.7 eV are identified

as CT-like. That is, the lowest singlet exciton states appear above 2.1 eV. Unlike for

triphenylene:1,3,5-trinitrobenzene, there is a clear energetic delineation between the

CT-like TDDFT states and the excitons, strongly supporting the assumption that

these TDDFT states are diabatic-like.
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Figure 5-9: Coupling magnitudes near the CT-S2 and CT-S3 intersections labeled by the
coupled exciton. We find that the CT-S2 coupling is small over the entire range, and that
the CT-S3 couplings tends toward zero at large separations.

In Fig. 5-8, the CT state intersects three TDDFT states. Fig. 5-9 presents cou-

pling magnitudes Hab for the upper two of these intersections. As in triphenylene: 1,3,5-

trinitrobenzene (Fig. 5-5), we observe that the couplings are on the order of 0-7 meV

and tend toward zero for large monomer-monomer separations. We note that the

CT-S 3 coupling is much larger than the CT-S2 coupling. Thus, by Eq. 5.1, we might

expect more facile transitions between S3 and the CT state than between S2 and the

CT state.
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Figure 5-10: Diabatic exciton states (labeled green dashed curves), CT state (labeled solid
blue curve), and adiabatic states (dotted red curves) of Zn-porphyrin:PTCBI at the inter-
sections of the CT state with S2 and S3.



Fig. 5-10 presents adiabatic aid diabatic CT and exciton energy surfaces in the

region of the CT-S and CT-S3 intersections. We observe that the adiabatic states

avoid each where the diabatic states intersect. The the avoided crossing magnitudes

correspond to their associated coupling magnitude so that the adiabatic states near

the CT-S2 (S3) crossing narrowly (strongly) avoid each other. Meanwhile, for regions

on the energy surfaces far from avoided crossings, the adiabatic states are almost

identical to the diabatic states. As for triphenylene:1,3,5-trinitrobenzene, we can

propose a sequence of steps by which Zn-porphyrin:PTCBI may smoothly transition

from the upper adiabatic state to the lower adiabatic state. Given the roles of PTCBI

and Zn-porphyrin as commonly used semiconductor devices, these mechanistic details

about their nonadiabatic transitions are of particular interest for guiding the design

of advanced solar cells and light-emitting devices.

5.4 Conclusions

We have presented an ab initio method for obtaining the electronic couplings between

excitons and CT states in organic molecules. The utility of this method has been

demonstrated by applying it to the study of the adiabatic and diabatic states and

nonadiabatic transitions of two organic dimers. These results provide conceptual

details of the mechanisms that allow transitions between CT states and excitons.

which is an integral step in the efficient function of organic solar cells and light-

emitting devices.

The calculations presented in this work have been conducted in the gas phase.

Future efforts to compute these CT-exciton couplings will use condensed phase meth-

ods such as QM/MM [122] and implicit solvation models [179] that simulate effects

due to bulk polarization and nuclear heterogeneity. These bulk calculations provide

reorganization energies and driving forces that may be combined with the electronic

couplings to provide estimations of OSC transition rates.

Our coupling methology is amenable to a screening process in which relevant

electronic properties are computed for a wide variety of potential OSC molecules.



Those materials that are found to have the most appealing properties can be identified

and inspected by experimental means.



Chapter 6

Conclusion

The study of organic semiconductors and the search for superior materials and device

architectures remains a challenging problem. In this conclusion, we discuss several

ideas for future work.

In Chapter 5, QM/MM was used to model bulk properties of OSC materials.

There, the example system was pure Alq3 . Future studies will incorporate two or

more materials in the simulation to model the electronic properties of heterojuction

interfaces and to account for the effects of sample impurities on trap states. While

crystal structures exist for many pure OSC materials, less is known about inter-

molecular orientations near heterosystem interfaces. This limited information poses

a challenge for QM/MM methods. It is reasonable to derive MM force fields for a

given pure system from its crystal structure, but it is less clear how to obtain a force

field for material blends especially in the region of the interface. The choice of MM

force field in these simulations dictates the quality of conformnational sampling that

can be obtained. Consequently, reliable methods for generating force fields for het-

erosystemns, blends, and systems with impurities will improve the predictive power of

QM/MM simulations.

In the near term, progress is being made to obtain reliable estimates for some

bulk properties, such as the transport gap, using dielectric continuum models. The

advantage of such dielectric continuum models is that bulk molecules are not explic-

itly included in simulations. This reduces both computational expense and human



intervention required to obtain a result.

Another area for future theoretical studies of OSCs is exciton diffusion. Fig. 1-3

describes the steps by which light is converted into free charge carriers. To generate

the CT states, the photogenerated exciton must be at the electron-hole transport

interface. If this exciton is generated away from the interface, it must diffuse toward

the interface before the CT state may be formed. [9] To model this diffusion process,

it is necessary to obtain site energies, electronic couplings, and reorganization energies

for the process. The QM/MM approach is expected to be useful for obtaining site and

reorganization energies. Effort is underway to efficiently simulate electronic couplings

relevant to exciton diffusion.

Figs. 1-3, 3-1, and 5-1 emphasize that OLED and OPV operation involves a

complex interplay between free carriers, CT states, excitons, and the ground state.

Once all of the state energies, reorganization energies, and coupling elements are

known, one goal is to identify the state-to-state pathways that lead to the most

efficient energy conversions. Lattice kinetic Monte Carlo approaches show promise in

solving this problem. [180]
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