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Abstract. In this paper, we introduce two parallel extragradient-proximal meth-
ods for solving split equilibrium problems. The algorithms combine the extragradi-
ent method, the proximal method and the shrinking projection method. The weak
and strong convergence theorems for iterative sequences generated by the algorithms
are established under widely used assumptions for equilibrium bifunctions. We also
present an application to split variational inequality problems and a numerical exam-
ple to illustrate the convergence of the proposed algorithms.
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1 Introduction

Let H1, H2 be two real Hilbert spaces and C, Q be two nonempty closed
convex subsets of H1, H2, respectively. Let A : H1 → H2 be a bounded linear
operator. Let f : C × C → < and F : Q × Q → < be two bifunctions with
f(x, x) = 0 for all x ∈ C and F (y, y) = 0 for all y ∈ Q. The split equilibrium
problem (SEP) [17] is stated as follows:{

Find x∗ ∈ C such that f(x∗, y) ≥ 0, ∀y ∈ C,
and u∗ = Ax∗ ∈ Q solves F (u∗, u) ≥ 0, ∀u ∈ Q.

(1.1)

Obviously, if F = 0 and Q = H2 then SEP (1.1) becomes the following equi-
librium problem (EP) [3].

Find x∗ ∈ C such that f(x∗, y) ≥ 0, ∀y ∈ C. (1.2)

The solution set of EP (1.2) for the bifunction f on C is denoted by EP (f, C). A
model in practice which comes to establish SEP (1.1) is the model in intensity-
modulated radiation therapy (IMRT) treatment planning [6]. A mentioned
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archetypal model in Section 2 of [7] is the Split Inverse Problem (SIP) where
there are a bounded linear operator A from a space X to another space Y and
two inverse problems IP1 and IP2 installed in X and Y , respectively. The SIP
is stated as follows:{

find a point x∗ ∈ X that solves IP1 such that

the point y∗ = Ax∗ ∈ Y that solves IP2.
(1.3)

Many models of inverse problems in this framework can be predicted by choos-
ing different inverse problems for IP1 and IP2. Two most notable examples are
the split convex feasibility problem (SCFP) and the split optimization problem
(SOP) in which IP1 and IP2 are two convex feasibility problems (CFP) or two
constrained optimization problems (COP), see [9,24]. The idea of modelling for
SIP (1.3) also originates from CFPs and COPs which have been used to model
for many inverse problems in various areas of mathematics, physical sciences
and significant real world inverse problems [4, 5, 7]. It is natural to study SIP
(1.3) for other inverse models for IP1 and IP2. Censor et al. [7] introduced the
split variational inequality problem (SVIP) in which both IP1 and IP2 are vari-
ational inequality problems (VIP). Moudafi [24,25,26] introduced and studied
the notions of split equality problem and split variational inclusion problem.

It is also well known that EP (1.2) is a generalization of many mathemat-
ical models [3] involving VIPs, COPs, CFPs and fixed point problems (FPP).
The EP is very important in the field of applied mathematics. Moreover, in
recent years, the problem of finding a common solution to equilibrium problems
(CSEP) has been widely and intensively studied by many authors. The follow-
ing is a simple model for CSEP which comes from Nash-Cournot oligopolistic
equilibrium model [15]. Suppose that there are n companies that produce a
commodity. Let x denote the vector whose entry xj stands for the quantity of
the commodity producing by company j and Kj be the strategy set of company
j. Then the strategy set of the model is K := K1 × ×... ×Kn. Assume that
the price pi(s) is a decreasing affine function of s with s =

∑n
j=1 xj , i.e.,

pi(s) = αi − βis,

where αi > 0, βi > 0. Then the profit made by company j is given by

fj(x) = pj(s)xj − cj(xj),

where cj(xj) is the tax for generating xj . In fact, each company seeks to
maximize its profit by choosing the corresponding production level under the
presumption that the production of the other companies is a parametric input.
A commonly used approach to this model is based upon the famous Nash
equilibrium concept. We recall that a point x∗ ∈ K = K1 ×K2 × · · · ×Kn is
an equilibrium point of the model if

fj(x
∗) ≥ fj(x∗[xj ]) ∀xj ∈ Kj , ∀j = 1, 2, . . . , n,

where the vector x∗[xj ] stands for the vector obtained from x∗ by replacing x∗j
with xj . Define the bifunction f by

f(x, y) := ψ(x, y)− ψ(x, x)

Math. Model. Anal., 21(4):478–501, 2016.
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with ψ(x, y) := −
∑n
j=1 fj(x[yj ]). The problem of finding a Nash equilibrium

point of the model can be formulated as: Find x∗ ∈ K such that

f(x∗, y) ≥ 0 ∀y ∈ K. (EP1)

Note that the convex assumption on cj implies that the bifunction f is mono-
tone on K. In practice each company has to pay a fee gj(xj) depending on its
production level xj . We suppose that both tax and fee functions are convex for
every j. The convexity assumption means that the tax and fee for producing a
unit are increasing as the quantity of the production gets larger. The problem
now is to find an equilibrium point with minimum fee, i.e., the solution x∗ of
(EP1) also solves the following equilibrium problem: Find x∗ ∈ K such that

F (x∗, y) ≥ 0, ∀y ∈ K, (EP2)

where F (x, y) = g(y)− g(x) and g(x) =
∑n
j=1 gj(xj). We see that the problem

of finding a common solution of (EP1) and (EP2) is on a same feasible set K
and on a same space <n. As a generalization, when the feasible sets of (EP1)
and (EP2) are different in a same space, or in more general, (EP1) and (EP2)
are in two different spaces which originates from the model of SIP (1.3), i.e., a
split equilibrium problem (SEP) should enable us to split equilibrium solutions
between two different subsets of spaces in which the image of a solution point
of one problem, under a given bounded linear operator, is a solution point of
another problem.

Moreover, the multi-objective split optimization problem (MSOP) has been
considered by some authors in recent years, for examples, in [9, 24] and the
references therein. This problem is stated as follows:

Find x∗ ∈ C ⊂ H1 that solves min {gi(x) : x ∈ C} , i = 1, . . . , N

such that

u∗ = Ax∗ ⊂ Q ⊂ H2 solves min {hj(u) : u ∈ Q} , j = 1, . . . ,M,

(1.4)

where gi, hj are convex objective functions on C and Q, respectively. If the
functions gi and hj are differentiable for all i, j then MSOP (1.4) can be
solved by many different methods or reformulated equivalently to the multiple
set SVIP [7, Section 6.1] for derivative operators ∇gi and ∇hj . However, if gi
or/and hj are only convex and not differentiable for some i, j then, by setting
fi(x, y) = gi(y)− gi(x) and Fj(u, v) = hj(v)−hj(u), MSOP (1.4) is equivalent
to the SEP considered in this paper.

The interest is to cover many situations and some practical models are
promosing in the future, for examples, decomposition methods for PDEs [2],
game theory and equilibrium models [15] and intensity-dodulated radiation
therapy [6]. Recently, SEP (1.1) and its special cases have been recieved a lot
of attention by many authors and some methods for solving them can be found,
for instance, in [8,11,12,13,14,17,19,20,22,24,25,26,30,32]. Almost proposed
methods for SEPs based on the proximal method [21] which consists of solving
a regularized equilibrium problem, i.e., at current iteration, given xn, the next
iterate xn+1 solves the following problem;

Find x ∈ C such that f(x, y) +
1

rn
〈y − x, x− xn〉 ≥ 0, ∀y ∈ C, (1.5)



Parallel Extragradient-Proximal Methods for SEPs 481

or xn+1 = T frn(xn) where T frn is the resolvent of the bifunction f and rn > 0,
see [10]. In 2012, He [17] used the proximal method and proposed the following
algorithm;

fi(u
i
n, y) + 1

rn

〈
y − uin, uin − xn

〉
≥ 0, ∀y ∈ C, i = 1, . . . , N,

τn =
u1
n+...+uN

n

N ,

F (wn, z) + 1
rn
〈z − wn, wn − τn〉 ≥ 0, ∀z ∈ Q,

xn+1 = PC(τn + µA∗(wn −Aτn))

for finding an element in Ω =
{
p ∈ ∩Ni=1EP (fi, C) : Ap ∈ EP (F,Q)

}
. Under

the assumption of the monotonicity of fi : C × C → <, F : Q × Q → < and
suitable conditions on the parameters rn, µ, the author proved that

{
uin
}

, {xn}
converge weakly to some point in Ω.

Very recently, for finding a common solution of a system of equilibrium
problems for pseudomonotone monotone and Lipschitz-type continuous bifunc-
tions {fi}Ni=1, the authors in [18] have proposed the following parallel hybrid
extragradient algorithm;

yin = argmin{λfi(xn, y) + 1
2‖xn − y‖

2 : y ∈ C},
zin = argmin{λfi(yin, y) + 1

2‖xn − y‖
2 : y ∈ C},

z̄n = argmax{‖zin − xn‖ : i = 1, . . . , N},
Cn = {v ∈ C : ‖z̄n − v‖ ≤ ‖xn − v‖},
Qn = {v ∈ C : 〈x0 − xn, v − xn〉 ≤ 0},
xn+1 = PCn

⋂
Qn
x0, n ≥ 0.

It has been proved that {xn},
{
yin
}

,
{
zin
}

converge strongly to the projection
of the starting point x0 onto the solution set F := ∩Ni=1EP (fi, C) under certain
conditions on the parameter λ. The advantages of the extragradient method are
that it is used for the class of pseudomonotone bifunctions and two optimization
programs are solved at each iteration which seems to be numerically easier than
non-linear inequality (1.5) in the proximal method, see for instance [28, 31,33]
and the references therein.

Motivated and inspired by the recent works [7, 9, 13, 19, 20] and the results
above, we consider SIP (1.3) in Hilbert spaces H1 and H2 in which IP1 and IP2
are CSEPs. We propose two parallel extragradient-proximal methods for SEPs
for a finite family of bifunctions {fi}Ni=1 : C × C → < in H1 and a system of

bifunctions {Fj}Mj=1 : Q×Q→ < in H2. We first use the extragradient method
for pseudomonotone EPs in H1 and the proximal method for monotone EPs
in H2 to design the weak convergence algorithm. In order to obtain the strong
convergence, we combine the first one with the shrinking projection method
in the second algorithm. Under widely used assumptions for bifunctions, the
convergence theorems are proved.

The paper is organized as follows: In Section 2, we collect some definitions
and preliminary results for the further use. Section 3 deals with proposing
and analyzing the convergence of the algorithms. An application to SVIPs is
mentioned in Section 4. Section 5 presents a numerical example to demonstrate
the convergence of the algorithms.

Math. Model. Anal., 21(4):478–501, 2016.
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2 Preliminaries

Let C be a nonempty closed convex subset of a real Hilbert space H with the
inner product 〈., .〉 and the induced norm ‖.‖. Let {xn} be a sequence in H and
x ∈ H, we write xn → x (xn ⇀ x) to stand for the strong (weak) convergence
of {xn} to x. We begin with some concepts of the monotonicity of a bifunction.

Definition 1. [3, 27] A bifunction f : C × C → < is said to be

i. Strongly monotone on C if there exists a constant γ > 0 such that

f(x, y) + f(y, x) ≤ −γ‖x− y‖2, ∀x, y ∈ C;

ii. Monotone on C if

f(x, y) + f(y, x) ≤ 0, ∀x, y ∈ C;

iii. Pseudomonotone on C if

f(x, y) ≥ 0 =⇒ f(y, x) ≤ 0, ∀x, y ∈ C;

iv. Lipschitz-type continuous on C if there exist two positive constants c1, c2
such that

f(x, y) + f(y, z) ≥ f(x, z)− c1‖x− y‖2 − c2‖y − z‖2, ∀x, y, z ∈ C.

From the definitions above, it is clear that a strongly monotone bifunction is
monotone and a monotone bifunction is pseudomonotone, i.e., i. =⇒ ii. =⇒ iii.

For solving SEP (1.1), we set the following conditions for the bifunctions
f : C × C → < and F : Q × Q → <. Firstly, for establishing a weakly
convergence algorithm, we assume that f satisfies the following condition.

Condition 1

(A1) f is pseudomonotone on C and f(x, x) = 0 for all x ∈ C;

(A2) f is Lipschitz-type continuous on C with the constants c1, c2;

(A3) f(., y) is weakly sequencially upper semicontinuous on C with every
fixed y ∈ C, i.e., lim sup

n→∞
f(xn, y) ≤ f(x, y) for each sequence {xn} ⊂ C

converging weakly to x.

(A4) f(x, .) is convex and subdifferentiable on C for every fixed x ∈ C.

Next, for obtaining a strongly convergence algorithm, we replace the assump-
tion (A3) in Condition 1 by the weaker one (A3a) below, i.e., the bifunction f
satisfies the following condition.

Condition 1a The assumptions (A1), (A2), (A4) in Condition 1 hold, and
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(A3a) f(., y) is sequencially upper semicontinuous on C with every fixed y ∈ C,
i.e., lim sup

n→∞
f(xn, y) ≤ f(x, y) for each sequence {xn} ⊂ C converging

strongly to x.

Throughout this paper, the bifunction F satisfies the following condition.

Condition 2

(Ā1) F is monotone on C and F (x, x) = 0 for all x ∈ C;

(Ā2) For all x, y, z ∈ C,

lim
t→0+

supF (tz + (1− t)x, y) ≤ F (x, y);

(Ā3) For all x ∈ C, F (x, .) is convex and lower semicontinuous.

Hypothesis (A2) was introduced by Mastroeni [23] to prove the conver-
gence of the auxiliary principle method for solving an equilibrium problem. If
U : H → H is a L - Lipschitz continuous (nonlinear) operator then the bi-
function f(x, y) = 〈U(x), y − x〉 satisfies hypothesis (A2) with c1 = c2 = L/2.
Hypothesis (A3) was used by the authors in [33]. If U is compact and linear
then the bifunction f satisfies condition (A3), in addition, if U is self-adjoint
and positive semidefinite then f satisfies Condition 1, for example, U is a linear
integral operator with the kernel being symmetric and continuous in L2[a, b].
Condition 1a holds under the assumption that U is L - Lipschitz continuous
and pseudomonotone (not necessarily linear).

In Euclidean space <n, the bifunction f(x, y) = 〈Px+Qy + q, y − x〉 which
comes from Nash - Cournot equilibrium model [31] satisfies both Condition 1
and Condition 1a with c1 = c2 = ‖Q− P‖/2, where P, Q are two matrices of
order n such that Q is symmetric positive semidefinite and Q − P is negative
semidefinite, and q ∈ <n. Several examples for bifunctions satisfy Condition 2
are provided in [10].

The following results concern with the monotone bifunction F .

Lemma 1. [10, Lemma 2.12] Let C be a nonempty, closed and convex subset
of a Hilbert space H, F be a bifunction from C×C to < satisfying Condition 2
and let r > 0, x ∈ H. Then, there exists z ∈ C such that

F (z, y) +
1

r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C.

Lemma 2. [10, Lemma 2.12] Let C be a nonempty, closed and convex subset
of a Hilbert space H, F be a bifunction from C×C to < satisfying Condition 2.
For all r > 0 and x ∈ H, define the mapping

TFr x = {z ∈ C : F (z, y) +
1

r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C}.

Then the followings hold:
(B1) TFr is single-valued;

Math. Model. Anal., 21(4):478–501, 2016.
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(B2) TFr is a firmly nonexpansive, i.e., for all x, y ∈ H

‖TFr x− TFr y‖2 ≤ 〈TFr x− TFr y, x− y〉;

(B3) Fix(TFr ) = EP (F,C), where Fix(TFr ) is the fixed point set of TFr ;
(B4) EP (F,C) is closed and convex.

Lemma 3. [17, Lemma 2.5] For r, s > 0 and x, y ∈ H. Under the assumptions
of Lemma 2, then

‖TFr (x)− TFs (y)‖ ≤ ‖x− y‖+
|s− r|
s
‖TFs (y)− y‖.

The metric projection PC : H → C is defined by PCx = arg min
y∈C

{‖y − x‖}. It

is well-known that PC has the following characteristic properties, see [16] for
more details.

Lemma 4. Let PC : H → C be the metric projection from H onto C. Then

i. For all x ∈ C, y ∈ H,

‖x− PCy‖2 + ‖PCy − y‖2 ≤ ‖x− y‖2 .

ii. z = PCx if and only if 〈x− z, z − y〉 ≥ 0, ∀y ∈ C.

Any Hilbert space satisfies Opial’s condition [29], i.e., if {xn} ⊂ H converges
weakly to x then

lim inf
n→∞

‖xn − x‖ < lim inf
n→∞

‖xn − y‖, ∀y ∈ H, y 6= x.

3 Main results

In this section, we present our algorithms and prove their convergence. Without
loss of generality, we assume that all bifunctions fi : C × C → < satisfy
the Lipschitz-type continuous condition with same constants c1, c2. Indeed,
if fi is Lipschitz-type continuous with two constants ci1, c

i
2 then we set c1 =

max
{
ci1 : i = 1, . . . , N

}
and c2 = max

{
ci2 : i = 1, . . . , N

}
. From the definition

of the Lipschitz-type continuity, fi is also Lipschitz-type continuous with the
constants c1, c2. We denote the solution set of SEP for {fi}Ni=1 and {Fj}Mj=1 by

Ω =
{
x∗ ∈ ∩Ni=1EP (fi, C) : Ax∗ ∈ ∩Mj=1EP (Fj , Q)

}
.

It is easy to show that if fi satisfies Condition 1 or Condition 1a then the
solution set EP (fi, C) is closed and convex, see for instance [31]. Moreover,
from Lemma 2 (B4), under Condition 2 the set of solutions EP (Fj , Q) is also
closed and convex. Since the operator A is linear and bounded, Ω is closed
and convex. In this paper, we assume that Ω is nonempty. We start with the
following algorithm.
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Algorithm 1. (Parallel extragradient-proximal method for SEPs)
Initialization. Choose x0 ∈ C. The control parameters λ, µ, rn satisfy the

following conditions

0 < λ < min

{
1

2c1
,

1

2c2

}
, rn ≥ d > 0, 0 < µ <

2

‖A‖2
.

Step 1. Solve 2N strongly convex optimization programs in parallel{
yin = arg min

{
λfi(xn, y) + 1

2‖y − xn‖
2 : y ∈ C

}
, i = 1, . . . , N,

zin = arg min
{
λfi(y

i
n, y) + 1

2‖y − xn‖
2 : y ∈ C

}
, i = 1, . . . , N.

Step 2. Find among zin the furthest element from xn, i.e.,

z̄n = arg max
{
‖zin − xn‖ : i = 1, . . . , N

}
.

Step 3. Solve M regularized equilibrium programs in parallel

wjn = TFj
rn (Az̄n), j = 1, . . . ,M.

Step 4. Find among wjn the furthest element from Az̄n, i.e.,

w̄n = arg max
{
‖wjn −Az̄n‖ : j = 1, . . . ,M

}
.

Step 5. Compute xn+1 = PC (z̄n + µA∗(w̄n −Az̄n)). Set n = n + 1 and
go back Step 1.

We need the following lemma to prove the convergence of Algorithm 1.

Lemma 5. [1, Lemma 3.1] Suppose that x∗ ∈ ∩Ni=1EP (fi, C) and {xn},
{
yin
}

,{
zin
}

are the sequences generated by Algorithm 1. Then

i. λ
(
fi(xn, y)− fi(xn, yin)

)
≥
〈
yin − xn, yin − y

〉
,∀y ∈ C.

ii. ‖zin − x∗‖2 ≤ ‖xn − x∗‖2 − (1− 2λc1)‖yin − xn‖2 − (1− 2λc2)‖yin − zin‖2.

Theorem 1 [Weak convergence theorem]. Let C, Q be two nonempty
closed convex subsets of two real Hilbert spaces H1 and H2, respectively. Let
{fi}Ni=1 : C × C → < be a finite family of bifunctions satisfying Condition 1

and {Fj}Mj=1 : Q × Q → < be a finite family of bifunctions satisfying Con-
dition 2. Let A : H1 → H2 be a bounded linear operator with the adjoint
A∗. In addition the solution set Ω is nonempty. Then, the sequences {xn},{
yin
}

,
{
zin
}
, i = 1, . . . , N generated by Algorithm 1 converge weakly to some

point p ∈ ∩Ni=1EP (fi, C) and
{
wjn
}
, j = 1, . . . ,M converge weakly to Ap ∈

∩Mj=1EP (Fj , Q).

Proof. We divide the proof of Theorem 1 into three claims.
Claim 1. There exists the limit of the sequence {‖xn − x∗‖} for all x∗ ∈ Ω.
The proof of Claim 1. From Lemma 5.ii. and the hypothesis of λ, we have
‖zin − x∗‖ ≤ ‖xn − x∗‖ for all x∗ ∈ Ω. Thus,

‖z̄n − x∗‖ ≤ ‖xn − x∗‖. (3.1)

Math. Model. Anal., 21(4):478–501, 2016.
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Suppose jn ∈ {1, . . . ,M} such that w̄n = wjnn . From Lemma 2(B2), we have

‖w̄n −Ax∗‖2 = ‖TFjn
rn (Az̄n)− TFjn

rn (Ax∗)‖2

≤
〈
T
Fjn
rn (Az̄n)− TFjn

rn (Ax∗), Az̄n −Ax∗
〉

= 〈w̄n −Ax∗, Az̄n −Ax∗〉

=
1

2

{
‖w̄n −Ax∗‖2 + ‖Az̄n −Ax∗‖2 − ‖w̄n −Az̄n‖2

}
.

Thus,
‖w̄n −Ax∗‖2 ≤ ‖Az̄n −Ax∗‖2 − ‖w̄n −Az̄n‖2

or
‖w̄n −Ax∗‖2 − ‖Az̄n −Ax∗‖2 ≤ −‖w̄n −Az̄n‖2.

This together with the following fact

〈A(z̄n − x∗), w̄n −Az̄n〉 =
1

2

{
‖w̄n −Ax∗‖2 − ‖Az̄n −Ax∗‖2 − ‖w̄n −Az̄n‖2

}
implies that

〈A(z̄n − x∗), w̄n −Az̄n〉 ≤ −‖w̄n −Az̄n‖2.
Thus, from the definition of xn+1 and the nonexpansiveness of the projection,

‖xn+1 − x∗‖2 = ‖PC (z̄n + µA∗(w̄n −Az̄n))− PCx∗‖2

≤ ‖z̄n − x∗ + µA∗(w̄n −Az̄n)‖2

= ‖z̄n − x∗‖2 + µ2‖A∗(w̄n −Az̄n)‖2 + 2µ 〈z̄n − x∗, A∗(w̄n −Az̄n)〉
≤ ‖z̄n − x∗‖2 + µ2‖A∗‖2‖w̄n −Az̄n‖2 + 2µ 〈A(z̄n − x∗), w̄n −Az̄n〉
≤ ‖z̄n − x∗‖2 + µ2‖A∗‖2‖w̄n −Az̄n‖2 − 2µ‖w̄n −Az̄n‖2

≤ ‖z̄n − x∗‖2 − µ(2− µ‖A∗‖2)‖w̄n −Az̄n‖2 (3.2)

≤ ‖z̄n − x∗‖2, (3.3)

in which the last inequality is followed from the assumption of µ. From the
relations (3.1) and (3.3),

0 ≤ ‖xn+1 − x∗‖ ≤ ‖z̄n − x∗‖ ≤ ‖xn − x∗‖, ∀x∗ ∈ Ω.

Therefore, the sequence {‖xn+1 − x∗‖} is decreasing and so there exist the
limits

lim
n→∞

‖xn − x∗‖ = lim
n→∞

‖z̄n − x∗‖ = p(x∗), ∀x∗ ∈ Ω. (3.4)

Claim 2. lim
n→∞

‖zin − xn‖ = lim
n→∞

‖yin − xn‖ = lim
n→∞

‖wjn −Az̄n‖ = 0.

The proof of Claim 2. Suppose that in is the index in {1, . . . , N} such that
z̄n = zinn . From Lemma 5.ii. with i = in,

‖z̄n − x∗‖2 ≤ ‖xn − x∗‖2 − (1− 2λc1)‖yinn − xn‖2 − (1− 2λc2)‖yinn − z̄n‖2.

Thus,

(1− 2λc1)‖yinn − xn‖2 + (1− 2λc2)‖yinn − z̄n‖2 ≤ ‖xn − x∗‖2 − ‖z̄n − x∗‖2.
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This together with (3.4) and the hypothesis of λ implies that

lim
n→∞

‖yinn − xn‖ = lim
n→∞

‖yinn − z̄n‖ = 0.

Thus,
lim
n→∞

‖z̄n − xn‖ = 0

because of ‖z̄n − xn‖ ≤ ‖yinn − xn‖+ ‖yinn − z̄n‖. It follows from the last limit
and the definition of z̄n that

lim
n→∞

‖zin − xn‖ = 0, ∀i = 1, . . . , N. (3.5)

From Lemma 5.ii. and the triangle inequality,

(1− 2λc1)‖yin − xn‖2 ≤ ‖xn − x∗‖2 − ‖zin − x∗‖2

=
(
‖xn − x∗‖ − ‖zin − x∗‖

) (
‖xn − x∗‖+ ‖zin − x∗‖

)
≤ ‖xn − zin‖

(
‖xn − x∗‖+ ‖zin − x∗‖

)
,

which implies that
lim
n→∞

‖yin − xn‖ = 0 (3.6)

because of the relation (3.5), the hypothesis of λ and the boundedness of
{xn} ,

{
zin
}

. Moreover, from (3.2), we obtain

µ(2− µ‖A∗‖2)‖w̄n −Az̄n‖2 ≤ ‖z̄n − x∗‖2 − ‖xn+1 − x∗‖2.

Passing to the limit in the last inequality as n → ∞ and using the relation
(3.4) and µ(2− µ‖A∗‖2) > 0, one has

lim
n→∞

‖w̄n −Az̄n‖ = 0. (3.7)

From the definition of w̄n, we obtain

lim
n→∞

‖wjn −Az̄n‖ = 0, ∀j = 1, . . . ,M. (3.8)

Claim 3. xn, y
i
n, z

i
n ⇀ p ∈ ∩Ni=1EP (fi, C) and wjn ⇀ Ap ∈ ∩Mj=1EP (Fj , Q).

The proof of Claim 3. Since {xn} is bounded, there exists a subsequence {xm}
of {xn} which converges weakly to p. Since C is convex, C is weakly closed,
and so p ∈ C. Thus, yim ⇀ p, zim ⇀ p and Az̄m ⇀ Ap, wjm ⇀ Ap because of
the relations (3.5), (3.6), (3.7) and (3.8). It follows from Lemma 5.i. that

λ
(
fi(xm, y)− fi(xm, yim)

)
≥
〈
yim − xm, yim − y

〉
,∀y ∈ C.

Substituting y = zim ∈ C into the last inequality, we obtain

λ
(
fi(xm, z

i
m)− fi(xm, yim)

)
≥
〈
yim − xm, yim − zim

〉
. (3.9)

From the Lipschitz-type continuity of fi and the relation (3.9), we have

λfi(y
i
m, z

i
m) ≥ λ

(
fi(xm, z

i
m)−fi(xm, yim)

)
−c1λ‖yim−xm‖2 − c2λ‖zim − yim‖2

≥
〈
yim − xm, yim − zim

〉
− c1λ‖yim − xm‖2 − c2λ‖zim − yim‖2. (3.10)
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Similarly to Lemma 5.i., from the definition of zim, we obtain

λ
(
fi(y

i
m, y)− fi(yim, zim)

)
≥
〈
zim − xm, zim − y

〉
,∀y ∈ C.

Thus,

λfi(y
i
m, y) ≥ λfi(yim, zim) +

〈
zim − xm, zim − y

〉
,∀y ∈ C. (3.11)

Combining the relations (3.10) and (3.11), we obtain

λfi(y
i
m, y) ≥

〈
yim − xm, yim − zim

〉
− c1λ‖yim − xm‖2

−c2λ‖zim − yim‖2 +
〈
zim − xm, zim − y

〉
.

From Claim 2 and the triangle inequality, we also have ‖yim − zim‖ → 0. Thus,
passing to the limit in the last inequality as m→∞ and using hypothesis (A3),
λ > 0, the boundedness of

{
zim
}

and yim ⇀ p, we obtain

0 ≤ lim sup
m→∞

fi(y
i
m, y) ≤ fi(p, y), ∀y ∈ C, i = 1, . . . , N,

i.e., p ∈ ∩Ni=1EP (fi, C). Now, we show that Ap ∈ ∩Mj=1EP (Fj , Q). By Lemma

2, EP (Fj , Q) = Fix(T
Fj
r ) for some r > 0. Assume that Ap /∈ Fix(T

Fj
r ), i.e.,

Ap 6= T
Fj
r (Ap). By Opial’s condition in H2, the relation (3.8) and Lemma 3,

we have

lim inf
m→∞

‖Az̄m −Ap‖ < lim inf
m→∞

‖Az̄m − TFj
r (Ap)‖

≤ lim inf
m→∞

[
‖Az̄m − TFj

rm(Az̄m)‖+ ‖TFj
rm(Az̄m)− TFj

r (Ap)‖
]

= lim inf
m→∞

‖TFj
rm(Az̄m)− TFj

r (Ap)‖

= lim inf
m→∞

‖TFj
r (Ap)− TFj

rm(Az̄m)‖

≤ lim inf
m→∞

[
‖Ap−Az̄m‖+

|r − rm|
rm

‖TFj
rm(Az̄m)−Az̄m‖

]
= lim inf

m→∞
‖Ap−Az̄m‖.

This is a contradiction, thus Ap ∈ Fix(T
Fj
r ) = EP (Fj , Q), i.e., we get that

Ap ∈ ∩Mj=1EP (Fj , Q).
Finally, we show that the whole sequence {xn} converges weakly to p. In-

deed, suppose that {xn} has a subsequence {xk} which converges weakly to
q 6= p. By Opial’s condition in H1, we have

lim inf
k→∞

‖xk − q‖ < lim inf
k→∞

‖xk − p‖ = lim inf
m→∞

‖xm − p‖

< lim inf
m→∞

‖xm − q‖ = lim inf
k→∞

‖xk − q‖.

This is a contradiction. Thus, the whole sequence {xn} converges weakly to p.
By Claim 2, yin, z

i
n ⇀ p and wjn ⇀ Ap as n→∞. Theorem 1 is proved. ut
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Corollary 1. Let C,Q be two nonempty closed convex subsets of two real Hilbert
spaces H1 and H2, respectively. Let f : C × C → < be a bifunction satisfying
Condition 1 and F : Q × Q → < be a bifunction satisfying Condition 2. Let
A : H1 → H2 be a bounded linear operator with the adjoint A∗. In addition the
solution set Ω = {x∗ ∈ EP (f, C) : Ax∗ ∈ EP (F,Q)} is nonempty. Let {xn},
{yn}, {zn} and {wn} be the sequences generated by the following manner:
x0 ∈ C and 

yn = arg min
{
λf(xn, y) + 1

2‖y − xn‖
2 : y ∈ C

}
,

zn = arg min
{
λf(yn, y) + 1

2‖y − xn‖
2 : y ∈ C

}
,

wn = TFrn(Azn),

xn+1 = PC (zn + µA∗(wn −Azn)) ,

where λ, rn, µ satisfy the conditions in Theorem 1. Then, the sequences {xn},
{yn}, {zn} converge weakly to some point p ∈ EP (f, C) and {wn} converges
weakly to Ap ∈ EP (F,Q).

In order to obtain an algorithm which provides the strong convergence, we
propose the following parallel hybrid extragradient-proximal method that com-
bines Algorithm 1 with the shrinking projection method, see for instance [30]
and the references therein.

Algorithm 2. (Parallel hybrid extragradient-proximal method for SEPs)
Initialization. Choose x0 ∈ C, C0 = C, the control parameters λ, rn, µ

satisfy the following conditions

0 < λ < min

{
1

2c1
,

1

2c2

}
, rn ≥ d > 0, 0 < µ <

2

‖A‖2
.

Step 1. Solve 2N strongly convex optimization programs in parallel{
yin = arg min

{
λfi(xn, y) + 1

2‖y − xn‖
2 : y ∈ C

}
, i = 1, . . . , N,

zin = arg min
{
λfi(y

i
n, y) + 1

2‖y − xn‖
2 : y ∈ C

}
, i = 1, . . . , N.

Step 2. Find among zin the furthest element from xn, i.e.,

z̄n = arg max
{
‖zin − xn‖ : i = 1, . . . , N

}
.

Step 3. Solve M regularized equilibrium programs in parallel

wjn = TFj
rn (Az̄n), j = 1, . . . ,M.

Step 4. Find among wjn the furthest element from Az̄n, i.e.,

w̄n = arg max
{
‖wjn −Az̄n‖ : j = 1, . . . ,M

}
.

Step 5. Compute tn = PC (z̄n + µA∗(w̄n −Az̄n)).
Step 6. Set Cn+1 = {v ∈ Cn : ‖tn − v‖ ≤ ‖z̄n − v‖ ≤ ‖xn − v‖}. Compute

xn+1 = PCn+1(x0). Set n = n+ 1 and go back Step 1.
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We have the following result.

Theorem 2 [Strong convergence theorem]. Let C,Q be two nonempty
closed convex subsets of two real Hilbert spaces H1 and H2, respectively. Let
{fi}Ni=1 : C × C → < be a finite family of bifunctions satisfying Condition 1a

and {Fj}Mj=1 : Q × Q → < be a finite family of bifunctions satisfying Condi-
tion 2. Let A : H1 → H2 be a bounded linear operator with the adjoint A∗.
In addition the solution set Ω is nonempty. Then, the sequences {xn},

{
yin
}

,{
zin
}
, i = 1, . . . , N generated by Algorithm 2 converge strongly to x† = PΩ(x0)

and
{
wjn
}
, j = 1, . . . ,M converge strongly to Ax† ∈ ∩Mj=1EP (Fj , Q).

Proof. We also divide the proof of Theorem 2 into several claims.
Claim 1. Cn is closed convex set and Ω ⊂ Cn for all n ≥ 0.
The proof of Claim 1. Set

C1
n= {v ∈ H1 : ‖tn − v‖ ≤ ‖z̄n − v‖} , C2

n= {v ∈ H1 : ‖z̄n − v‖ ≤ ‖xn − v‖} .

Then
Cn+1 = Cn ∩ C1

n ∩ C2
n. (3.12)

Note that C1
n, C

2
n are either the halfspaces or the whole space H1 for all n ≥ 0.

Hence, they are closed and convex. Obviously, C0 = C is closed and convex.
Suppose that Cn is closed and convex for some n ≥ 0. Then, from (3.12), Cn+1

is also closed and convex. By the induction, Cn is closed and convex for all
n ≥ 0. Next, we show that Ω ⊂ Cn for all n ≥ 0. From Lemma 5.ii. and the
hypothesis of λ, we have ‖zin − x∗‖ ≤ ‖xn − x∗‖ for all x∗ ∈ Ω. Thus,

‖z̄n − x∗‖ ≤ ‖xn − x∗‖. (3.13)

By arguing similarly to Claim 1 in the proof of Theorem 1 we obtain

‖tn − x∗‖2 ≤ ‖z̄n − x∗‖2 − µ(2− µ‖A∗‖2)‖w̄n −Az̄n‖2 (3.14)

≤ ‖z̄n − x∗‖2. (3.15)

From (3.13) and (3.15),

‖tn − x∗‖ ≤ ‖z̄n − x∗‖ ≤ ‖xn − x∗‖, ∀x∗ ∈ Ω.

Thus, by the definition of Cn and the induction, Ω ⊂ Cn for all n ≥ 0.
Claim 2. {xn} is a Cauchy sequence and

lim
n→∞

xn = lim
n→∞

yin = lim
n→∞

zin = p, lim
n→∞

wjn = lim
n→∞

Az̄n = Ap.

The proof of Claim 2. From xn = PCn(x0) and Lemma 4.i.,

‖xn − x0‖ ≤ ‖u− x0‖, ∀u ∈ Cn. (3.16)

Therefore, ‖xn − x0‖ ≤ ‖xn+1 − x0‖ because xn+1 ∈ Cn+1 ⊂ Cn. This implies
that the sequence {‖xn − x0‖} is non-decreasing. The inequality (3.16) with
u = x† := PΩ(x0) ∈ Ω ⊂ Cn leads to

‖xn − x0‖ ≤ ‖x† − x0‖. (3.17)
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Thus, the sequence {‖xn − x0‖} is bounded, and so there exists the limit of
{‖xn − x0‖}. For all m ≥ n, from the definition of Cm, we have xm ∈ Cm ⊂ Cn.
So, from xn = PCn(x0) and Lemma 4.i.,

‖xn − xm‖2 ≤ ‖xm − x0‖2 − ‖xn − x0‖2.

Passing to the limit in the last inequality as m,n→∞, we get

lim
m,n→∞

‖xn − xm‖ = 0.

Thus, {xn} is a Cauchy sequence and

lim
n→∞

‖xn − xn+1‖ = 0. (3.18)

From the definition of Cn+1 and xn+1 ∈ Cn+1, we have

‖tn − xn+1‖ ≤ ‖z̄n − xn+1‖ ≤ ‖xn − xn+1‖.

Thus, from the triangle inequality, one has

‖tn − xn‖ ≤ ‖tn − xn+1‖+ ‖xn+1 − xn‖ ≤ 2‖xn − xn+1‖,
‖z̄n − xn‖ ≤ ‖z̄n − xn+1‖+ ‖xn+1 − xn‖ ≤ 2‖xn − xn+1‖,
‖z̄n − tn‖ ≤ ‖z̄n − xn‖+ ‖xn − tn‖ ≤ 4‖xn − xn+1‖.

Three last inequalities together with the relation (3.18) imply that

lim
n→∞

‖tn − xn‖ = lim
n→∞

‖z̄n − tn‖ = lim
n→∞

‖z̄n − xn‖ = 0. (3.19)

Hence, from the definition of z̄n, we also obtain

lim
n→∞

‖zin − xn‖ = 0, ∀i = 1, . . . , N. (3.20)

Since {xn} is a Cauchy sequence, xn → p and

lim
n→∞

tn = lim
n→∞

z̄n = lim
n→∞

zin = p, ∀i = 1, . . . , N

and so
lim
n→∞

Az̄n = Ap. (3.21)

From the relation (3.14) and the triangle inequality, we obtain

µ(2− µ‖A∗‖2)‖w̄n −Az̄n‖2 ≤ ‖z̄n − x∗‖2 − ‖tn − x∗‖2

= (‖z̄n − x∗‖ − ‖tn − x∗‖)(‖z̄n − x∗‖+ ‖tn − x∗‖)
≤ ‖z̄n − tn‖(‖z̄n − x∗‖+ ‖tn − x∗‖).

Thus, from µ(2 − µ‖A∗‖2) > 0, the boundedness of {tn} , {z̄n} and (3.19) we
obtain

lim
n→∞

‖w̄n −Az̄n‖ = 0.
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From the definition of w̄n, we get

lim
n→∞

‖wjn −Az̄n‖ = 0, ∀j = 1, . . . ,M, (3.22)

which follows from (3.21) that

lim
n→∞

wjn = Ap, ∀j = 1, . . . ,M. (3.23)

From Lemma 5.ii. and the triangle inequality, we have

(1− 2λc1)‖yin − xn‖2 ≤ ‖xn − x∗‖2 − ‖zin − x∗‖2

= (‖xn − x∗‖ − ‖zin − x∗‖)(‖xn − x∗‖+ ‖zin − x∗‖)
≤ ‖xn − zin‖(‖xn − x∗‖+ ‖zin − x∗‖).

Thus, from the hypothesis of λ, the boundedness of {xn} ,
{
zin
}

and (3.20) we
obtain

lim
n→∞

‖yin − xn‖ = 0.

Therefore, yin → p as n→∞ for all i = 1, . . . , N .

Claim 3. p ∈ Ω and p = x† := PΩ(x0).

The proof of Claim 3. By using Claim 2, the hypothesis (A3a) and arguing
similarly to (3.9)-(3.11), we also obtain p ∈ ∩Ni=1EP (fi, C). Moreover, from
Lemma 3, for some r > 0 we have

‖TFj
r (Ap)−Ap‖ ≤ ‖TFj

r (Ap)− TFj
rn (Az̄n)‖+ ‖TFj

rn (Az̄n)−Az̄n‖+ ‖Az̄n−Ap‖

≤ ‖Ap−Az̄n‖+
rn − r
rn
‖TFj

rn (Az̄n)−Az̄n‖

+ ‖TFj
rn (Az̄n)−Az̄n‖+ ‖Az̄n −Ap‖

= 2‖Ap−Az̄n‖+
rn − r
rn
‖wjn −Az̄n‖+ ‖wjn −Az̄n‖ → 0,

which is followed from the relations (3.21),(3.22),(3.23) and rn ≥ d > 0. Thus,

T
Fj
r (Ap)−Ap = 0 or Ap is a fixed point of T

Fj
r . From Lemma 2, we obtain Ap ∈

∩Mj=1EP (Fj , Q). Thus, p ∈ Ω. Finally, from (3.17), ‖xn−x0‖ ≤ ‖x†−x0‖ where

x† = PΩ(x0). Taking n→∞ in this inequality, one has ‖p− x0‖ ≤ ‖x† − x0‖.
From the definition of x†, p = x†. Theorem 2 is proved. ut

Corollary 2. Let C, Q be two nonempty closed convex subsets of two real
Hilbert spaces H1 and H2, respectively. Let f : C × C → < be a bifunc-
tion satisfying Condition 1a and F : Q × Q → < be a bifunction satisfying
Condition 2. Let A : H1 → H2 be a bounded linear operator with the adjoint
A∗. In addition the solution set Ω = {x∗ ∈ EP (f, C) : Ax∗ ∈ EP (F,Q)} is
nonempty. Let {xn}, {yn}, {zn}, {tn} and {wn} be the sequences generated
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by the following manner: x0 ∈ C, C0 = C and

yn = arg min
{
λf(xn, y) + 1

2‖y − xn‖
2 : y ∈ C

}
,

zn = arg min
{
λf(yn, y) + 1

2‖y − xn‖
2 : y ∈ C

}
,

wn = TFrn(Azn),

tn = PC (zn + µA∗(wn −Azn)) ,

Cn+1 = {v ∈ Cn : ‖tn − v‖ ≤ ‖z̄n − v‖ ≤ ‖xn − v‖} ,
xn+1 = PCn+1

(x0),

where λ, rn, µ satisfy the conditions in Theorem 2. Then, the sequences {xn},
{yn}, {zn}, {tn} converge strongly to x† = PΩ(x0) and {wn} converges strongly
to Ax† ∈ EP (F,Q).

4 Application to split variational inequality problems

In this section, we consider the following split variational inequality problem
in [7, Section 6.1];

Find x∗ ∈ C such that

〈Ai(x∗), y − x∗〉 ≥ 0, ∀y ∈ C, ∀i = 1, . . . , N

and u∗ = Ax∗ ∈ Q solves

〈Bj(u∗), u− u∗〉 ≥ 0, ∀u ∈ Q, ∀j = 1, . . . ,M,

(4.1)

where C ⊂ H1, Q ⊂ H2 are nonempty closed convex sets, Ai : C → H1,
Bj : Q → H2 are nonlinear operators and A : H1 → H2 is a bounded linear
operator. The solution set of Problem (4.1) is denoted by

Ω =
{
x∗ ∈ ∩Ni=1V I(Ai, C) : Ax∗ ∈ ∩Mj=1V I(Bj , Q)

}
.

The authors in [7] used the gradient method to propose the parallel algo-
rithm [7, Algorithm 6.4] for solving SVIP (4.1) and they proved that the se-
quences generated by the proposed algorithm converge weakly to some point
in Ω. However, in order to obtain this convergence, the method requires the
restrictive condition that the operators Ai, Bj are inverse strongly monotone.
In this section, for solving Problem (4.1) we assume the operators Ai, Bj sat-
isfy the following condition.
Condition 3

• Ai is pseudomonotone on C, i.e.,

〈Ai(x), y − x〉 ≥ 0 =⇒ 〈Ai(y), x− y〉 ≤ 0, ∀x, y ∈ C;

• Ai is L-Lipschitz continuous on C, i.e., there exists a positive constant
L such that

‖Ai(x)−Ai(y)‖ ≤ L‖x− y‖, ∀x, y ∈ C;
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• Bj is monotone on Q, i.e.,

〈Bj(u)−Bj(v), u− v〉 ≥ 0, ∀u, v ∈ Q.

Moreover, for obtaining the result of the weak convergence (Theorem 3
below), we need the following additional assumption

Ai(xn)→ Ai(x), i = 1, . . . , N (4.2)

for each sequence {xn} ⊂ C converging weakly to x. Hypothesis (4.2) is not
necessary to establish the strong convergence (Theorem 4 below). We have the
following lemma.

Lemma 6. Assume that the operators Ai, Bj satisfy Condition 3. Then

i. The bifunction fi(x, y) = 〈Ai(x), y − x〉 for all x, y ∈ C satisfies Condi-
tion 1a and if condition (4.2) holds then fi satisfies Condition 1. Besides,
for each λ ∈

(
0, 1

L

)
, yi = PC(x− λAi(z)) iff

yi = arg min

{
λfi(z, y) +

1

2
‖y − x‖2 : y ∈ C

}
.

ii. The bifunction Fj(u, v) = 〈Bj(u), v − u〉 for all u, v ∈ Q satisfies Condi-

tion 2 and, for each r > 0, wj = T
Fj
r (u) iff〈

wj + rBj(w
j)− u, v − wj

〉
≥ 0, ∀v ∈ Q.

Proof. i. The bifunction fi satisfies automatically the assumptions (A1),
(A3a), (A4) in Condition 1a . It follows from the L - Lipschitz continuity of
Ai, the Cauchy-Schwarz and Cauchy inequalities that

fi(x, y)+fi(y, z)−fi(x, z) = 〈Ai(x)−Ai(y), y−z〉 ≥ −‖Ai(x)−Ai(y)‖‖y − z‖

≥ − L‖x− y‖‖y − z‖ ≥ −L
2
‖x− y‖2 − L

2
‖y − z‖2.

Hence, fi is Lipschitz-type continuous on C with c1 = c2 = L/2 or (A2) holds
for fi. Thus, fi satisfies Condition 1a. Similarly, if condition (4.2) holds then
fi satisfies Condition 1. By the definitions of fi and yi,

yi = argmin
y∈C

{λ 〈Ai(z), y − z〉+
1

2
‖y − x‖2}

= argmin
y∈C

{1

2
‖y − (x− λAi(z))‖2 −

λ2

2
‖Ai(z)‖2 − λ 〈Ai(z), z − x〉}

= argmin
y∈C

{1

2
‖y − (x− λAi(z))‖2} = PC (x− λAi(z)) ,

in which the third equality is followed from the fact that
arg min {g(y) + a : y ∈ C} = arg min {g(y) : y ∈ C} for all a ∈ <.



Parallel Extragradient-Proximal Methods for SEPs 495

ii. By the hypothesis of Bj and the definition of Fj , we see that Fj satisfies

immediately Condition 2. It follows from the definitions of Fj , T
Fj
r and wj =

T
Fj
r (u) that 〈

Bj(w
j), v − wj

〉
+

1

r
〈v − wj , wj − u〉 ≥ 0, ∀v ∈ Q.

This is equivalent to〈
wj + rBj(w

j)− u, v − wj
〉
≥ 0, ∀v ∈ Q.

Lemma 6 is proved. ut

From Lemma 6 and Theorems 1, 2, we obtain the following results.

Theorem 3. Assume that Ai, Bj are the operators satisfying Condition 3 and
(4.2), A : H1 → H2 is a bounded linear operator with the adjoint A∗. In
addition the solution set Ω of (4.1) is nonempty. Let {xn} be the sequence
generated by the following manner: x0 ∈ C and

yin = PC(xn − λAi(xn)),

zin = PC(xn − λAi(yin)),〈
wjn + rnBj(w

j
n)− z̄n, z − wjn

〉
≥ 0, ∀z ∈ Q,

xn+1 = PC (z̄n + µA∗(w̄n −Az̄n)) ,

where z̄n and w̄n are chosen as in Algorithm 1. Then, if λ ∈
(
0, 1

L

)
, rn ≥ d > 0,

and µ ∈
(

0, 2
‖A‖2

)
then {xn} converges weakly to some element in Ω.

Theorem 4. Assume that Ai, Bj are the operators satisfying Condition 3 and
A : H1 → H2 is a bounded linear operator with the adjoint A∗. In addition the
solution set Ω of (4.1) is nonempty. Let {xn} be the sequence generated by the
following manner: x0 ∈ C, C0 = C, and

yin = PC(xn − λAi(xn)),

zin = PC(xn − λAi(yin)),〈
wjn + rnBj(w

j
n)− z̄n, z − wjn

〉
≥ 0, ∀z ∈ Q,

tn = PC (z̄n + µA∗(w̄n −Az̄n)) ,

Cn+1 = {v ∈ Cn : ‖tn − v‖ ≤ ‖z̄n − v‖ ≤ ‖xn − v‖} ,
xn+1 = PCn+1

(x0),

where z̄n, w̄n, λ, rn and µ are defined as in Theorem 3. Then, the sequence
{xn} converges strongly to PΩ(x0).

5 A numerical example

In this section, we consider H1 = <m, H2 = <, (m = 1, 5, 10, 100, 500) and the
feasible sets C,Q are defined by

C =
{
x ∈ <m :

m∑
i=1

xi ≥ −1, − 5 ≤ xi ≤ 5, i = 1, . . . ,m
}

(5.1)
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and Q = [−1,∞). The bifunctions fi : C × C → <, i = 1, . . . , N (N =
2, 50, 100) which come from the Nash-Cournot equilibrium model in [31]. They
are defined by

fi(x, y) = 〈Pix+Qiy + qi, y − x〉 ,

where qi ∈ <m, Pi, Qi ∈ <m×m are two matrices of order m such that Qi is
symmetric, positive semidefinite and Qi − Pi is negative semidefinite. In this
case, the bifunction fi satisfies both Condition 1 and Condition 1a with the
Lipschitz-type constants ci1 = ci2 = 1

2‖Qi −Pi‖, see [31, Lemma 6.2]. We chose
c1 = c2 = max

{
ci1 : i = 1, . . . , N

}
and λ = 1

4c1
.

The linear operator A : <m → < is defined by Ax = 〈a, x〉 where a is a
vector in <m whose elements are randomly generated in [1,m]. Thus, A∗y = y.a
for all y ∈ < and ‖A‖ = ‖a‖. We chose µ = 1

2‖a‖2 and consider two bifunctions

F1, F2 : Q×Q→ < as F1(x, y) = x(y−x) and F2(x, y) = (2x−x2)(y−x) for all
x, y ∈ Q. It is easy to show that F1, F2 satisfy Condition 2 and EP (F1, Q) =
EP (F2, Q) = {0}. The starting point is chosen as x0 = (1, 1, . . . , 1)T ∈ <m.
In Step 1 of Algorithms 1 and 2, we need to solve the following optimization
program

arg min
{
λfi(xn, y) +

1

2
‖xn − y‖2 : y ∈ C

}
or the following convex quadratic problem

arg min

{
1

2
yTHiy + bTi y : y ∈ C

}
, (5.2)

where Hi = 2λQi + I and bi = λ(Pixn − Qixn + qi) − xn. Problem (5.2) can
be effectively solved, for instance, by the MATLAB Optimization Toolbox to
obtain the approximation yin. Similarly, zin solves the following program

arg min

{
1

2
yT Ĥiy + b̂Ti y : y ∈ C

}
,

where Ĥi = Hi and b̂i = λ(Piy
i
n −Qiyin + qi)− xn. Thus, the furthest element

z̄n from xn among all zin is chosen, and so Az̄n = 〈a, z̄n〉. In this example,
we chose rn = 1 for all n ≥ 0. From Step 3 of Algorithms 1 and 2, we have
w1
n = TF1

rn (Az̄n) or find w1
n ∈ Q such that

(z − w1
n)(2w1

n −Az̄n) ≥ 0, ∀z ∈ Q.

This is equivalent to w1
n = 1

2Az̄n. Similarly, we also obtain w2
n = 3−

√
9−4Az̄n
2 .

From these relations, we can choose w̄n which is the furthest element from Az̄n.
Moreover,

xn+1 = PC (z̄n + µA∗(w̄n −Az̄n)) = PC (z̄n + µ(w̄n −Az̄n)a) .

This means that xn+1 solves the following distance optimization program

arg min
{
‖z̄n + µ(w̄n −Az̄n)a− y‖2 : y ∈ C

}
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or xn+1 solves the following problem

arg min

{
1

2
yT y + bT y : y ∈ C

}
, (5.3)

where b = −z̄n − µ(w̄n − Az̄n)a. Problem (5.3) is similarly solved to Problem
(5.2). In numerical tests under, we chose qi being the zero vector, the elements
of vector a are randomly generated in [1,m] and Pi, Qi are randomly generated
matrixes as follows: We randomly chose λi1k ∈ [−m, 0], λi2k ∈ [1,m], k =

1, . . . ,m, i = 1 . . . , N . Set Q̂i1, Q̂i2 as two diagonal matrixes with eigenvalues{
λi1k
}m
k=1

and
{
λi2k
}m
k=1

, respectively. Then, we make a positive definite matrix
Qi and a negative semidefinite matrix Ti by using random orthogonal matrixes
with Q̂i2 and Q̂i1, respectively. Finally, set Pi = Qi − Ti. It is easy to see that
∩Ni=1EP (fi, C) consists of the zero vector 0 ∈ <m. Therefore, Ω = {0}. The
stopping criteria is defined as ‖xn−x†‖ = ‖xn‖ ≤ TOL. The numerical results
for Algorithm 1 are showed in Table 1 for the time of execution in second
(CPU(s)) and the number of iterations (Iter.). The experiments are performed
on a PC Desktop Intel(R) Core(TM) i5-3210M CPU @ 2.50GHz 2.50 GHz,
RAM 2.00 GB.

Table 1. Experiment for Algorithm 1

N=2 N=50 N=100
m TOL CPU(s) Iter. CPU(s) Iter. CPU(s) Iter.

1
10−3 0.061 6 3.754 6 10.611 6
10−6 0.222 10 5.565 10 23.345 10

5
10−3 0.158 4 2.373 4 9.578 4
10−6 0.244 7 3.574 6 15.659 6

10
10−3 0.176 4 2.494 4 6.614 4
10−6 0.228 7 3.289 6 14.118 6

100
10−3 0.273 4 5.384 4 14.135 4
10−6 0.405 7 8.758 6 22.281 6

500
10−3 2.605 5 52.877 5 113.215 6
10−6 4.041 8 72.749 7 149.628 7

It has been proved that Algorithm 2 is strongly convergent. Theoretically, it
is useful in infinite dimensional Hilbert spaces because in practice, it is not easy
to construct the sets {Cn}. However, we would like to illustrate its convergence
in this numerical example and have not the intent for comparing Algorithm 1
with Algorithm 2. It is clear that the set C defined by (5.1) as a polyhedral
convex set and it is formulated by C = {x ∈ <m : A0x ≤ b0}, where b0 =
(1, 5, 5, . . . , 5)T ∈ <m and A0 = {aij} ∈ <(2m+1)×m with a1j = −1 for all
j = 1, . . . ,m and

aij =


1 if i = 2j,

−1 if i = 2j + 1,

0 otherwise.
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We have C0 = C = {x ∈ <m : A0x ≤ b0} and Cn+1 = Cn ∩ C1
n ∩ C2

n, where

C1
n = {x ∈ <m : ‖tn − x‖ ≤ ‖z̄n − x‖}

=
{
x ∈ <m : 2 〈z̄n − tn, x〉 ≤ ‖z̄n‖2 − ‖tn‖2

}
,

C2
n = {x ∈ <m : ‖z̄n − x‖ ≤ ‖xn − x‖}

=
{
x ∈ <m : 2 〈xn − z̄n, x〉 ≤ ‖xn‖2 − ‖z̄n‖2

}
.

We denote Ān by the matrix of the size 2×m and ān by the vector as

Ān =

(
2(z̄n − tn)T

2(xn − z̄n)T

)
, ān = (‖z̄n‖2 − ‖tn‖2, ‖xn‖2 − ‖z̄n‖2)T .

Thus, C1
n ∩ C2

n =
{
x ∈ <m : Ānx ≤ ān

}
.

Assume that Cn = {x ∈ <m : Anx ≤ bn}, by setting

An+1 =

(
An
Ān

)
, bn+1 =

(
bn
ān

)
.

Then Cn+1 = {x ∈ <m : An+1x ≤ bn+1}. From Step 6 of Algorithm 2, xn+1 =
PCn+1(x0), i.e., xn+1 solves the following optimization problem

arg min

{
1

2
yT y + xT0 y : y ∈ Cn+1

}
. (5.4)

Problem (5.4) is effectively solved by the MATLAB optimization Toolbox. Note
that the number of the constrained linear inequalities in Cn+1 increases by the
number of iterations n, in fact, the matrix An+1 has the size (2m+2n+3)×m.
This might affect the efficiency of solving Problem (5.4) when the numbers m,n
are large. The numerical experiments for Algorithm 2 are presented in Table 2.
In this case, we see that Algorithm 2 converges very slowly with m = 100.

Table 2. Experiment for Algorithm 2

N=2 N=50 N=100
m TOL CPU(s) Iter. CPU(s) Iter. CPU(s) Iter.

1
10−3 0.102 6 2.027 6 5.783 6
10−6 0.351 11 3.905 11 8.329 11

5
10−3 1.394 54 16.468 41 33.844 29
10−6 3.909 127 49.388 114 99.714 113

10
10−3 5.216 139 65.798 128 127.887 122
10−6 15.42 402 209.645 370 347.256 363

100
10−3 Slow conv. - - - - -
10−6 Slow conv. - - - - -

We also perform the numerical experiments for Algorithms 1 and 2 with a
same data generated randomly. The results are showed in Table 3.
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Table 3. Experiment for Algorithms 1 and 2 with a same data

N=50 N=100
Alg. 1 Alg. 2 Alg. 1 Alg. 2

m TOL CPU(s) Iter. CPU(s) Iter. CPU(s) Iter. CPU(s) Iter.

1
10−3 2.056 6 2.272 6 8.712 6 6.691 6
10−6 3.253 10 4.109 11 14.462 10 16.473 11

5
10−3 1.317 4 22.881 52 5.044 4 60.364 39
10−6 2.974 7 60.375 126 8.008 6 180.072 119

10
10−3 1.517 4 59.724 112 4.945 4 209.523 142
10−6 2.644 6 210.139 383 8.787 6 622.079 417

Conclusions

We have proposed two parallel extragradient-proximal algorithms for split equi-
librium problems and proved their convergence. We have designed the algo-
rithms by combining the extragradient method for a class of pseudomonotone
and Lipschitz-type continuous bifunctions, the proximal method for monotone
bifunctions and the shrinking projection method. The numerical experiments
are implemented for bifunctions which are generalized from the Nash-Cournot
equilibrium model to illustrate the convergence of the proposed algorithms.
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