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#### Abstract

In the article the authors developed two efficient algorithms for solving severely ill-posed problems such as Fredholm's integral equations. The standard Tikhonov method is applied as a regularization. To select a regularization parameter we employ two different a posteriori rules, namely, discrepancy and balancing principles. It is established that proposed strategies not only achieved optimal order of accuracy on the class of problems under consideration, but also they are economical in the sense of used discrete information.
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## 1 Introduction. Problem setting

The present paper is dedicated to estimations of information complexity for severely ill-posed problems such as Fredholm's integral equations with smooth kernels. In this paper the authors continue researches started in [25,26]. Herewith, in the indicated papers the regularization parameter was selected depending on a level of input data error as well as on a parameter describing smoothness of desired solution. The essential disadvantage of such selection is that the regularization parameter have to conform with exact value of the mentioned smoothness. It is obvious that such approach is suitable only if we

[^0]know smoothness of desired solution. But, usually, such information is either not available or not accurate. Therefore, a posteriori rule of choosing the regularization parameter is necessary by practical experiment. Such rule does not require any additional information about smoothness of the solution. One of the most common a posteriori rules is the Morozov discrepancy principle, that was applied at the first time to moderately ill-posed problems in [5, 11, 12]. For severely ill-posed problems this principle, in particular, was employed in [21]. Another a posteriori rule is the balancing principle, which called also the Lepskii principle. This principle was applied at the first time by O.V. Lepskii to statistical problems (see [6]). Further, for solving linear ill-posed problems this principle was involved in $[3,13,24]$, and for nonlinear problems it was considered in [2]. Recall, the balancing principle consists in the selection of a regularization parameter to balance two functions in the error estimate of the algorithm. In the present paper for efficient solving severely ill-posed problems economical projection methods are designed. The standard Tikhonov method is used as regularazer. In Subsections 4.1-4.2 the discrepancy principle is applied as a stoping rule, and in 4.3-4.4 we use the balancing principle. Herewith, it will be established that proposed strategies not only achieve optimal order of accuracy on the class of problems under consideration, but also they are economical in the sense of used discrete information amount. Now, we give a rough statement of the problem.

Let us consider Fredholm's integral equation of the first kind

$$
\begin{equation*}
A x(t)=f(t), \quad t \in[0,1] \tag{1.1}
\end{equation*}
$$

with $A x(t)=\int_{0}^{1} a(t, \tau) x(\tau) d \tau$, acting continuously in $L_{2}:=L_{2}(0 ; 1)$. Suppose that Range $(A)$ is not closed in $L_{2}$ and $f \in \operatorname{Range}(A)$. We also assume that a perturbation $f_{\delta} \in L_{2}:\left\|f-f_{\delta}\right\| \leq \delta, \quad \delta>0$ is given instead of the right-hand side $f$ of the equation (1.1). Following [21], as a severely ill-posed problem we will understand the equation (1.1) for which a kernel of $A$ is much smoother than the solution of (1.1). Namely, we will assume that exact solution satisfies some logarithmic source condition, e.g.

$$
\begin{equation*}
M_{p}(A):=\left\{u: u=\ln ^{-p}\left(A^{*} A\right)^{-1} v, \quad\|v\| \leq \rho\right\} \tag{1.2}
\end{equation*}
$$

where $p, \rho$ are some positive parameters, and $A^{*}$ is the adjoint of $A$. The operator function $\ln ^{-p}\left(A^{*} A\right)^{-1}$ is well-defined by its spectral decomposition

$$
\begin{equation*}
\ln ^{-p}\left(A^{*} A\right)^{-1} v=\sum_{k=1}^{\infty} \ln ^{-p}\left(\lambda_{k}\right)^{-2}\left(\varphi_{k}, v\right) \varphi_{k} \tag{1.3}
\end{equation*}
$$

$A^{*} A=\sum_{k=1}^{\infty} \lambda_{k}^{2}\left(\varphi_{k}, \cdot\right) \varphi_{k}, A=\sum_{k=1}^{\infty} \lambda_{k} \varphi_{k}\left(\cdot, \psi_{k}\right), A^{*}=\sum_{k=1}^{\infty} \lambda_{k} \psi_{k}\left(\varphi_{k}, \cdot\right)$. Here $\lambda_{k}, k=1,2, \ldots$, are singular values of $A$. Note, that the exact information about smoothness, namely, the parameter $p$, is usually not available by practical experiment. For this reason the set

$$
\begin{equation*}
M(A):=\bigcup_{p \in\left(0, p_{1}\right]} M_{p}(A) \tag{1.4}
\end{equation*}
$$

is considered in place of $M_{p}(A)$. Here $p_{1}<\infty$ is an upper bound for possible values of $p$. Within the framework of our researches we construct approximations to the exact solution $x^{\dagger}(1.1)$, which has minimal norm in $L_{2}$ and belongs to the set $M(A)$. From now on, we assume that the parameter $p$ is unknown.

It is known, that at the first time severely ill-posed problems was considered in [8]. Note in [29] it was established that an error of any approximation method for (1.1) with solutions from (1.4) can't be less than $O\left(\ln ^{-p} \delta^{-1}\right)$. Methods guaranteeing this order of accuracy on the class of problems under consideration are used to call order-optimal. Later on, research of severely ill-posed problems was continued in the series of works, in particular, [4, 7, 21, 24, 29]. For severely ill-posed problems error estimates of the Tikhonov method in finite-dimensional subspaces are given in [21] with parameter choice by discrepancy principle, and in [24] with parameter choice by the balancing principle.

Now, we introduce a class of equations under consideration and give a statement of problem. Let $\left\{e_{i}\right\}_{i=1}^{\infty}$ be some orthonormal basis in $L_{2}$. By $P_{m}$ we denote the orthogonal projection onto $\operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}: P_{m} \varphi(t)=$ $\sum_{i=1}^{m}\left(\varphi, e_{i}\right) e_{i}(t)$. Consider the following class of operators (1.2):

$$
\begin{equation*}
\mathcal{H}_{\gamma}^{r}=\left\{A:\|A\| \leq \gamma_{0}, \quad \sum_{n+m=1}^{\infty} \hat{a}_{n, m}^{2}(\underline{n} \cdot \underline{m})^{2 r} \leq \gamma_{1}^{2}\right\}, \quad r>0 \tag{1.5}
\end{equation*}
$$

where $\hat{a}_{n, m}=\int_{0}^{1} \int_{0}^{1} e_{n}(t) a(t, \tau) e_{m}(\tau) d \tau d t, \gamma_{0} \leq e^{-\frac{1}{2}}, \gamma=\left(\gamma_{0} ; \gamma_{1}\right), \underline{n}=1$ if $n=0$ and $\underline{n}=n$ otherwise.

If the kernel $a(t, \tau)$ of $A$ has mixed partial derivatives up to order $r$ by both variables and the inequalities

$$
\int_{0}^{1} \int_{0}^{1}\left[\frac{\partial^{i+j} a(t ; \tau)}{\partial t^{i} \partial \tau^{j}}\right]^{2} d t d \tau<\infty
$$

hold for all $i, j=0,1, \ldots, r$, then it is known (see, e.g. [19]), that $A \in \mathcal{H}_{\gamma}^{r}$ for some $\gamma=\left(\gamma_{0}, \gamma_{1}\right)$.

From now on, class of equations (1.1) with operators belonging to $\mathcal{H}_{\gamma}^{r}$ (1.5) and solutions from $M(A)$ (1.4) will be denoted by $\left(\mathcal{H}_{\gamma}^{r}, M(A)\right)$. Within the framework of the present paper we concentrate on the study of projection methods for solving equations from $\left(\mathcal{H}_{\gamma}^{r}, M(A)\right)$.

Any projection scheme for discretization of equations (1.1) with the perturbed right-hand side $f_{\delta}$ one can define by means of a finite set of inner products

$$
\begin{align*}
& \left(A e_{j}, e_{i}\right), \quad(i, j) \in \Omega  \tag{1.6}\\
& \left(f_{\delta}, e_{k}\right), \quad k \in \omega_{1}, \quad \omega_{1}=\{i:(i, j) \in \Omega\} \tag{1.7}
\end{align*}
$$

where $\Omega$ to be a bounded domain of the coordinate plane $[1, \infty) \times[1, \infty)$. The inner products (1.6), (1.7) are used to call the Galerkin information about (1.1). Here $\operatorname{card}(\Omega)$ is the total number of the inner products (1.6). In particular, if $\Omega=[1, n] \times[1, m]$ then one deals with the standard Galerkin discretization scheme, $\operatorname{card}(\Omega)=n m$. Researches for various classes of ill-posed problems
related to such scheme of discretization were conducted in a number of works among which we mention [9,20].

Definition 1. A projection method of solving (1.1) is a mapping $\mathcal{P}=\mathcal{P}(\Omega)$ : $L_{2} \rightarrow L_{2}$ that use Galerkin's information (1.6), (1.7) about (1.1). The mapping $\mathcal{P}(\Omega)$ provides a correspondence between the right-hand side of the equation being solved and an element $\mathcal{P}\left(A_{\Omega}\right) f_{\delta}$, which is a polynomial by the basis $\left\{e_{i}\right\}_{i=1}^{\infty}$ with harmonic numbers from $\omega_{2}:=\{j:(i, j) \in \Omega\}$. This element is taken as an approximate solution of (1.1).

In general, we do not require from the method $\mathcal{P}$ either linearity, stability or continuity. Such a general approach is useful when we compare approximation properties of various methods of solving (1.1).

The error of the method $\mathcal{P}(\Omega)$ on the class of equations $\left(\mathcal{H}_{\gamma}^{r}, M(A)\right)$ is defined as

$$
e_{\delta}\left(\mathcal{H}_{\gamma}^{r}, M(A), \mathcal{P}(\Omega)\right)=\sup _{A \in \mathcal{H}_{\gamma}^{r}} \sup _{x^{\dagger} \in M(A)} \sup _{f_{\delta}:\left\|f-f_{\delta}\right\| \leq \delta}\left\|x^{\dagger}-\mathcal{P}\left(A_{\Omega}\right) f_{\delta}\right\|
$$

The minimal radius of the Galerkin information is given by

$$
R_{N, \delta}\left(\mathcal{H}_{\gamma}^{r}, M(A)\right)=\inf _{\Omega: \operatorname{card}(\Omega) \leq N} \inf _{\mathcal{P}(\Omega)} e_{\delta}\left(\mathcal{H}_{\gamma}^{r}, M(A), \mathcal{P}(\Omega)\right)
$$

This value describes the minimal possible accuracy of projection methods, while the Galerkin information amount is bounded. Note, that $R_{N, \delta}$ is related with information complexity of the corresponding problem. The information complexity of a problem is defined as the least amount of discrete information needed to find an approximate solution with a given precision; the algorithmic complexity is defined as the minimal number of arithmetic operations that must be performed to construct such solution. Thus, $R_{N, \delta}$ characterizes information complexity on the class of problems $\left(\mathcal{H}_{\gamma}^{r}, M(A)\right)$.

It should be noted that investigation of complexity for various kind of problems was started in $[30,31]$. In these works the fundamentals of general theory of optimal algorithms were introduced. In recent years the interest to complexity of ill-posed problems is increasing. In the work [20] first economical projection methods for solving moderately ill-posed problems were designed. The standard Galerkin method was applied as discretization scheme. The first estimates of information and algorithmic complexity for moderately ill-posed problems were obtained in $[19,22,23]$. The authors point to the fact that optimal order of such values are achieved under a modified Galerkin scheme that is called hyperbolic cross. The study of complexity for severely ill-posed problems was started relatively recently. These researches are highlighted in the series of works, we mention [9, 25, 26, 28]. Note, that [9] continues researches started by [20]. Here the authors consider economical discretization under the standard Galerkin scheme for problems with solutions satisfying a general source condition (which contains also severely ill-posed problems). In [25, 26] information and algorithmic complexity estimates are obtained for severely ill-posed problems. It is established that optimal order of these values are achieved within the framework of the projection method where the modified Galerkin scheme
is applied as discretization. For a priori parameter choice the general regularizator (the generate function satisfies the Bakushinskii conditions) is used. In [28] for the stopping rule according with the balancing principle error estimates and information complexity estimates are given within the framework of the same projection method with the modified Galerkin scheme as discretization. The latest result related to discussed problem is highlighted in [10]. Here, the authors consider a class of ill-posed problems, which is given by one fixed operator.

As we have mentioned above, the paper continues researches started in $[25,26,28]$. In the present work economical projection methods with different a posteriori rules of regularization parameter choice will be developed for solving severely ill-posed problems.

## 2 Regularization and discretization methods

To guarantee stable approximations we apply the standard Tikhonov method. In this method a regularized solution $x_{\alpha}$ is defined as the solution of the variational problem

$$
\begin{equation*}
I_{\alpha}(x):=\left\|A x-f_{\delta}\right\|^{2}+\alpha\|x\|^{2} \rightarrow \min . \tag{2.1}
\end{equation*}
$$

For a numerical realization of the standard Tikhonov method it is necessary to carry out all computations with finite amount of input data. For that reason the variational problem (2.1) is replaced by

$$
I_{\alpha, n}(x)=\left\|A_{n} x-f_{\delta}\right\|^{2}+\alpha\|x\|^{2} \rightarrow \min
$$

where $A_{n}$ is an operator of the finite rank.
To economical discretization of equations belonging to $\left(\mathcal{H}_{\gamma}^{r}, M(A)\right)$ we employ a modification of the standard Galerkin scheme which is called a hyperbolic cross. It should be noted that the hyperbolic cross was applied at the first time by K.I. Babenko [1] to compute the Kolmogorov widths on some classes of periodic functions that have dominant mixed partial derivatives.

The idea of applying the hyperbolic cross to operator equations of the second kind belongs to S.V. Pereverzev, and he implemented it in the series of works (see e.g. $[14,15,16,18]$ ). The efficiency of the hyperbolic cross for ill-posed problems has been demonstrated in [17, 19, 26, 27].

In our research we apply a projection scheme with $\Omega=\Gamma_{n}$, where

$$
\begin{equation*}
\Gamma_{n}=\{1\} \times\left[1 ; 2^{2 n}\right] \bigcup_{k=1}^{2 n}\left(2^{k-1} ; 2^{k}\right] \times\left[1 ; 2^{2 n-k}\right] \subset\left[1 ; 2^{2 n}\right] \times\left[1 ; 2^{2 n}\right] \tag{2.2}
\end{equation*}
$$

is a hyperbolic cross on the coordinate plane by the basis $\left\{e_{i}\right\}_{i=1}^{\infty}$ involved in the definition of the class $\mathcal{H}_{\gamma}^{r}$. One can find an approximate solution from an operator equation of the second kind

$$
\alpha x+A_{n}^{*} A_{n} x=A_{n}^{*} f_{\delta}
$$

Thus we seek an approximation $x=x_{\alpha, n}^{\delta}$ as

$$
\begin{equation*}
x_{\alpha, n}^{\delta}=g_{\alpha}\left(A_{n}^{*} A_{n}\right) A_{n}^{*} f_{\delta}, \tag{2.3}
\end{equation*}
$$

where $g_{\alpha}(\lambda)=(\alpha+\lambda)^{-1}$, and

$$
\begin{equation*}
A_{n}=P_{1} A P_{2^{2 n}}+\sum_{k=1}^{2 n}\left(P_{2^{k}}-P_{2^{k-1}}\right) A P_{2^{2 n-k}} \tag{2.4}
\end{equation*}
$$

Moreover, we introduce following auxiliary elements

$$
\begin{equation*}
x_{\alpha}=g_{\alpha}\left(A^{*} A\right) A^{*} f, \quad x_{\alpha, n}=g_{\alpha}\left(A_{n}^{*} A_{n}\right) A_{n}^{*} f \tag{2.5}
\end{equation*}
$$

## 3 Auxiliary results

The Section contains some definitions, facts, and also the series of auxiliary assertions which are needed later.

It is well-known (see e.g. [32]) that for any linear bounded operator $A$ the following inequalities hold:

$$
\begin{align*}
& \left\|\left(\alpha I+A^{*} A\right)^{-1}\right\| \leq \alpha^{-1}, \quad\left\|\left(\alpha I+A^{*} A\right)^{-1} A^{*}\right\| \leq \frac{1}{2 \sqrt{\alpha}} \\
& \left\|A\left(\alpha I+A^{*} A\right)^{-1} A^{*}\right\| \leq 1 \tag{3.1}
\end{align*}
$$

Lemma 1. ([32, p. 34]) If $g$ is a bounded Borel measurable function on $\left[0, \gamma_{0}^{2}\right]$, $A \in \mathcal{L}\left(L_{2}, L_{2}\right),\|A\| \leq \gamma_{0}$, then

$$
\begin{equation*}
A^{*} g\left(A A^{*}\right)=g\left(A^{*} A\right) A^{*}, \quad A g\left(A^{*} A\right)=g\left(A A^{*}\right) A \tag{3.2}
\end{equation*}
$$

Lemma 2. (see [21]) Let $x^{\dagger} \in M_{p}(A)$ and $\|A\| \leq \gamma_{0} \leq e^{-1 / 2}$. Then for sufficiently small $\alpha \in\left(0, e^{-2 p}\right)$ it holds

$$
\left\|A x_{\alpha}-f\right\| \leq \gamma_{0}^{-1} \rho \sqrt{\alpha} \ln ^{-p} 1 / \alpha
$$

where $x_{\alpha}$ is determined by (2.5).
Lemma 3. ([21]) Let $x^{\dagger} \in M_{p}(A),\|A\| \leq \gamma_{0} \leq e^{-1 / 2}$, and $\alpha$ is such that

$$
\left\|A x_{\alpha}-f\right\| \leq d^{\prime} \delta
$$

where $d^{\prime}>0$ is some positive constant and $x_{\alpha}$ is determined by (2.5). Then the estimate

$$
\left\|x^{\dagger}-x_{\alpha}\right\| \leq \xi_{1} \ln ^{-p} 1 / \delta
$$

is fulfilled. The constant $\xi_{1}>0$ depends only on $d^{\prime}, \rho$ and $p$.
Lemma 4. Let $x^{\dagger} \in M(A)$. For any $\alpha>0$ and $n \in \mathbb{N}$ the estimate

$$
\left\|A x_{\alpha}-f\right\| \leq\left\|A_{n} x_{\alpha, n}^{\delta}-P_{2^{2 n}} f_{\delta}\right\|+\left(\left\|\left(I-P_{2^{2 n}}\right) f\right\|^{2}+\delta^{2}\right)^{1 / 2}+\frac{5}{4} \rho\left\|A-A_{n}\right\|
$$

holds, where $x_{\alpha}, x_{\alpha, n}^{\delta}$ are determined by (2.5),(2.3), correspondingly.

Proof. First, we note that

$$
\begin{equation*}
\left\|x^{\dagger}\right\|=\left\|\ln ^{-p}\left(A^{*} A\right) v\right\| \leq \rho \sup _{0<\lambda \leq \gamma_{0}^{2}}\left|\ln ^{-p} 1 / \lambda\right| \leq \rho \tag{3.3}
\end{equation*}
$$

Further, let's consider the decomposition

$$
A x_{\alpha}-f=A_{n} x_{\alpha, n}^{\delta}-P_{2^{2 n}} f_{\delta}+S_{1}+S_{2}
$$

where

$$
\begin{aligned}
& S_{1}:=-\left(I-A_{n} g_{\alpha}\left(A_{n}^{*} A_{n}\right) A_{n}^{*}\right)\left(f-P_{2^{2 n}} f_{\delta}\right), \\
& S_{2}:=\left(A g_{\alpha}\left(A^{*} A\right) A^{*}-A_{n} g\left(A_{n}^{*} A_{n}\right) A_{n}^{*}\right) f .
\end{aligned}
$$

Now we estimate $S_{1}, S_{2}$. By relations (3.1), (3.2) we immediate find

$$
\begin{aligned}
\left\|S_{1}\right\| & \leq\left\|\left(I-A_{n}\left(\alpha I+A_{n}^{*} A_{n}\right)^{-1} A_{n}^{*}\right)\right\|\left\|f-P_{2^{2 n}} f_{\delta}\right\| \\
& \leq\left\|\left(I-\left(\alpha I+A_{n} A_{n}^{*}\right)^{-1} A_{n} A_{n}^{*}\right)\right\|\left\|\left(I-P_{2^{2 n}}\right) f+P_{2^{2 n}}\left(f-f_{\delta}\right)\right\| \\
& \leq\left(\left\|\left(I-P_{2^{2 n}}\right) f\right\|^{2}+\delta^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

It remains to estimate the norm of $S_{2}$. Rewrite $S_{2}$ as follows

$$
\begin{aligned}
S_{2} & =\left(A g_{\alpha}\left(A^{*} A\right) A^{*}-A_{n} g_{\alpha}\left(A_{n}^{*} A_{n}\right) A_{n}^{*}\right) f \\
& =\alpha\left(\alpha I+A_{n} A_{n}^{*}\right)^{-1}\left(A A^{*}-A_{n} A_{n}^{*}\right)\left(\alpha I+A A^{*}\right)^{-1} f=\bar{s}_{1}+\bar{s}_{2}
\end{aligned}
$$

where

$$
\begin{aligned}
& \bar{s}_{1}:=\alpha\left(\alpha I+A_{n} A_{n}^{*}\right)^{-1}\left(A-A_{n}\right) A^{*}\left(\alpha I+A A^{*}\right)^{-1} A x^{\dagger} \\
& \bar{s}_{2}:=\alpha\left(\alpha I+A_{n} A_{n}^{*}\right)^{-1} A_{n}\left(A^{*}-A_{n}^{*}\right)\left(\alpha I+A A^{*}\right)^{-1} A x^{\dagger} .
\end{aligned}
$$

Further, we bound norms of $\bar{s}_{1}$ and $\bar{s}_{2}$. By (3.1), (3.2) and (3.3), we obtain

$$
\begin{aligned}
& \left\|\bar{s}_{1}\right\| \leq \alpha\left\|\left(\alpha I+A_{n} A_{n}^{*}\right)^{-1}\right\|\left\|A-A_{n}\right\|\left\|\left(\alpha I+A^{*} A\right)^{-1} A^{*} A\right\|\left\|x^{\dagger}\right\| \leq \rho\left\|A-A_{n}\right\| \\
& \left\|\bar{s}_{2}\right\| \leq \alpha\left\|\left(\alpha I+A_{n} A_{n}^{*}\right)^{-1} A_{n}\right\|\left\|A^{*}-A_{n}^{*}\right\|\left\|\left(\alpha I+A A^{*}\right)^{-1} A\right\|\left\|x^{\dagger}\right\| \\
& \quad \leq \frac{\rho}{4}\left\|A-A_{n}\right\|
\end{aligned}
$$

Thus,

$$
\left\|S_{2}\right\| \leq\left\|\bar{s}_{1}\right\|+\left\|\bar{s}_{2}\right\| \leq \frac{5 \rho}{4}\left\|A-A_{n}\right\| .
$$

Summing up the above bounds, we finally get

$$
\left\|A x_{\alpha}-f\right\| \leq\left\|A_{n} x_{\alpha, n}^{\delta}-P_{2^{2 n}} f_{\delta}\right\|+\left(\left\|\left(I-P_{2^{2 n}}\right) f\right\|^{2}+\delta^{2}\right)^{1 / 2}+\frac{5 \rho}{4}\left\|A-A_{n}\right\|
$$

The lemma is proved.

Lemma 5. ([4, 24]) Let $x^{\dagger} \in M(A)$. Then for any $\alpha>0$ the inequality

$$
\left\|x^{\dagger}-x_{\alpha}\right\| \leq \xi_{2} \rho \ln ^{-p} / \alpha
$$

holds, where

$$
\xi_{2}=\left\{\begin{array}{l}
1, \quad 0<p \leq 1  \tag{3.4}\\
e(p / e)^{p}, \quad p \geq 1
\end{array}\right.
$$

and $x_{\alpha}$ is determined by (2.5).
Lemma 6. Let $x^{\dagger} \in M(A)$. Then for any $\alpha>0$ and $n \in \mathbb{N}$ the inequality

$$
\left\|x_{\alpha}-x_{\alpha, n}\right\| \leq \frac{3}{2 \sqrt{\alpha}}\left\|A-A_{n}\right\|
$$

holds, where $x_{\alpha}$ and $x_{\alpha, n}$ are determined by (2.5).
Proof. First, rewrite

$$
\begin{aligned}
x_{\alpha}-x_{\alpha, n} & =\left(\alpha I+A^{*} A\right)^{-1} A^{*} A x^{\dagger}-\left(\alpha I+A_{n}^{*} A_{n}\right)^{-1} A_{n}^{*} A x^{\dagger} \\
& =T_{1} x^{\dagger}+T_{2} x^{\dagger},
\end{aligned}
$$

where

$$
\begin{aligned}
& T_{1}:=\left(\alpha I+A^{*} A\right)^{-1} A^{*} A-\left(\alpha I+A_{n}^{*} A_{n}\right)^{-1} A_{n}^{*} A_{n}, \\
& T_{2}:=\left(\alpha I+A_{n}^{*} A_{n}\right)^{-1} A_{n}^{*}\left(A_{n}-A\right) .
\end{aligned}
$$

By (3.1) we have $\left\|T_{2}\right\| \leq \frac{1}{2 \sqrt{\alpha}}\left\|A_{n}-A\right\|$.
It remains to estimate $\left\|T_{1}\right\|$. By means of (3.2) we rewrite $T_{1}$ as

$$
T_{1}=\alpha\left(\alpha I+A^{*} A\right)^{-1}\left(A^{*} A-A_{n}^{*} A_{n}\right)\left(\alpha I+A_{n}^{*} A_{n}\right)^{-1}=\bar{T}_{1}+\bar{T}_{2}
$$

where

$$
\begin{aligned}
& \bar{T}_{1}:=\alpha\left(\alpha I+A^{*} A\right)^{-1} A^{*}\left(A-A_{n}\right)\left(\alpha I+A_{n}^{*} A_{n}\right)^{-1} \\
& \bar{T}_{2}:=\alpha\left(\alpha I+A^{*} A\right)^{-1}\left(A^{*}-A_{n}^{*}\right) A_{n}\left(\alpha I+A_{n}^{*} A_{n}\right)^{-1}
\end{aligned}
$$

Further we bound the norms of $\bar{T}_{1}$ and $\bar{T}_{2}$. By (3.1) we obtain

$$
\left\|\bar{T}_{1}\right\| \leq \frac{1}{2 \sqrt{\alpha}}\left\|A-A_{n}\right\|
$$

It remains to estimate $\bar{T}_{2}$. By (3.2) we have

$$
\bar{T}_{2}=\alpha\left(\alpha I+A^{*} A\right)^{-1}\left(A^{*}-A_{n}^{*}\right)\left(\alpha I+A_{n} A_{n}^{*}\right)^{-1} A_{n}
$$

and applying (3.1) we get $\left\|\bar{T}_{2}\right\| \leq \frac{1}{2 \sqrt{\alpha}}\left\|A-A_{n}\right\|$. Hence,

$$
\left\|T_{1}\right\| \leq\left\|\bar{T}_{1}\right\|+\left\|\bar{T}_{2}\right\| \leq \frac{1}{\sqrt{\alpha}}\left\|A-A_{n}\right\|
$$

Thus, $\left\|x_{\alpha}-x_{\alpha, n}\right\| \leq \frac{3 \rho}{2 \sqrt{\alpha}}\left\|A-A_{n}\right\|$. The lemma is proved.

Lemma 7. The following two-side estimate holds:

$$
2^{2 n} n<\operatorname{card}\left(\Gamma_{n}\right) \leq 2 \cdot 2^{2 n} n
$$

Proof. By means of (2.2) it holds $\operatorname{card}\left(\Gamma_{n}\right)=\sum_{k=0}^{n} \operatorname{card}\left(Q_{k}\right)$, with

$$
Q_{k}=\left\{\begin{array}{ll}
\left(2^{k-1} ; 2^{k}\right] \times\left[1 ; 2^{2 n-k}\right], & k=1,2, \ldots n \\
\{1\} \times\left[1 ; 2^{2 n}\right], & k=0
\end{array} .\right.
$$

Hence,

$$
\begin{aligned}
\operatorname{card}\left(\Gamma_{n}\right) & =2^{2 n}+\frac{1}{2} \sum_{k=1}^{2 n} 2^{k} 2^{2 n-k} \\
& =2^{2 n}+\frac{1}{2} \sum_{k=1}^{2 n} 2^{2 n}=2^{2 n}(1+n)=2^{2 n} n\left(1+\frac{1}{n}\right)
\end{aligned}
$$

Clearly, $2^{2 n} n<\operatorname{card}\left(\Gamma_{n}\right) \leq 2 \cdot 2^{2 n} n$. The lemma is proved.

It is known (see., e.g. [22]), that for any $A \in \mathcal{H}_{\gamma}^{r}$ the inequality

$$
\begin{equation*}
\left\|A-A_{n}\right\| \leq \bar{c} \sqrt{n} 2^{-2 r n} \tag{3.5}
\end{equation*}
$$

is fulfilled, where $A_{n}$ is determined by (2.4), and $\bar{c}=\gamma_{1} 2^{r+1 / 2}$.

## 4 Error estimates

In this section two approaches for solving severely ill-posed problems from $\left(\mathcal{H}_{\gamma}^{r}, M(A)\right)$ are proposed. These methods consist in combination of the standard Tikhonov regularization with discrepancy principle (Algorithm I) and balancing principle (Algorithm II). The difference between these principles is in the follows: the changes of values for parameter $\alpha$ correspond to the opposite directions, namely, $\alpha$ is decreasing for discrepancy principle, and $\alpha$ is increasing for balancing principle.

### 4.1 Algorithm I (Discrepancy principle as a stopping rule)

Let the regularization parameter $\alpha$ be selected as

$$
\begin{align*}
\alpha \in \Delta_{\theta}(\delta)= & \left\{\alpha: \alpha=\alpha_{m}:=\alpha_{0} \theta^{m}, \quad m=0,1,2, \ldots,\right. \\
& \left.\alpha \in\left(\delta^{2}, \alpha_{0}\right], \quad \theta \in(0,1), \quad \alpha_{0} \in(0,1]\right\} \tag{4.1}
\end{align*}
$$

and the discretization parameter $n$ is selected as follows

$$
\begin{equation*}
\bar{c} \sqrt{n} 2^{-2 r n}=4 \delta /(5 \rho) \tag{4.2}
\end{equation*}
$$

The equality means that as parameter $n$ we take the rounded up number to solution of (4.2). Further, we describe proposed algorithm with the discrepancy principle as a stopping rule concerning to the studied problem.

## Algorithm 1.

1. Input data: $A \in \mathcal{H}_{\gamma}^{r}, f_{\delta}, \delta, \rho$;
2. To construct $A_{n}(2.4)$ and $P_{2^{2 n}} f_{\delta}$ we compute the inner products (1.6), (1.7);
3. The cycle: $m=1,2, \ldots, M, \alpha=\alpha_{m}=\alpha_{0} \theta^{m}, x_{\alpha_{m}, n}^{\delta}(2.3)$ is computed by solving the equation

$$
\alpha_{m} x_{\alpha_{m}, n}^{\delta}+A_{n}^{*} A_{n} x_{\alpha_{m}, n}^{\delta}=A_{n}^{*} f_{\delta}
$$

The cycle is running as long as stopping rule conditions (4.3),(4.4) will be met;
4. A stopping rule (the discrepancy principle)

$$
\begin{align*}
& \left\|A_{n} x_{\alpha_{M}, n}^{\delta}-P_{2^{2 n}} f_{\delta}\right\| \leq d \delta  \tag{4.3}\\
& \left\|A_{n} x_{\alpha_{m}, n}^{\delta}-P_{2^{2 n}} f_{\delta}\right\|>d \delta \tag{4.4}
\end{align*}
$$

where $m<M, \quad d>\sqrt{2}+1$, and $x_{\alpha_{M}, n}^{\delta}$ is determined by (2.3).
Introduced projection method (2.4),(4.1)-(4.4) is denoted as $\mathcal{P}_{1}^{\prime}$.
Lemma 8. Let $x^{\dagger} \in M(A), A \in \mathcal{H}_{\gamma}^{r}$, $\alpha_{M}$ meets (4.3), (4.4) is satisfied with $d>\sqrt{2}+1$, and the parameter $n$ in (2.4) is chosen as (4.2). Then there are the constants $d_{1}, d_{2}>0$, such that the two-side estimate

$$
d_{1} \delta \leq\left\|A x_{\alpha_{M}}-f\right\| \leq d_{2} \delta
$$

is fulfilled.
Proof. First, note that by (3.5) and (4.2) it holds

$$
\frac{5 \rho}{4}\left\|A-A_{n}\right\| \leq \delta, \quad\left\|\left(I-P_{2^{2 n}}\right) f\right\| \leq \delta
$$

If $\alpha_{M}$ meets the condition (4.3) then

$$
\left\|A_{n} g_{\alpha_{M}}\left(A_{n}^{*} A_{n}\right) A_{n}^{*} f_{\delta}-P_{2^{2 n}} f_{\delta}\right\| \leq d \delta
$$

and applying Lemma 4 we obtain

$$
\left\|A x_{\alpha_{M}}-f\right\| \leq d \delta+\sqrt{2 \delta^{2}}+\delta=(d+\sqrt{2}+1) \delta
$$

At the same time, keeping in mind (4.4), for $\alpha=\alpha_{M-1}$ we have

$$
\begin{equation*}
\left\|A_{n} g_{\alpha_{M-1}}\left(A_{n}^{*} A_{n}\right) A_{n}^{*} f_{\delta}-P_{2^{2 n}} f_{\delta}\right\|>d \delta \tag{4.5}
\end{equation*}
$$

Using the inverse triangle rule we can find

$$
\begin{equation*}
\left\|A x_{\alpha_{M-1}}-f\right\| \geq\left\|A_{n} g_{\alpha_{M-1}}\left(A_{n}^{*} A_{n}\right) A_{n}^{*} f_{\delta}-P_{2^{2 n}} f_{\delta}\right\|-(\sqrt{2}+1) \delta \tag{4.6}
\end{equation*}
$$

By spectral decomposition of the operator $A$ (see (1.3)) we get

$$
\begin{aligned}
\left\|A x_{\alpha_{M}}-f\right\|^{2} & =\sum_{k=1}^{\infty} \lambda_{k}^{2} \ln ^{-2 p} \lambda_{k}^{-2}\left(v, \psi_{k}\right)^{2}\left[\frac{\lambda_{k}^{2}}{\alpha_{M}+\lambda_{k}^{2}}-1\right]^{2} \\
& >\theta^{2} \alpha_{M-1}^{2} \sum_{k=1}^{\infty} \frac{\lambda_{k}^{2}}{\left(\alpha_{M-1}+\lambda_{k}^{2}\right)^{2}} \ln ^{-2 p} \lambda_{k}^{-2}\left(v, \psi_{k}\right)^{2}
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\left\|A x_{\alpha_{M}}-f\right\|^{2}>\theta^{2}\left\|A x_{\alpha_{M-1}}-f\right\|^{2} . \tag{4.7}
\end{equation*}
$$

Substituting (4.5) and (4.6) in (4.7) we finally obtain

$$
\left\|A x_{\alpha_{M}}-f\right\| \geq \theta(d-\sqrt{2}-1) \delta
$$

Thus, the lemma is proved with $d_{1}=\theta(d-\sqrt{2}-1) \delta, d_{2}=\theta(d+\sqrt{2}+1) \delta$.

### 4.2 Error estimate of the algorithm I

Theorem 1. Let $x^{\dagger} \in M(A), A \in \mathcal{H}_{\gamma}^{r}$, the parameters of regularization $\alpha_{M}$ and discretization $n$ are chosen as (4.3) and (4.2), correspondingly. Then the estimate

$$
\begin{equation*}
\left\|x^{\dagger}-x_{\alpha_{M}, n}^{\delta}\right\| \leq \tilde{c} \ln ^{-p} 1 / \delta \tag{4.8}
\end{equation*}
$$

holds, where the constant $\tilde{c}>0$ only depends on $\gamma_{0}, r, d_{1}, d_{2}, \rho$ and $p ; x_{\alpha_{M}, n}^{\delta}$ is determined by (2.3).

Proof. It is obvious that

$$
\left\|x^{\dagger}-x_{\alpha_{M}, n}^{\delta}\right\| \leq\left\|x^{\dagger}-x_{\alpha_{M}}\right\|+\left\|x_{\alpha_{M}}-x_{\alpha_{M}, n}\right\|+\left\|x_{\alpha_{M}, n}-x_{\alpha_{M}, n}^{\delta}\right\| .
$$

Applying (3.1) the last term can be estimated as

$$
\begin{equation*}
\left\|x_{\alpha_{M}, n}-x_{\alpha_{M}, n}^{\delta}\right\|=\left\|\left(\alpha_{M} I+A_{n}^{*} A_{n}\right)^{-1} A_{n}^{*}\left(f-f_{\delta}\right)\right\| \leq \frac{\delta}{2 \sqrt{\alpha_{M}}} \tag{4.9}
\end{equation*}
$$

By Lemmas 3, 6 and relations (4.2), (4.9) we obtain

$$
\left\|x^{\dagger}-x_{\alpha_{M}, n}^{\delta}\right\| \leq \xi_{1} \ln ^{-p} 1 / \delta+\frac{6}{5} \frac{\delta}{\sqrt{\alpha_{M}}}+\frac{1}{2} \frac{\delta}{\sqrt{\alpha_{M}}} \leq \xi_{1} \ln ^{-p} 1 / \delta+\frac{17}{10} \frac{\delta}{\sqrt{\alpha_{M}}}
$$

Further, if for $\alpha_{M}$ selected from (4.3) it holds $\alpha_{M} \geq \delta$ then for sufficiently small $\delta$ we have

$$
\left\|x^{\dagger}-x_{\alpha_{M}, n}^{\delta}\right\| \leq \xi_{1} \ln ^{-p} 1 / \delta+\frac{17}{10} \sqrt{\delta} \leq \tilde{c}_{1} \ln ^{-p} 1 / \delta
$$

where $\tilde{c}_{1}=\xi_{1}+\frac{17}{10}$.
Otherwise, if $\alpha_{M} \leq \delta$ then by Lemmas 2 and 8 we get

$$
d_{1} \delta \leq\left\|A x_{\alpha_{M}}-f\right\| \leq \gamma_{0}^{-1} \rho \sqrt{\alpha_{M}} \ln ^{-p} 1 / \alpha_{M} \leq \gamma_{0}^{-1} \rho \sqrt{\alpha_{M}} \ln ^{-p} 1 / \delta
$$

Hence, $\frac{\delta}{\sqrt{\alpha_{M}}} \leq \frac{\gamma_{0}^{-1} \rho}{d_{1}} \ln ^{-p} 1 / \delta$. Thus,

$$
\left\|x^{\dagger}-x_{\alpha_{M}, n}^{\delta}\right\| \leq \xi_{1} \ln ^{-p} 1 / \delta+\frac{17}{10} \frac{\gamma_{0}^{-1} \rho}{d_{1}} \ln ^{-p} 1 / \delta=\tilde{c}_{2} \ln ^{-p} 1 / \delta
$$

where $\tilde{c}_{2}=\xi_{1}+\frac{17}{10} \frac{\gamma_{0}^{-1} \rho}{d_{1}}$. The theorem is proved with $\tilde{c}=\max \left\{\tilde{c}_{1}, \tilde{c}_{2}\right\}$.

### 4.3 Algorithm II (Stopping rule according to balancing principle)

Let the discretization parameter $n$ be selected, as before, according with (4.2):

$$
\begin{equation*}
\bar{c} \sqrt{n} 2^{-2 r n}=4 \delta /(5 \rho) \tag{4.10}
\end{equation*}
$$

First, we formulate the result giving an error estimate of the method with the balancing principle as a stop rule. This bound depends only on input data error $\delta$ and the regularization parameter $\alpha$.

Theorem 2. Let $x^{\dagger} \in M(A), A \in \mathcal{H}_{\gamma}^{r}$. Then the estimate

$$
\begin{equation*}
\left\|x^{\dagger}-x_{\alpha, n}^{\delta}\right\| \leq \xi_{2} \rho \ln ^{-p} \frac{1}{\alpha}+\frac{17}{10} \frac{\delta}{\sqrt{\alpha}} \tag{4.11}
\end{equation*}
$$

holds, where $x_{\alpha, n}^{\delta}$ is determined by (2.3), and $\xi_{2}$ is determined by (3.4).
Proof. By triangle rule we get

$$
\left\|x^{\dagger}-x_{\alpha_{n}}^{\delta}\right\| \leq\left\|x^{\dagger}-x_{\alpha}\right\|+\left\|x_{\alpha}-x_{\alpha, n}\right\|+\left\|x_{\alpha, n}-x_{\alpha, n}^{\delta}\right\|
$$

By Lemmas 5,6 and relations (4.9), (4.10) we obtain

$$
\left\|x^{\dagger}-x_{\alpha_{n}}^{\delta}\right\| \leq \xi_{2} \rho \ln ^{-p} \frac{1}{\alpha}+\frac{6}{5} \frac{\delta}{\sqrt{\alpha}}+\frac{\delta}{2 \sqrt{\alpha}}=\xi_{2} \rho \ln ^{-p} \frac{1}{\alpha}+\frac{17}{10} \frac{\delta}{\sqrt{\alpha}} .
$$

The theorem is proved.
For our further manipulations we denote as $\Psi_{1}(\alpha)=\xi_{2} \rho \ln ^{-p} \frac{1}{\alpha}$ and $\Psi_{2}(\alpha)=$ $\frac{17}{10} \frac{\delta}{\sqrt{\alpha}}$. Thus the error estimate (4.11) can be rewritten as follows

$$
\left\|x^{\dagger}-x_{\alpha, \delta}^{n}\right\| \leq \Psi_{1}(\alpha)+\Psi_{2}(\alpha)
$$

where $\Psi_{1}(\alpha)$ and $\Psi_{2}(\alpha)$ for $\alpha \rightarrow \infty$ are monotonically increasing and decreasing convex functions, respectively. Let us fix some real number $q>1$ and define by $D_{M}$ the set of possible values for the parameter $\alpha$ :

$$
D_{M}=\left\{\alpha_{i}=\alpha_{0}\left(q^{2}\right)^{i}, i=1,2, \ldots, M\right\}
$$

where $\alpha_{0}=\left(\frac{17}{10}\right)^{2} \delta^{2}, M=\left[\log \alpha_{0}^{-1} /(2 \log q)\right]$.
For solving equation (1.1) we propose a numerical algorithm that is distinguished from algorithm I by applying the balancing principle as the stopping rule [13].

Algorithm 2.

1. Given data: $A \in H_{\gamma}^{r}, \delta, f_{\delta}, \rho$;
2. Compute the Galerkin information:

$$
\left(f_{\delta}, e_{k}\right), \quad k \in\left(1,2^{2 n}\right], \quad\left(A e_{j}, e_{i}\right), \quad(i, j) \in \Gamma_{n}
$$

3. Compute the set of elements $x_{\alpha_{i}, n}^{\delta}$ :
for $i=1$ to $M$ solve the equations

$$
\alpha_{i} x_{\alpha_{i}, n}^{\delta}+A_{n}^{*} A_{n} x_{\alpha_{i}, n}^{\delta}=A_{n}^{*} f_{\delta}
$$

end;
4. Design the set of possible indexes:

$$
\begin{equation*}
D_{n}^{+}=\left\{i:\left\|x_{\alpha_{i}, n}^{\delta}-x_{\alpha_{j}, n}^{\delta}\right\| \leq 4 \Psi_{2}\left(\alpha_{j}\right), \quad \forall i>j, \quad i=1, \ldots, M\right\} \tag{4.12}
\end{equation*}
$$

5. Choose $\alpha_{i}$ according to the rule $i_{+}=\max \left\{i: i \in D_{n}^{+}\right\}$;
6. $x_{\alpha_{i_{+}}, n}^{\delta}$ is an approximate solution.

Let's denote numerical method (2.4),(4.10)-(4.12) by $\mathcal{P}_{2}^{\prime}$. The optimality of the projection method $\mathcal{P}_{2}^{\prime}$ is established in the next subsection.

### 4.4 Error estimate for Algorithm II

For further mathematical manipulations we introduce the auxiliary values

$$
\alpha_{*}:=\max \left\{\alpha_{i} \in D_{M}: \Psi_{1}\left(\alpha_{i}\right) \leq \Psi_{2}\left(\alpha_{i}\right)\right\}, \quad \hat{\alpha}=\left\{\alpha_{i} \in \mathbb{R}: \Psi_{1}\left(\alpha_{i}\right)=\Psi_{2}\left(\alpha_{i}\right)\right\}
$$

Theorem 3. Let $A \in \mathcal{H}_{\gamma}^{r}$ and $x^{\dagger} \in M(A)$. Then for the projection method $\mathcal{P}_{2}^{\prime}$ the following error bound

$$
\left\|x^{\dagger}-x_{\alpha_{i_{+}}, n}^{\delta}\right\| \leq 6 q \Psi_{1}(\hat{\alpha})
$$

takes place.
Proof. The proof is analogous to the proof of Theorem 4.1 [28].
Theorem 4. Let $A \in \mathcal{H}_{\gamma}^{r}$ and $x^{\dagger} \in M(A)$. Then error bound for the projection method $\mathcal{P}_{2}^{\prime}$ is the following

$$
\left\|x^{\dagger}-x_{\alpha_{i_{+}}, n}^{\delta}\right\| \leq 6 q \kappa_{p} \ln ^{-p} \delta^{-1}
$$

where $\kappa_{p}$ is some constant that does not depend on $\delta$.
Proof. The proof of the Theorem is analogous to the proof of Theorem 4.2 [28].

## 5 Minimal radius of Galerkin's information

Now, we will obtain an error estimate for the methods $\mathcal{P}_{i}^{\prime}, \quad i=1,2$. This estimate will be an upper bound for $R_{N, \delta}$. Note that the proof of this theorem is cloth to that of Theorem 5.1 from [28], but for completeness and wholeness of the paper we keep the proof of this theorem.
Theorem 5. For sufficiently small $\delta$ the estimate

$$
R_{N, \delta}\left(\mathcal{H}_{\gamma}^{r}, M(A)\right) \leq e_{\delta}\left(\mathcal{H}_{\gamma}^{r}, M(A), \mathcal{P}_{i}^{\prime}\right) \leq c_{i, p} \ln ^{-p} N^{2 r}, \quad i=1,2
$$

is fulfilled, where the constants $c_{i, p}>0, \quad i=1,2$, do not depend on $\delta$. Moreover,

$$
\operatorname{card}\left(\Gamma_{n}\right) \asymp \delta^{-\frac{1}{r}} \ln ^{1+\frac{1}{2 r}} \delta^{-1}
$$

Proof. We establish an upper bound for $R_{N, \delta}$. First, let's consider the algorithm $\mathcal{P}_{1}^{\prime}(2.4),(4.1)-(4.4)$. We express the right-hand side of (4.8) by $N$, where $N=c^{\prime} n 2^{2 n}, \quad 1<c^{\prime} \leq 2$ (see Lemma 7). Due to (4.2) we have

$$
\delta^{-1}=\frac{4}{5 \rho \bar{c}} n^{-1 / 2} 2^{2 r n}=\frac{4\left(c^{\prime}\right)^{-r}}{5 \rho \bar{c}} N^{r} n^{-\frac{1}{2}-r} .
$$

By obvious transformations we obtain $\ln N=\ln c^{\prime}+2 n \ln 2+\ln n$. Hence, $n \leq \ln N / 2 \ln 2$, and $\delta^{-1}$ we estimate as follows

$$
\delta^{-1} \geq \frac{4\left(c^{\prime}\right)^{-r}(2 \ln 2)^{1 / 2+r}}{5 \rho \bar{c}} N^{r}(\ln N)^{-1 / 2-r} .
$$

For any $\mu>0$ there is some $N_{0}$ that for all $N \geq N_{0}$ it holds $\ln N \leq N^{\mu}$. Consequently,

$$
\delta^{-1} \geq \frac{4\left(c^{\prime}\right)^{-r}(2 \ln 2)^{1 / 2+r}}{5 \rho \bar{c}} N^{r} N^{\mu(-1 / 2-r)}=\frac{4\left(c^{\prime}\right)^{-r}(2 \ln 2)^{1 / 2+r}}{5 \rho \bar{c}} N^{(1-\mu) r-\frac{1}{2} \mu}
$$

Without loss of generality we assume $\mu$ such that $r(1-\mu)-\frac{1}{2} \mu>0$. Then (4.8) we rewrite as

$$
\left\|x^{\dagger}-x_{\alpha_{M}, n}^{\delta}\right\| \leq c_{1, p} \ln ^{-p} N^{2 r}
$$

By definition of $R_{N, \delta}\left(\mathcal{H}_{\gamma}^{r}, M(A)\right)$ it follows

$$
R_{N, \delta}\left(\mathcal{H}_{\gamma}^{r}, M(A)\right) \leq\left\|x^{\dagger}-x_{\alpha_{M}, n}^{\delta}\right\| \leq c_{1, p} \ln ^{-p} N^{2 r}
$$

Further, we consider the algorithm $\mathcal{P}_{2}^{\prime}(2.4),(4.10)-(4.12)$. It is easy to establish that the estimate

$$
R_{N, \delta}\left(\mathcal{H}_{\gamma}^{r}, M(A)\right) \leq\left\|x^{\dagger}-x_{\alpha_{+}, n}^{\delta}\right\| \leq c_{2, p} \ln ^{-p} N^{2 r}
$$

is fulfilled.
It remains to establish

$$
N:=\operatorname{card}\left(\Gamma_{n}\right) \asymp n 2^{2 n}=\left(\sqrt{n} 2^{-2 r n}\right)^{-\frac{1}{r}} n^{\frac{1}{2 r}} n \asymp \delta^{-\frac{1}{r}} \ln ^{1+\frac{1}{2 r}} \delta^{-1}
$$

The theorem is completely proved.
Below we formulate a result giving the order estimate of the minimal radius for the Galerkin information.

Theorem 6. The two-side estimate

$$
R_{N, \delta}\left(\mathcal{H}_{\gamma}^{r}, M(A)\right) \asymp \ln ^{-p} N^{2 r}
$$

holds, where $N \asymp \delta^{-\frac{1}{r}} \ln ^{1+\frac{1}{2 r}} \delta^{-1}$. The indicate optimal order is achieved within the framework of the algorithms $\mathcal{P}_{i}^{\prime}, \quad i=1,2$.

The lower bound for $R_{N, \delta}$ was established in [28], and the upper estimate is obtained in Theorem 5.

Remark 1. Comparing results for the strategy from [9], where the standard Galerkin method was applied as discretization scheme, with that of Theorem 6, we can conclude that all these approaches achieve the optimal order of accuracy on the class of severely ill-posed problems under study. In the same time the modification for the Galerkin scheme (2.2) allows to reduce essentially the amount of discrete information.

Moreover, if we compare obtained results with that of [25, 26], where the regularization parameter was selected a priori, first we note that in the present paper we consider a more wide class of equations (compare (1.4) and (1.2)). On the one hand, the problem becomes more complicate (we reject from knowing the exact value of $p$ ); on the other hand, the aim of our research is the same, namely, we have to provide the optimal order of accuracy with minimal cost of used Galerkin's information. If we compare discrete information amount then we faced with the fact that it is larger (on logarithmic factor) in the case of unknown parameter $p$. The increasing of discrete information amount one can consider as a "penalty" for rejection to know a smoothness of desired solution.
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