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Abstract

At the time of writing, the final preparation toward LHC stgstis ongoing. All the magnets of the
machine have been installed and are currently being codWamkst sub-detectors of the four experi-
ments situated at the LHC ring, are installed in their finadipons and are being integrated into their
respective data aquisition systems.

This thesis concerns itself with the ATLAS experiment, feging on a sub-detector named the Transi-
tion Radiation Tracker (TRT). Some attention is given totliaedware testing of the detector modules,
but the main focus lies on the simulation of the detector &edcomparison of the simulation with
test-beam data, as well as with data collected during therdsioning phase using cosmic muons.

There is little doubt that LHC will bring insight with respieto the understanding of the universe on
the fundamental level. In particular, it is anticipatedtight will be shed on the origin of mass which
according to our current understanding proceeds via thgddigechanism. Either the corresponding
particle; the Higgs boson is discovered by the LHC experisieor its existence will be strongly
disfavoured. In either case, a key measurement to unddrtarorigin of mass, is th&/ boson, since

it is intimitely linked to the Higgs mechanism. By preciseasering theV boson mass, the allowed
mass range for the Higgs boson can be constrained, bothvifiteiStandard Model and in its various
extensions. Thus, regardless of the results of the Higgslsea precise determination of thi¢ mass

is of paramount importance, and in this thesis methods asepted aiming at measurering the
mass to the highest possible precision with the ATLAS experit.

The thesis is structured as follows. In Part | the electrdwsesctor of the Standard Model is reviewed
and various extensions are discussed. Emphasis is put & thass and its relations to other observ-
ables. After a short introduction to the ATLAS experimehg prospects for &/ mass measurement

are reviewed in Part Il. In Part Il the simulation of the Ts#ion Radiation Tracker is discussed and
results are compared to test-beam measurements. Compafisimulation to measurements pro-
ceeds in Part IV, in which a number of somewhat practical el faced during the commissioning

period are discussed.
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Chapter 1

The Standard Model bosons

1.1 Historic review

The discovery of th&V andZ bosons [UA283a, UA283b, UA183a, UA183b] at the UA1 and UA2
experiments at CERN with masses and properties as predigtdte Standard Model constitutes one
of the greatest accomplishments, not only of the StandardeMidut of human intellect as such.
Its significance relies on the fact the andZ bosons in the Standard Model are the carriers of the
combined electroweak force, and thus their mere existesi@ direct confirmation of the unified
description of the weak and electromagnetic forces.

In the more than twenty years that have passed since thevdigcdhe Standard Model has been
tested with an ever increasing precision, but as of yet itli@en able to withstand the tests (see
e.g. [LEPO7]). Ironically, the success of the model, by n@wpne of the major problems in the
efforts to understand the universe at the most fundameexal.l The apparent paradox comes from
the fact that despite the success of Standard Model, it iscdmgtruction - an insufficient model.
For once, the model relies on the Higgs boson to explain thesesaobserved for other Standard
Model particles. The Higgs has yet to be discovered and theara within the community is that the
allowed parameter space is decreasing, so that even if tgsHbioson is found, it can at best only be
marginally allowed as the Standard Model Higgs.

It is intriguing that one of the best ways to pose stringeststen the Standard Model and possibly
reject it, is by studying the exact same particle originakked to confirm the model: TWg boson.

As will be discussed in the following, the Standard Modeldices correlations between its various
parameters, in particular between the masses dfcthejuark, the Higgs- and th&/ boson. Thus by
precisely measuring th®p andW masses one can constrain the mass of the Standard Model, Higgs
and in fact this constrain is beginning to overlap with thedo limit Higgs mass excluded from direct
searches (LEP: [The05] and Tevatron: [BusQ7]).

If there is such thing as a Higgs particle, it is likely to berd it at the LHC, and by comparing with
measurements of ttep andW masses it should be possible to resolve the issue of masgatjene
once and for all.

To get to the point where the paradox arise requires somestadeling of the electroweak part of the
Standard Model, and this follows in the next sections.
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1.2 Elements of the electroweak theory

In order to arrive at the Standard Model bosons it provesulisebegin with constructing the fermions
of the theory. Consider therefore the (God given) Lagramgiansity for a free massless fermion field
[PS95]:

% — Gy o, (1.2.1)

To be in accordance with observations, an interaction whkmlples leptons to neutrinos must be

introduced. Moreover, since interactions requiring rigahded neutrinos have not been observed,
they are not part of the Standard Model and therefore thesfild separated into a right-handed and
a left-handed component (considering only the first geiwrat

Yr=6r, Y= <q> ; (1.2.2)

Ve
where the handedness is definedgby= ”Tystp andgr = 1’7%¢for any given fieldp. Introducing the
SU(2) quantum numbeT (weak isospin) and the (1) quantum numbeY (weak hypercharge), the
doublet is assigned = 1/2 andT = 0 is assigned to the singlet. The upper component of the dbubl
has third component of the weak isospi= 1/2, whereas the lower component figs= —1/2. For
the singlety = —2 while the doublet hag = —1. Using these assignments, the electrical chagge,
can be related to the weak charges Q= T3 +Y /2. The Lagrangian density decouples into a left-
and a right-handed component:

L = pivh o + YriyH oy YR (1.2.3)

Since observations show, that the mass of left-handed deisrequals that of the corresponding right-
handed fermiondJ (1), x U (1)r must be restricted to the (1)y subgroup by which the complete
group of gauge transformations for tb€1)y part is the following:

U— %, gr— €Y YR, (1.2.4)

where the phase is an arbitrary real constant.

For theSU(2) group there is only one non-trivial transformation:
Y — €992y (1.2.5)

whereo; are the Pauli matrices (generatorsSij(2)). One can now enforce that the gauge transfor-
mations not only hold globally, but also locally by subdiitg: a — o(x), wherex is a space-time
coordinate. In order maintain the invariance of the Lagramgvith respect the tt (1)y symmetry,

it is necessary to introduce a gauge fiddd and use this to form covariant derivatives - designed so
that the extra contribution originating from the spacedidependence of the gauge is exactly can-
celed. Also, a kinetic energy term of the introduced fieldadded in order to give physical meaning
to the introduced gauge field. For thg1)y symmetry, the transformation results in the following
Lagrangian density:

. _. 1
Z = Qv Dudn + YRV Dudr+ ZFuFH (1.2.6)
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whereD, = d;, — i%’Y By is the covariant derivative with the (1)y gauge couplingy’ and Fy, =
0,,By — d,By, is the field tensor. The symmetries of this Lagrangian arddhewing:

Y—e %y, Yr—e P, By —By+ édua(x) (1.2.7)

where the factor of 2 in the exponent is due to the assignnfento—2 for the weak hypercharge of
the singlet.

For theSU(2)r symmetry the situation is similar; introducing additiortatee gauge vector fields,
W, :W,} -01/2, the covariant derivative is modified to:

Dy =0, — ig%w,j - ig’;Bu (1.2.8)
by which the electroweak Lagrangian is:
= . Oj\ i ,Y — . ,Y 1 j ny 1 uv

which describes a massless fermion figldnteracting with four massless gauge fieBlandw!.

1.3 Introducing masses: Spontaneous symmetry breaking

The observed short range of the weak interactions requiasthe responsiblé/ andZ bosons are
massive. As seen in the previous section, direct mass teemméaallowed by gauge invariance. The
puzzle is resolved by means of spontaneous symmetry bgepakin

Consider a doublet of complex scalar so called Higgs fields$, avhypercharge of = 1:

= <‘Z;> (1.3.1)

This is the simplest field that can be responsible for the p@mous symmetry breaking of the elec-
troweak sector, and the corresponding Lagrangian is thetreleeak Lagrangian of equation 1.2.9
with the additional Higgs terms:

Zy = (Dy®)"(DHD) —V (D) (1.3.2)

where the (simplest possible) potential is defined as:

V(®) = p2d'o+ A (dTd)?2 withA >0 (1.3.3)
For u? < 0 the ground state of the potential is degenerate (i.e. thegbfd is arbitrary) as illustrated
in figure 1.3.1. The minimum is obtained when:

2 2
to_ _H _V
Plo= =2 (1.3.4)

By performing a perturbative expansion around the minimum:

<P >=<0[P|0>= ( (1.3.5)

)
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Re(4)

Figure 1.3.1:Higgs potential fop? < 0. Source [hig08].

the observable particles of the theory (i.e. the mass eligts3 can be formed by the following linear
combinations of th&® andW fields (after going through some algebra, see [GHKD89)):

Ay = By cosBy +Wsinby (1.3.6)

Zy = —BysinBy +WScosAy (1.3.7)
1 :

W = TZ(W,}:HWﬁ) (1.3.8)

where@8y is the weak mixing angle (Weinberg angle: Gan=gd'/g).

Inserting the vacuum expectation value back into the kirtetim of the® field, the masses of the
gauge bosons emerge as the coefficients squared of the ticaeinas:

9?+g?
4

(D) (D) = <ﬁ>WJW“—+% <V2

2 ) Z,Z* 4+ mixed terms (1.3.9)

whereMy = %vg andMz = %v\/gz+g/2 are identified. Note that only two mass terms are present
in equation 1.3.9; one corresponding to the chaigkfields and one for the neutrdlfield. The last
field, A, remains massless and is identified as the photon field. Mdss¢he leptons is generated
similarly: l.e. by identifying terms quadratic in the field$ (Duw)T(D“w). Note in this respect,
that the three generations couple independently to thegHigid and therefore can obtain different
masses.

From the relations in equation 1.3.9 it is possible to malegligtions ofViy based on measurements
of a, Mz andGk (the Fermi coupling constant). Exploiting th@y is a predicted quantity through its
on-shell definition co8y = M3 /M2, the tree level prediction reads [Daw06]:

-1
a 4dta
M2 ee=TV2— [1— /1 ——— 1.3.10

W,tree GF < \/EGF M%) ( )

Inserting the values from [PDGOG] yielddVly tree = 80.939 GeV to be compared to the present
experimental valueM,” = 80.403+0.029 GeV.



6 The Standard Model bosons

Figure 1.3.2:Contributions ta\r. Thet — t_)loop introduces corrections of the ordéihy 0 m¢ — mg whereas
for the Higgs loop diagran®My, O logMy. Source: [Shp0O].

Some discrepancy is expected, since the above only evaltie@anasses to lowest order in the cou-
pling. Including higher order couplings and self-coupsngodify the vector boson masses. The most
important higher order diagrams fav* are shown in figure 1.3.2.

In this case, the Fermi coupling constant is modified to:

nma 1
Gk = : : 1.3.11
" V2M2sirPay 1-Ar ( )
where
Ar=Art+ At and
At — 3Gen¥ (co§aN>
822 \ sirfBy (1.3.12)
AH — 11GEMg, < M §>
2422 \ M3 6
TheW mass is then [Daw06]:
My /GeV = 80.939— 0 0579In—""__ _ 0,008IP—H__ _ 05098 Atyoy(Mz) _ 1
W o ‘ 100 GeV 100 GeV 0.02761

m 2 as(Mz)
+o.525((71742 GeV) —1) —0.085< e —1) +
(1.3.13)

The dependence on the Higgs mass and the uncertainty alone, prevents a precise evaluation of
the above expression, but even if they were exactly knows ettpression would still be subject to

uncertainty from not going to infinite order in the couplingshis subject is revisited in section 2.2

below.



Chapter 2

Theoretical and experimental status

The Standard Model is now computed at two-loop precisionf¥A®4, ACF06]. Through it is inter-
nal correlations between its parameters, the electroweetioisof the Standard Model is an extremely
predictive framework, lacking only one vital ingredienttye be discovered: The Higgs boson. As
discussed in the introduction, the predictive power of thedet was first demonstrated by the dis-
covery of the vector bosons in the early eighties. A moremeesample, was the discovery of the
top-quark at a mass compatible with the Standard Model predidiCDF94]. Presently boti’s
andtop's are subject to precision measurements. The fact thaitmson is intimately linked to
the Higgs boson (as discussed in chapter 1), combined watlfiaitt that theop-quark is so heavy
and therefore contributes significantly to the relationmmatn the Higgs and thé/ mass thorough
loop corrections, imply that it is the uncertainties of thagses of th&/ and thetop-quark that pre-
dominately limit the prediction of the Higgs boson mass. Shatus of constraining the Standard
Model Higgs is summarized in figure 2.0.1(a). The direct KBiggarches performed at LEP in the
late nineties [Tul02] and these which are currently ongant¢he Tevatron [Bus07], have excluded
the Higgs in the range most favored by a combined StandarceMibés is shown in figure 2.0.1(b).
The large deviation from the Standard Model prediction titutes one of the biggest problems of
the modet. The relation between the measured and predicted valuesl lmmsa combined fit to the
Standard Model electroweak observables is shown in figlr 2The excellent agreement between
theory and experimental results is based on a combined fiet&Gtandard Model parameters with a
floating Higgs mass. The correspondent results for the Higass is shown in figure 2.0.1(b). Re-
straining the Higgs to the experimentally allowed regiomrsloot severely deteriorate the combined
fit due to the relatively low correlation between the Stadddodel parameters and the Higgs mass.

A common approach to resolve when fitting over-constrainaé ¢ to introduce additional free pa-
rameters (or at least parameters with some degree of freedora certain sense this is exactly what
is proposed within the frameworks of Super Symmetry andd&Rimensions although the parameters
added, to some extent are theoretically motivated, i.ey #ne “natural” extensions of the Standard
Model. Before entering the discussion of these StandardeViextensions, however, the next section
lists a number of additional problems faced by the Standaodiéiwhich, combined with the unre-
solved issues in the Higgs sector, constitute the probleatsSuper Symmetry and Extra Dimensional
models are invented in attempts to (partially) solve.

1Another significant problem was reported recently: D@ and=Ghowed a & deviation of the phase of tH&s mixing
amplitude from the Standard Model prediction. See [UTO08]details.
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Figure 2.0.1:(a) The correlation betweev\y, my and the prediction of Standard Model Higgs maés, (b)
Indirect result foMy from a combined fit to the electroweak observables. The miniris clearly excluded by
direct searches. Source [The05].

Measurement Fit |omeas—Qf|/gmeas

0. 1 2 3

m,[GeV] 91.1875+0.0021 91.1874
r,[Gev]  2.4952+0.0023  2.4957
op,[nb]  41540+0.037  41.477

R, 20.767+0.025  20.744
AY 0.01714 % 0.00095 0.01640
A(P) 0.1465 + 0.0032  0.1479
R, 0.21629 + 0.00066 0.21585
R, 0.1721+0.0030  0.1722
A 0.0992 +0.0016  0.1037
AYC 0.0707 +0.0035  0.0741
A, 0.923 + 0.020 0.935
A, 0.670 + 0.027 0.668
A(SLD) 0.1513+0.0021  0.1479
sin’8P(Q,) 0.2324 £+0.0012  0.2314
m, [GeV]  80.392+0.029  80.371
ry[Gev] 2.147 + 0.060 2.091
m, [GeV] 171.4+2.1 171.7

0 1 2 3

Figure 2.0.2: Pulls of the various Standard Model electroweak obsergabile. the deviation in units of
standard deviations from a combined fit to the Standard Mdgtalirce [The05].
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2.1 Problems of the Standard Model

One severe deficit of the Standard Model is the hierarchylpnopwhich concerns the value of the
Higgs mass. According to figure 2.0.1(b) it must be in the eari§)15;194 GeV at 95% confidence
level. In itself, this does not constitute a problem - theddignechanism is invented to resolve the
problem of the non-zero boson and fermion masses, and dendiy this requires that the Higgs mass
is in the GeV range, so be it. However, due to self-couplirihe,apparent mass of any particle is
different at the cutoff scale, of the theory, than at the scale where the mass is probed by experiment.
For fermions, the quantum corrections turn out to be of thmesarder as the bare fermion mass, but
for the Higgs, the correctiongMy, are of &' (A) [Mar97]:

2 Al (2 A
OMZ = 16”2( 2N\ +6m%|nmf> (2.1.1)

where A is the Yukawa coupling and is the mass of the fermion - for instance ttugp-quark:

m ~ 1742 GeV [PDGO06]. Assuming that the Standard Model is complege (ot merely a low
energy approximation of some true theory), the naturalahtr the cutoff scale would be the Planck
scale:Apjanck ~ 10 GeV, where the Standard Model is expected to break downe gjravity at this
scale can no longer be ignored. At the Planck scale, the bigggsHnass and its corrections would
then bes (1019 GeV) and almost exactly of the same magnitude, since subtrattterg must lead to
avalued (102 GeV). Such extreme fine-tuning is unprecedented in the natucealimough possible
in principle it does seem to hint some other governing meishan i.e. some new physics taking
place at scales substantially lower than the Planck scalthid case the cutoff scale of the Standard
Model would lowered and thus the fine-tuning, at least piiytisemoved.

Another deficit of the model is that it fails to explain the yoam anti-baryon asymmetry observed in
the universe. To account for the large asymmetry would regaiCP violation at a level far beyond
what is observed in the quark sector [KT90]. Also, the modae ho dark matter candidate, and thus
cannot offer an explanation as to the nature of 90% of theanattthe universe. In addition, gravity
is not included in the model at all, though this is perhapsoaatmbitious request at the moment.

What can perhaps better be characterized as a puzzle, tahttven problem of the Standard Model
is the fact that the coupling constants of the electromagnttte weak and the strong parts of the
Standard Model seem to nearly unify at some very large sbidarly, but not quite. Again, this could
be purely coincidental, but could on the other hand also temt physics, unifying the various parts
of the Standard Model. Another puzzle is the origin of theagation multiplicity in the Standard
Model - why is there exactly three generations? Also, the@&ied Model has many free parameters
(couplings, mixings etc), which could indicate the preseota more fundamental theory limiting the
phase-space. In addition, the values of some of these ptarnseem to hint an underlying governing
principle: Why is the mixing between quarks of different geations so small? Why is thep-quark

so much heavier that than the other quarks?

2.2 Super symmetry

A theoretically appealing attempt to resolve some of thébl@ms mentioned above is Super Sym-
metry (SUSY) [HLS75, HHWO06]. Common features of this clagsheories is that they propose a
symmetry between bosons and fermions so that each of thelé@thiviodel fermions is postulated
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to have a super symmetric bosonic partner, and each StaMizadl boson is postulated to have a
fermionic partner. If the symmetry would be exact, the massethe Standard Model particles and
their respective partners would be the same, obviouslyraditting experimental evidence. To re-
solve, the symmetry must be broken. Several proposals éomichanism responsible for the SUSY
breaking exists - the most popular is Minimal Super Gravingigraj. The name is in fact mislead-
ing - it is not a theory of super gravity. Its popularity isdety due to the fact that within mSugra the
parameter-space is spanned by only five parameters (defiadugh scale- 106 GeV). SUSY must
be broken at a scale above the electroweak breaking scalthanohplications on the electroweak
breaking are minor. The most striking difference, is thaSY models the Higgs sector is enlarged
- the minimal content is two Higgs doublets and a singlet.cAllhese states acquire mass according
to a procedure similar to the standard electroweak proeedescribed in chapter 1.

The main problem which can be resolved by the use of SUSY readdethe hierarchy problem,
and the reason for this is, that the additional bosonic loggrdms contribute to the calculation
of boson masses with opposite sign as their Standard Modeidric counterparts. In the Higgs
mass calculation this means that the corrections sendebdle Higgs mass to the Planck scale are
canceled term by term, and thus the fine-tuning needed fotéedard Model Higgs to acquire the
“observed” mass, is avoided. The fact that SUSY is brokemwdhices a difference between the mass
of a Standard Model particle with respect to its SUSY partir this, the cancellation is not exact
but of the order:dMy ~ 6m[2In ’\STUSY where/sysyis the SUSY breaking scale.

Of course, the Higgs is not the only particle the additionasdns couple to - all Standard Model
calculations are updated by additional diagrams. In masts&owever, corrections are minor and
therefore the theory as such, is not in direct conflict with ¢éfectroweak constraints, although certain
regions of the SUSY phase-space are excluded from measnizm@ieStandard Model particles. A
general complication faced when working with SUSY scersaisdhe enormous number of additional
and largely unconstrained observablés(100)). Moreover, there exists a variety of different SUSY
theories, which predict different relations between tipgirameters. One of the more popular type of
models is Minimal Super Symmetry Models (MSSM). Althoughnpather SUSY scenarios exist,
focus here will lie on MSSM, the reason being that it is onetw most well established SUSY
scenarios. Intense development has resulted in solidgtireas in the electroweak sector, which can
be confronted with measurements, and thus this particlE8YSmodel is of special interest for the
W mass analysis presented in this thesis.

As the name suggests, MSSM is the smallest possible supenatyio extension of Standard Model.
Even so, the Standard Model Higgs sector must be extendadltale additional two Higgs doublets
consisting of two charged and two neutral Higgs particlese doublet is required to give mass to the
uptype fermions, and one to give mass to ttmvntype fermions.

Contrary to the Standard Model, the MSSM Higgs sector iselgrgonstrained, and the masses of
the additional four Higgs patrticles can be expressed ingehonly two parameters, conventionally

chosen to be: The ratio between the vacuum expectations/afube charged and the neutral Higgs
doublet: ta8 = v»/v1 , and the mass &P odd neutral Higgs bosoAL.

Of particular interest for the work presented here are thglications on the Higgs mass constraints
given by theW andtop masses, in case of MSSM.

In MSSM, theW mass calculation proceeds as described in chapter 1 forttrel&d Model. The

2In the following, the terms 'mSugra’ and "constrained MSSKIMSSM, are interchangeable. They denote the scenario
where universality is assumed between the soft SUSY-bngglarametersy, my 2 andAg at the GUT scale. See [HHWO06]
for details.
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differences are introduced through the radiative coroestidr only, see equation 1.3.11. As in the
Standard Model casé&y depends itself on thé&/ mass and can therefore only be solved using iterative
methods. To first loop order, these has been solved, but adlyithe result depend on the unknown
masses of the super symmetric particles - in particular thesof the super symmetric scalar partner
of thetop-quark: Thestopsquark. In order not to conflict with other electroweak deaists, the
approximate mass scale of MSSM SUSY particles can be esttallj see figure 2.2.1. Note here, the
interesting observation that “light” SUSY is preferred ietelectroweak constraints, which implies
that SUSY, if it exists, is likely to be discovered at the LH&suming that MSSM is valid and
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Figure 2.2.1:Mw versus the SUSY breaking mass, , in various CMSSM scenarios (a specific MSSM
breaking scheme). The central solid lines represents theregrentally measured central value Fbg; and the
outer solid lines are the uncertaintieso) at the time of publishing the article. Since théhy is shifted
downward (t080.403+ 0.029 GeV [PDGO06]) but this thus not change the conclusion thatti&Y spectra
must be “light” to avoid conflicting existing measuremerit$ie dashed lines illustrate some supposed future
experimental measurement precision. Source [HHWO06].

consequently not contradicting the electroweak measuntsni is possible to make predictions for
theW mass. This important result is shown in figure 2.2.2(lefterélis shown how the region of
allowed Higgs masses is shifted towards larger values in M88h respect to the Standard Model.
The green region corresponds to the Higgs sindit,which is most natural to compare with the
Standard Model Higgs (the red region). The right-hand patthe same figure illustrates the overall
MSSM and mSugra performance with respect to fitting all tleetebweak parameters - in general the
results do not deviate significantly from the fit to the Stadddodel. The theoretical uncertainties
which are underlying figure 2.2.2(left) can be divided inkmtcategories: Those which are imposed
by the experimental uncertainties, and those which arerémitly theoretical and stems from not
calculating to infinite order in the couplings. The uncertgiresulting from the latter is not easily
determined, but experience show that corrections tenddiaceein size when the order is raised, and
therefore a common practice is to quote the magnitude ofigfekt order correction as the theoretical
error. By this, the present estimates of the theoreticaéramties are [HHWOG]:

SMeM(theory) = 4 MeV  dM3"SY(theory) =10 MeV  dMy(expintrg = 18 MeV  (2.2.1)

One plausible estimate of the future development is thabtinely theoretical uncertainty is halved by
the time of the mass measurement of the LHC. As will be showrain Il, the prospects for reducing
the experimental error are promising - perhaps a reductotof larger than the theoretical would be
possible by which the combined theoretical uncertaintyidde reduced te- 5— 10 MeV, both in
Standard Model and MSSM.
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Figure 2.2.2:Left: Correlations between thep, theW and the Higgs mass in MSSM. Right: Combined fit
to all electroweak parameters within: Standard Model, MS8M CMSSM.

In many SUSY models, in particular in MSSM, the observedibtalof the proton is not reproduced
in a natural way. A popular solution is to postulate the exise of yet another symmetry called
R-parity by which:

R=(—1)%t3B+L (2.2.2)

is assumed to be a conserved quantiydénotes the particle spil® the baryon number and the
lepton number). Apart from solving the problem of the prottetay, this somewhat ad hoc added
symmetry also has the implication that the lightest SUSYigar (which one it is differs between
models) can be neutral, weakly interacting and stable ansl ¢ffers a promising dark matter can-
didate. Moreover, the coupling constants in MSSM and alsathier SUSY models unify to exactly
one, or are at least compatible with unification - see figur2:32
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Figure 2.2.3:Evolution of the coupling constants in Standard Model]laftd light (mass scales 1 TeV)
MSSM SUSY (right). Source [dBS04].
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2.3 Extra Dimensions

Within the framework of extra dimensional theories, therdiiehy problem is sought resolved by
the addition of extra spatial dimensions in which gravity1 cale [AHDD99]. In case ol extra
dimension, gravity would decrease ag+? rather than following the usual/t? law. Obviously,
this is not correct at macroscopic scales, since gravityoeas probed t@” (1 mm) [H*04], but if the
extra dimensions were compactified to smaller sc&tes,would escape the experimental constraints.
By this, Newtons force law:

MMy _ M
FewtorT) = ~Gn— 5~ 0 5 5. r>R (2.3.1)
Pl
is modified to —_—
1
Fep(r) ~ M 2rar2 R>r, (2.3.2)
ED

whereMgp is the effective Planck mass (or equivalently Planck saaielvant for the quantum cor-
rections to the Higgs mass discussed previously.

Requiring a continuous transition between the two forceslgiglds the following relation:

I\/llglanckw MgJISZ (2.3.3)

By this the Planck scale is effectively lowered, and thedrigry problem can be removed with ap-
propriate values oR andd. A detailed calculation [AHDD99] based on the same argumastthe
above, results in the following relation for the size of thxéra dimensiondy:

(2.3.4)

1Tev\ '
Meg ) [mm]

Ry—=2.104 16 . (

In order not to reintroduce the hierarchy probleityp should be close to the electroweak scale, for
example~ 1 TeV.

Assuming only one extra dimension, its size would have t®Rpe- 10> mm which clearly contra-
dicting observations. Howevat,= 2 results inR; ~ 1 mm which is the approximate scale at which
gravity has been tested.

Although gravitons are presumably massless particlesfatttethat they can propagate in the extra
dimensions implies that they appear massive when obsemviedii dimensions - the apparent mass,
Mapp, IS given by the momentum in the extra dimensi(rﬁ%p: p§+ p§+ ---. Therefore the graviton

is actually a dark matter candidate in some models of extreedgions.

As for super symmetric models, a variety of extra dimendignadels exist. A particular popular
class of models is Universal Extra Dimensional Models inchitthe existence of one or more extra
dimensions accessible for Standard Model fields is posldn order not to conflict with precision
electroweak data which has been probed to length seal® 1°, the extra dimensions must be even
smalle?. Moreover, since the additional dimensions would have todmpactified in order to escape
detection, the mass eigenstates of the Standard Modetlparivould be discrete, and are called the
Kaluza-Klein (KK) modes. By momentum conservation, the KKde parity,(—1)" is conserved
(nis the KK excitation number), and thus, for example, an exicfihoton cannot decay to Standard

3Some tricks exist to reduce this bound somewhat, see e.gOKMCDO1].
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Model particles. For this reason, the KK photons are in fack dnatter candidates in some models
of universal extra dimensions.

The presence of extra dimensions could be difficult to digtish from SUSY: Both frameworks
predict heavier partners to Standard Model particles (hayg are not mutually excluding each other).
In the end, one might need to resolve by using the spin statigsthere the models pose different
predictions which could possibly be measured at the LHC,esge [Kit07]. As for SUSY, extra
dimensional models are only able to solve the hierarchylprobn case the heavier partners of the
Standard Model particles are relatively light, say, in tled/Tange.

2.4 Future prospects

Should a Higgs boson candidate be found at LHC, precise marasuts of th&V andtop-quark mass
will help determine whether it is a Standard Model Higgs - ptementary to the direct measurements
of the Higgs properties. Furthermore, different proposai®eyond Standard Model physics give
different predictions on the relation between the Higdsetbp- and theW masses, so that precise
measurements of th& mass can help to distinguish between different StandardeMextensions
(see e.g. figure 2.0.1(a)).

In the converse case where no Higgs and no new physics isvdigmbat the LHC, one would be
forced to revisit the Standard Model calculations, and is tase reducing the uncertainty on its key
parameters is of great importance: In particular\thenass uncertainty, since this presently accounts
for the largest contribution to the mass uncertainty of tten8ard Model Higgs.

Atthe LHC, an improvement of th& mass measurement is foreseen. Initial estimates of thewge

statistics and systematics suggest that a measuremeng ¥f thass with a precision of the order
15 MeV could be reachable [ATL99]. This would exclude largetp of the presently allowed SUSY
parameters space as well as possibly the Standard Modehdiegeon the central value (see figure
2.2.2 with a factor of roughly three reduction of the expesirtal bounds).

In Part Il of this thesis the ATLAS detector prospects of nueiag the mass are revisited, but first
some aspects of the detector itself are outlined.



Chapter 3

The ATLAS experiment at the LHC

In the following, the LHC accelerator and the ATLAS expermhwill be outlined. The discussion is
based on [ATL08a, A07] and the reader is referred hereto for a more detailedigson.

3.1 The Large Hadron Collider

Although protons are composite particles and thereforeoptitnal as beam constituents, it was de-
cided to base LEP’s successor on protons. The main reasofirigttthe synchrotron radiation which
ultimately made it impractical to increase beam energy &.LEsing protons, the problems of syn-
chrotron radiation are traded by a number of other problesosne of which are discussed below,
while others will be evident during the discussion of Wereconstruction in section 5.3. Since the
LHC is built in the existing LEP tunnel, the maximal collisi@nergy is basically defined by the
strength of the bending magnets. The design of the LHC maghetvever, is complicated by the fact
that the equal charge of the two beams requires two sepagata ines. For cost optimization, the
two beam tubes share support structure and cryostat, bebthassembled around them is different.
The coils consist of a superconducting niobium-titaniufoyahnd are cooled by super-fluid helium.
The magnets are able to provide a field BT allowing a maximal beam energy of 7 Té\Due to
quenching problems, however, it is expected to run at a extiecergy of 5 TeV per beam proton in
the startup phase [AymO08].

Before entering the LHC ring, the protons are acceleratedbt GeV by a combined effort of the
existing CERN accelerators: Linac, 1 GeV booster, PS an&#8 [CER08]. Once the 450 GeV
is reached at the SPS, the protons are fed to the LHC in bur{oieedmally 2808), containing ap-
proximately 115- 10 protons each. When all bunches are filled, the corresporisingh-crossing
time is 25 ns. Upon reaching the maximum energy of 7 TeV pembpiton, a bunch-crossing at
the design luminosity, F8 s~tcm2, yields on average- 20 collisions, resulting in- 1000 particles
emerging from the interaction region.

The bunches are brought to collision at four interactiomfsiaround which detectors have been
build:

1The other option: To uspp collisions was rejected due to the high costs of producirfficent anti-protons.
20nly parts of the 27 km circumference can be filled with begdimagnets, a certain fraction must be reserved for
accelerating cavities and focusing/defocussing magoetssam steering.
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e ATLAS. Multipurpose experiment, discussed below.

e CMS[CMSO06]. Multipurpose experiment using a stronger nedigrfield than ATLAS, allowing for
a more compact detector design.

e ALICE[AL95]. Heavy ion experiment, exploiting the fact théne LHC, apart from protons, can
accelerate heavy ions such as lead to a maximum energy oe¥.pdr nucleon pair. Designed pre-
dominately to study the properties of the quark gluon plasma

e LHCD [Lb03]. Motivated by the fact that at high energi®sandbb hadrons are produced in the
forward cone, this single-arm spectrometer is built preihately to studyb decays and CP violation
in theb-quark system.

3.2 The ATLAS experiment

44m

25m

|\ -ﬁ 4 .
% 9
%k‘ ] 2 Tile calorimeters

: LAr hadronic end-cap and
forward calorimeters
Pixel detector

Toroid magnets LAr eleciromagnetic calorimeters
Muon chambers Solenoid magnet | Transition radiation tracker

Semiconductor tracker

Figure 3.2.1:0verview of the ATLAS detector. Source [ATL08a].

Being a general purpose detector, the list of physics pmidoice goals is, of course, extensive. How-
ever, some measurements stand out as being of particulartamge. Discovering the Higgs boson
is such a measurement. As discussed previously, the Higgsifcia exists, have any mass in the
ﬁ(lo2 GeV) range, and it must be ensured in the detector design, thebwdisy is possible re-
gardless of its mass. Since the branching ratio of the Higtgsits various decay channels differs
significantly as a function of the Higgs mass, this implieat tthe experiment must be designed to
have sufficient sensitivity in a large number of differentalg channels. Another physics goal of vital
importance is the possible SUSY discovery. Similar to thggdiboson case, the masses of the SUSY
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particles are largely unconstrained, and possible disgadepends on the performance of a number
of sub-detector systems and their combined performanartmstruct missing transverse enefty

The expected cross-sections of the Higgs and SUSY procassesxceedingly small even at LHC
energies: About 1 event in a billion (cross-sections ofaasiprocesses at LHC are shown in figure
4.0.1). This is the reason to aim for the high interactioe (40 MHz). Obviously the high interaction
rate and the resulting large track multiplicities compig#he detector design. In order to be able
to perform in the environment provided by the LHC machine, physics performance goals can be
translated into a set of detector requirements on which TFeAS experiment has been designed:

» To cope with the interaction rate and the particle multip}i the electronics of all sub-detectors
must be fast and radiation hard. Also, the detector graitylarust be sufficiently fine so that
the interesting events can be reconstructed despite thg avanapping events.

 For overall event reconstruction, and in particular tcorestruct secondary vertexes franor
decays, the charged particle momentum must be measured tiigh resolution and efficiency:
Op; /Pt = 0.05%-: pt © 1%.

e Large acceptance in pseudorapidity and full azimuthatcage is essential.

» To identify and precisely measure the energy of electram$ photons the electromagnetic
calorimeter must perform well:
0e/E = 10%/VE @ 0.7%.
In addition, the hadronic calorimeter measures the enefibadrons and jets:
oe /E = 50%/vE @ 3% (barrel) and
oe /E = 100%/+E & 10% (end-cap).

¢ Muons must be accurately identified and measured:
Op; /Pt = 10% atpy =1 TeV.

« Events must be sorted on a short timescale so that unititeyes/ents can be rejected, hereby
ensuring that the maximal output event rate is below theviarel limitation of about 200 Hz.

How these requirements are met by the ATLAS experiment &flgrdiscussed in the following.

3.2.1 The Inner Detector

The tracking of charged particles is performed by the Innetebtor. This detector is built utilizing
a typical layered structure, consisting of three sub-detedased on different detector technologies
to best cope with the requirements. Each sub-detector stsnsi a barrel part and two end-caps as
shown in figure 3.2.2. The resolutions quoted below reptetbenvalues of [ATL08a] which is the
most recent assessment. However, as will be discussed ptecht8, the performance of the real
detector generally resembles the design well.

Pixel

Closest to the interaction point is the very radiation hard inely segmented Pixel Detector (Pixel),
whose pixels are as small as @00 um?. The sensitive detectors of the Pixel barrel are placed on
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! TRT barrel module - see figure 3.2.4 for detajls.
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Figure 3.2.2:The structure of the Inner Detector. Source [ATL08a].

(" R=1082 mm

TRT
TRT
\_R =554 mm
R=514 mm |2
R = 443 mm
SCT

R =371 mm
R = 299 mm -
ser

R=122.5 mm Pixels
Pizels £ R = B8.5 mm
R =50.5 mm
R=0mm

Figure 3.2.3:The structure of the Inner Detector barrel. Source [ATL08a]
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concentric cylinders around the beam-line, whereas thecapd consist of disks placed perpendicular
to the beam axis, extending fg ~ 50 cm, as indicated in figure 3.2.3. Altogether the pixel ciete
counts 80.4 million read-out channels, providing three sneaments for each track. In the barrel the
expected intrinsic accuracy is 10m in rg and 115um in the z plane whereas the corresponding
values for the end-caps are 10n in r¢ and 115um in ther direction. The innermost layer of
the Pixel detector is placed merely 5.1 cm from the nominahib@osition whereas layers two and
three are located at 8.9 cm and 12.3 cm respectively. Forghison, the Pixel detector is subject to
a significant radiation dose. Despite significant effortéirtot the effects caused by this, the harsh
hadron environment in which the Pixel detector operatesseathe detector to degrade over time. It
is expected that the detector will be replaced at a futureatiet upgrade.

SCT

The next sub-detector met by a traversing particle consistise four double-sided silicon layers of
the SemiConductor Tracker (SCT) - a silicon micro-stripedédr with a read-out pitch of 8fim.
Due to a small stereo angle between the read-out strips,@iepBovides four space-points for each
penetrating track. Arranged in a setup similar to the Pixadtor (see figure 3.2.2), the SCT barrel
yields a binary resolution of 1fm in r@ and 580um in z. In the end-caps the same resolution is
achieved whereas the resolutiorriis 580um. Altogether, the SCT has 6.3 million read-out channels
and occupies the region: 30 ent < 52 cm andz < 2.8 m.
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Figure 3.2.4:Left: Layout of the 96 TRT barrel modules and support streetRight: The structure of a TRT
barrel module. Source [TRTO8b].

The cylindrical volume extending from a radius of approxieitya 56 cm to 108 cm is covered by the
gaseous Transition Radiation Tracker (TRT).

As will be described in detail in Part 1, the TRT is basedtyaon the principles of a normal straw
based gas-detector for tracking, and partly on the prieaifltransition radiation for particle identi-
fication. Transition radiation arises when an ultra-relatic charged particle traverses the boundary
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between materials of different dielectric constants, dkhvei explained in detail in chapter 12. This
effect is proportional with thg-factor of the traversing particle and can provide partidntification
capabilities from the amount of transition radiation proed by a given particle.

To exploit the transition radiation, the TRT is built from EB/ers of kapton/mylar straws containing
XeCQ,0; (70:27:3) gas interleaved with radiator material. Ceitrad each straw is a gold-plated
tungsten wire which acts as an anode due to a voltage apmiseebn the wire and the straw. Ad-
vantages of this design is, that the gas is relatively cheapcan be constantly exchanged, hereby
diminishing effects of radiation. In the barrel region, gteaws, which are 4 mm in diameter, are as-
sembled in 96 modules of three different types (see figurdBa2ranged parallel to the beam whereas
the end-cap straws are arranged in 14 wheels and point lsadighy from the beam axis In order

to reduce problems of large occupancy, the 9 innermost dagers in the barrel are insensitive in
the central region. Also, all barrel straws are isolatedradiiy and read out at both ends, so that each
straw provides two read-out channels. In total the TRT hds(®&® read-out channels.

In the barrel, the intrinsic measurement accuracy is exgetd be 13Qum pr straw in ther @ plane.
The poor single measurement resolution compared to tlwosilbased detectors, is largely compen-
sated by the long lever arm and the large number of hits: Acglfrack leaves- 36 hits in the TRT,

by which the TRT contributes to the momentum resolution hyi@s much as the combined Pixel and
SCT sub-detectors during low luminosity running, L2318 1cm~2, where the occupancy problems
are not expected to dominate TRT performance.

Results from the commissioning of the Pixel, SCT and TRT dettectors, at the surface, as well as
combined tests in the ATLAS cavern will be presented in chiap8.

3.2.2 Calorimeters

Tile barrel Tile extended barrel

Towers in Sampling 3
AdxAn =0.024 0.05

LAr hadronic
end-cap (HEC)

Square towers in
Sampling 2

LAr electromagnetic
barrel

Figure 3.2.5:Left: Overview of the calorimeter systems. Right: The stuwe of the LAr calorimeter. Source
[ATLO8a] and [ATL96a].

The ATLAS calorimetry consists of an inner electromagnetdorimeter supplemented by a dense
hadronic calorimeter as depicted in figure 3.2.5(left). Ehextromagnetic calorimeter is built using

3The original design consisted of 18 wheels, but 4 were stagedo financial problems. It is likely that these wheels
will never be installed.



3.2 The ATLAS experiment 21

an accordion structure of lead plates interleaved withidigargon (LAr) and functions basically as a
drift-chamber due to a strong electric field. This design thesadvantages of complegesymmetry
without azimuthal cracks, and moreover the active LAr carrd@aced during detector operation,
hereby minimizing effects of radiation damage. The detectwers the region up to= 2.25 m cor-
responding to >22 (>24) radiation lengths in the barrel {eaps). The granularity shown in figure
3.2.5(right) corresponds to that of the central barrel paee= 0). Alongn, the cell size varies signifi-
cantly as determined by an optimization of the energy reswiu The very fine segmented innermost
sampling is designed fag/ T separation, whereas most energy is deposited in the sqaamglinag
towers of the second sampling. For triggering purposes, 4 tslls are combined into towers with a
single output.

The hadronic calorimeter covers the region up £04.25 m and consists of a barrel part, two extended
barrels, two end-caps and two forward calorimeters. Inol@eeduce the effects of the radiation the
latter two sub-detectors, which are subject to the largasktmultiplicity, are based on LAr. The first
two sub-systems are sampling calorimeters using steetladrsoand scintillating tiles of plastic. The
readout proceeds via wavelength shifting fibers to phottipligr tubes placed on the outer rim of the
calorimeter. The total thickness of the tile calorimete®ig radiation lengths aj = 0. As for the
electromagnetic calorimeter, the cell sizes differ sigaifitly inn) and it serves little purpose to repeat
them here. Instead, the reader is referred to [ATLO8a].

3.2.3 The Muon System
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Figure 3.2.6:0verview of the Muon System. Source [ATL08a].

Due to the thickness of the calorimeters, the punch-thrqugibability of hadrons into the Muon
System is low, so that hits in this system can reliably berassito be caused by muons. However, the
purpose of the Muon System is not only to identify muons, kad & provide precision measurements
of muon momenta and to be used for triggering. The combinaifdhese requirements have led to
the complex design of the muon system sketched in figure Baad briefly explained below).

The Muon System consists of a barrel region and two end-agiprre located partially within the
toroids magnets (see figure 3.2.1). In the barrel, sensitigaitoring drift tubes (MDT) are placed
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on three cylindrical layers whereas the end-cap regions wseical concentric structures. The tubes,
which are built of aluminum, have a diameter of 3 cm and aredillvith a mixture of Argon (93%)
and CQ (7%) operating under a pressure of 3 bar. Centrally in thegubn anode wire composed of
W-Re collects the electrons freed by a passing muon. Th&aspadolution which can be achieved by
this design is about 8Qm per measurement.

In the regions of larger pseudo-rapidities, the require@h segmentation and radiation hardness
are more severe, and here measurements are performed bgthiwele strip chambers (CSC). This

multi-wire proportional chamber uses a Ar@CF; (30:50:20) gas-mixture, which provide a single

hit resolution~ 60 pm.

For triggering purposes, the MDTs and CSCs are not usefutaltres long drift times involved (up to
700 ns) and therefore two separate sub-systems have bédemRiagistive plate chambers (RPC) in the
barrel region and thin gas chambers (TGC). The main reasbage the trigger chamber on different
technologies is the difference in occupancy between theeband the end-cap. Both sub-detectors
are based on small gas volumes and provide drift-times aayly 10 ns.

As opposed to other sub-systems, the space limitationd facéhe Muon System are not severe, and
thus the advantages of long lever arms can be afforded. Fongbe, are the MDTs of the barrel
layers placed at radii of 4.93 m, 7.12 m and 9.48 m respewtivel

3.2.4 The magnet system

For the Inner Detector, a magnetic field of approximately 2 provided by the central solenoid (CS),
situated at 22 m< r < 1.31 m. In order to prevent heating problems induced on th@aading sub-
detectors, the central solenoid is based on a superconduciixture of NbTi, Cu and Al cooled by
liquid helium. The fact that the magnet is placed in frontraf talorimeters allows its size to be small,
but also implies that electromagnetic showers tend toisténe magnet rather than in the calorimeter.
In order to diminish this effect and prevent unnecessaryatkgg of the calorimeter performance, the
magnet is constructed using a minimum of material. In aodjtihe magnet is located inside a vacuum
vessel shared by the electromagnetic calorimeter herétmnalting two vacuum walls.

Muons are bend by the barrel- and end-cap air-core toroitig;hware based on the same supercon-
ducting alloy as the central solenoid. The huge toroid systacapsulates the experiment, except for
parts of the muon layers, as can be seen in figure 3.2.1. Neettlesay, the fields provided varies
significantly in the volume of the ATLAS experiment, peakigapproximately 4 T.

3.2.5 Triggering

Since the type of events that the LHC is primarily built torebafor (i.e. Higgs and SUSY) are
expected to be extraordinarily rare, the interaction ratestibe enormous. At the design luminosity,
bunch-crossings take place every 25 ns yielding about 2Bicols on average. Even utilizing zero
suppression and packing, the raw data rate from the ATLAS@x@nt would be~ 80 TB/s* -
which is clearly beyond present day capabilities of datadliag and storage. To bring this rate to an
acceptable level, a three level trigger filtering system lbeen implemented, each level refining the
decision of the previous level, based on an increasing atajwata. A schematic view of the trigger
system is provided in figure 3.2.7. At the level one trigget)(lthe decision on whether or not to keep

4Assuming 2 MB/event, i.e. 2 MB0O MHz=80 TB/s.
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Figure 3.2.7:0Overview of the ATLAS triggering scheme. Source [ATL99].

an event is based on the trigger chambers of the muon spestegnas well as reduced-granularity
cells of the electromagnetic- and hadronic calorimeterbus] anything with sufficiently higipr,
whether it be muons, electrons, photons, jets, hadronsesr ey causes a positive trigger decision.
While awaiting the L1 decision (maximally.2 us) subsequent events are stored in pipelines, and
upon completion, the initial 40 MHz event rate is reduced3&mAz.

The level two trigger (L2) is based upon the Regions of Irste(Rol) defined by the L1 trigger, but
refines the reconstruction by reading the full granularitalbavailable detector data within the Rols.
Within typically 40 ms the event rate is hereby reduced tasal3cb kHz.

This rate is sufficiently low that the events can be fully restoucted at the event filtering (EF), which
uses optimized versions of the standard offline ATLAS retrocion software as well as various
conditions datad After Event Filtering, the event rate is reduced to rough@ Hz. Although this
rate can be handled offline, limitations of bandwidth and G4durces for the event analysis imply,
that offline analysis cannot be performed centrally by adirss Instead, the data is distributed to a
number of computer facilities around the world, directlgrfr the ATLAS pit.

In modern particle physics, of course, it is not sufficienp&form collisions and measure the out-
comes in the detector. The experiment must also be simuilateier to reliably extract signatures
of new (or known) physics phenomena. The complexity of th&AF experiment as briefly sum-
marized above is reflected in the software which simulatesAE events. An introduction to the
software developed and used in the ATLAS experiment is ginaihapter 9. Before entering the de-
tails of the simulation, however, the next part of the thissik is devoted to a study of the capabilities
of the ATLAS experiment to measure the mass of\théoson.

5Data from the experiment describing the instantaneousitiondf the detector, i.e. threshold settings, voltages,
temperatures etc.
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Chapter 4

Introduction to the W mass analysis

Integral parts of the analysis and writeup is adopted andm@d from two papers: [ATLO8b] and
[ATLO8c] which are in the publishing process at the time oiting. The first paper is written in
collaboration with S. Mehlhase, T. Petersen, M. BoonekantbN Besson whereas co-authors of the
latter are: T. Petersen, M. Boonekamp, and N. Besson. Fopletemess and readability the content
(and parts of the writeup) of the two papers has been merggé@xgranded, and constitutes this Part
of the thesis. With respect to the papers, additional fosuere put on the work done by the author,
however, it is emphasized that not all results are due tooauth particular, the results presented in
chapter 7 is based on studies done by the other authors.

In the previous chapters, the importance of g measurement was argued. In this Part of the
thesis, the ATLAS experiment prospects for Wemass measurement are discussed. Compared to the
Tevatron measurements [CDF07a, CDF07b, D@98, D@96, DJ0dnth currently dominates the
world average [PDGO06], the increase in energy and lumipasiply an increase in statistics, so that
the ATLAS My measurement, is expected not to be statistically dominaseuas been the case for
the Tevatron measurements. Consequently, understandthghmimizing systematic errors become

of paramount importance for thé,y measurement, and this is the topic of the present analysis.

The expectedlV cross-section at the LHC is about 20 nb'{®8]. In 10 fb ! of data, a benchmark for
one year of integrated luminosity during the first years abg running, more than 100 milliow-
and nearly 10 milliorZ events will be collected in the exploitable decay channéls< ev, uv and
Z—ee uu), providing a combined statistical sensitivity of about 2\Wfor theW mass measurement.
The total expected production cross-sectionViis at the LHC is shown in figure 4.0.1.

Especially the larg&Z sample is of importance since this precisely measured agma, due to the
large overlap in kinetics, can be used to constrain and atalind/V systematics.

Earlier estimates [ATL99, H03, B"07a] of the systematic uncertainties affecting g measure-
ment amount tadMy ~ 20 MeV for the ATLAS experiment. The main sources are the irfgoe
determination of the absolute energy scale, and the umagesin theW boson kinematic distribu-
tions (rapidity, transverse momentum), which in turn steomf proton structure functions uncertain-
ties and higher orders QCD effects. As discussed in theviiiig chapters, the uncertainties can be
significantly reduced using boson measurements.

The analysis is structured as follows: After introducing 4 production and reconstruction, the sig-
nal selection and fitting procedure are discussed in seétidn Also listed here are the ingredients
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Figure 4.0.1:Expected production cross-sections at the LHC. SourceQ06].

needed to describe thé distributions used in the fit, and a general description om theese ingredi-
ents can be determined. The sources of uncertainty arergeged in turn, in chapter 6 (experimental
uncertainties), chapter 7 (theoretical uncertaintieg)] ehapter 8 (backgrounds, underlying event,
and effects related to the machine operation). Correlatimtween these effects are discussed in sec-
tion 8.4, and the results are summarized in section 8.5 asulised in section 8.6, which concludes
the analysis.



Chapter 5

W mass measurement

5.1 W Production

At the LHC, the dominant production mechanism Yorand Z bosons is the Drell-Yan process of
quark-antiquark annihilation - see figure 5.1.1. Being d@greproton collider, the anti-quarks would
have to be sea quarks whereas the quarks can be either valesea quarks. The enhanced avail-
ability of u quarks with respect ta quarks from the proton substructuteud), implies that the
cross-section fow/™ production is larger than that %~ and have slightly different kinetics as will
be discussed in section 7.3.1. In hadron machines, even pioeluced in the Drell-Yan process,

Figure 5.1.1: Diagrams foW* production. Left: Leading order Drell-Yan production. Mié and right:
Diagrams to first order imis. Source [ShpO0].

W'’s will acquire some transverse momentum due to the Fermiamaif the quarks in the hadron.
However, a much larger source of transverse momentum isilbotions to theW production from
higher order diagrams which include gluon- or quark radiatias shown in figure 5.1.1. As a result,
theW can obtain a significant momentum in the plane transverdeetbéampr, as shown in figure
5.1.2(left). The momentum is balanced by quark/gluon tamha experientially seen as a spray of
hadrons bouncing the boson: Hadronic jet(s) - see figur@ @ight).

5.2 W reconstruction

Since aV boson decays within 10-2° s it must be reconstructed from its decay products. The decay
can proceed either leptonically or hadronically - the brang fractions of the available decay modes
are given in table 5.2.1. Since the di-jet cross-sectioradtdn colliders is many orders of magnitude
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Figure 5.1.2:Left: Reconstructed transverse momentunib&ndZ bosons in the muon decay channel. The
larger resolution in th&/ events causes the wider peak at lpy while at highemt theZ spectrum slightly

dominates. Right: Jgt inW — v andZ — pu events. The structure at logt is due to the jet reconstruction
algorithm.

Decaymode  Branching fraction

e ve 10.75+0.13%
ptv, 1057+0.15%
TTv; 11.254-0.20%

aq 67.60+0.27%

Table 5.2.1:Branching ratios foww*. Source [PDGO06].

larger than thé&V boson cross-section, the hadronic decay mod&¥ eindZ bosons are not usable
(see figure 4.0. 1ot =~ 0gi—jet). TheT mostly decays hadronically, and even when it does decay lep-
tonically, the two additional neutrinos created with redpe the electron and muon channel make
this mode unsuitable for precision mass measurements.efidner only the leptonic decay modes
W — (v andZ — ¢¢ wherel = e, u are considered for thé&/ andZ reconstruction.

In an LHC collision, the remnants of the interacting protgmeceed undetected along the beam
line. Moreover, the momentum fractions of the interactinguds are unknown, by which full event
reconstruction is possible only in the transverse planedqbcourse parts of the event suchzdecays
can be fully reconstructed). In case\Wf production and decay, the event reconstruction is further
complicated by the presence of a neutrino, which escapesxipeziment undetected. To reconstruct
theW despite the difficulties one must take advantage of the thatsthe ATLAS experiment offers
close to 41 coverage in solid angle, and that only very rarely additiovautrinos are produced invd
event K 1%). By this, one can assume that everything, with signifit@msverse momentum, except
for the neutrino from théV decay, is reconstructed. The transverse momentum of thieimeis
then simply given as the energy imbalance of the event, atediuby vectorially summing all energy

deposits in the detector. Rewriting the invariant mass ggudor theW in terms of measurable
quantities yield:
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M, = (E'+EY)? — (Br + BY)* — (P, + p})°

4
M2 = (B} +E¥)2— (B + p¥)2

~2p - B} = 2p) pY (1 cosAq, )

whereAq, is the angle between the decay products as illustrated irefigi2.1 and it has been used
that E; > mc®. The right hand side of this figure illustrates a typiZatlecay and the difficulties
faced when reconstructing. As indicated by the sizes of theedainty ellipses, these decays are
fully reconstructed to a high level of precision. NonetlssletheV — |v andZ — |l events are very
similar both from a physics- and a detector point of view. Bigtthe precisely reconstruct@ckevents,
inferring the constraints given from the LEP measuremefiiseaZ properties, constitute an excellent
sample for calibration and for the study of systematicé/ievents as will be discussed later.

» o ]

(5.2.1)

Figure 5.2.1: Transverse view of & — (v (left) and aZ — (¢ (right) event. The combined transverse
momentum of the recoil, which should match that of the boson, is used to estimatenthraentum of the
undetected neutrino in thl§ — ¢v decay. The dotted ellipses represent the uncertainties.

5.3 Outline and strategy of the analysis

5.3.1 Simulation and data sets

The simulatedV andZ samples on which this study is based are generated usirRy A event
generator [SMSO06]. Photon radiation is carried outPE@T0S [BW94], and r-decays are handled
by TAUOLA [JWDK?93]. Simulation of particles passing through the deieis done usin@GEANT4
[G403] based on the implementation of the ATLAS geometrnyhim $o called GeoModel (explained
in chapter 9). Events are reconstructed using the ATLASnso#. The simulated data is partly
used as real data (“pseudo-data”), and partly to produceethplates, exploiting the generator-level
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Channel  Statistics [events] Cross-section [pb] Corredpan? [pb—1]

W — ev 170143 20510 13.3
W — uv 189903 20510 13.5
Z—ee 377745 2015 218.7
Z— uu 150650 2015 83.4

Table 5.3.1:Number of events, cross-sections, and corresponding hsitinof the simulateN andZ signal
samples used in this chapter.

distributions together with estimated detector smearmgections. The samples used in this chapter
are due to the Computer Systems Commissioning (CSC) prioduaFGS"07] and the simulated
statistics of the main signal samples are shown in tabld 58s can be seen from this table, ¥e
signal samples correspond to about 13 pbut for transparency, all results presented in this chapter
are scaled to 15 pi3 in order for the reader to be able to assess what can be dowd Wi limited
amount of data. In the section concluding the chapter alilte®btained are summarized and scaled
to 10 fb1, which is the luminosity expected for the competithe mass measurement of ATLAS
[ATLO8b, ATL97a]. In chapter 7 special customized simudas of larger data samples are defined
and used.

5.3.2 Event selection

W events are required to have one isolated leptwith pr above 20 GeV and missing transverse
energy Er) in excess of 20 GeVZ events are required to have two isolated and oppositelygelar
leptons withpr above 20 GeV. The triggers providing these events are aatexbll5 GeV electron
trigger and a 20 GeV muon trigger. The electrons are requiveuhss tight identification criteda
and only muons which are reconstructed from track-segmentxth the Inner Detector and the
Muon Spectrometer are used [CSC08a]. Both electrons andisnaie required to lie within the
tracking region|n| < 2.5 (see figure 5.3.1). In addition, the calorimeter barreld-eap transition
region 13 < |n| < 1.6 is excluded for electrons due to poorer resolution, lackroformity and most
importantly significant bias on the lepton momentum.

Apart from this basic selection, some other requiremenfsyapro reject backgrounds frort and
QCD di-jet events, the signal events are required not to kege hadronic activity. A summary of
the requirements can be found in table 5.3.2. The reasohdéosdmewhat arbitrary cut values is, that
the cuts should be optimized with respect to the final systieraeror, and therefore a cut optimization
at the present stage of the analysis (i.e. before data ikbig)i would be prematufe

The expected numbers of events in 15 plrom the above mentioned event selection are summarized
in table 5.3.3. Though the expected number of reconstruc®eents is an order of magnitude smaller
than that oW events, the fact thaf events are fully reconstructed and thus have much bettes mas
resolution compensates for this deficit.

1The ratio between the energy in a cluster of sfRe= \/An2+A¢? < 0.2 and the full energy in the cells of aB
sliding windows is required to have some minimum value. Txecevalue dependst andn. For details see [ATLO8e].

2Based on hadronic leakage, isolation and electromagreatipkings. For details see [ATLO8e].

3|tis not as in many other analyzes useful to optimize witlpees to signal significance. Instead, a cut that mak&\the
andZ look alike is preferable.



32 W mass measurement

Requirement W — ev W — uv
Reconstructed lepton  pr >20GeV,|n| <25 pr>20GeV,|n| <25
Isolation Ef°"¢/Er < 0.2

Missing energy Er > 20 GeV Er > 20 GeV
Crack region Remove.20< |n| < 1.60

Recoil momentum pr <50 GeV

Requirement Z—ee Z— U
Reconstructed leptons pr >20GeV,|n| <25 pr>20GeV,|n| <25
Isolation Ef°"¢/Er <0.2

Crack region Remove.230 < |n| < 1.60

Recoil momentum pr < 50 GeV

Table 5.3.2:Selection criteria for th&/ andZ decays. See text for details.
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Figure 5.3.1:Distribution inn of reconstructed muons (left) and electrons (right) fibhevents (blue) and
events (red).

Channel W—ev W—uv Z—ee Z— uu
Acceptance [%] 44.3 45.4 42.4 39.9
Reconstruction eff. [%] 21.7 39.1 10.4 334
Statistics for 15 pb! [107] 66.7 120.2 3.2 10.1

Table 5.3.3:Acceptances, total reconstruction efficiencies, and tiespstatistics for 15 fb' of data. TheN
cross-sections are inclusive, while theross-sections are for invariant masses above 60 GeV. Batait the
relevant branching fractions. The acceptance is the tracif events which lies within the detector acceptance,
while the reconstruction efficiency is the overall efficigrior an event to pass all selection criteria.
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5.3.3 Input to W mass fit

The fact that the invariant mass of td&cannot be reconstructed forces the use of variables sensiti
to theW mass for the measurement. As explained in the introductitimchapter, one such variable
is the transverse mass, defined as:

o MY = /2p: p¥ (1~ cosag)).
But there are also others:
e The lepton transverse momentup#,.

e The missing transverse momentupy, = Fr.

The lepton transverse momentum is measured with an accafatyout 2% for electrons and muons
in the momentum range of interest (cf. sections 5.4.2 and b.%his is an order of magnitude better
compared to the accuracy of the missing transverse enetgynai@ation, which has a resolution of
about 20-30% (section 5.5.2). Finally, tthétransverse mass combines the two along with the angle
between them in the transverse plane.

All of the above distributions have a Jacobian edge eith®tga®? (p} andp¥) or My (MYY), which is
sensitive to th&V mass - see figure 5.3.2. The sharpness of the edge is affaxttetybthe resolution
and the bosorpry.
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Figure 5.3.2:Distributions sensitive tdy based on quantities of reconstructdid— v events.Mr (left),
transverse muon momentum (middle) afdright).

While the leptonpr has a very good resolution, theg of the boson smears this Jacobian edge. On
the contraryMY is to first order insensitive to thgr of the boson, but here the edge is smeared by
the poor resolution of the missing transverse energy (seefig.3.3). Finallypy suffers from both
effects, and is therefore the poorest candidate for a fittargable.

SinceMY is formed fromp!. and pY, it is of course correlated witp. However, the correlation is
only about 30%, and since they have different systematargrcombining the measurements could
improve the sensitivity.

5.3.4 Fitting the W mass with templates

The lepton transverse momentum andtransverse mass distribution|5>'T and MY, shown in fig-
ure 5.3.3, are the result of several non-trivial effects: this reason no analytical expression describes
the distributions in detail, and one is forced to use nunaéricethods to describe and compare distri-
butions. One method of comparing two such distributiongiisglate fitting. Templates of thg and
M¥V distributions produced with varyiniyly, values, are compared bin by bin to the corresponding
distribution observed in data (see figure 5.4.4). The coispairs based on a binned method.

To estimate the impact of a given systematic effect olthmass determination, templates unaware
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Figure 5.3.3:Distributions ofp'T (left) anaMY (right), showing the Jacobian edge, and the effects of ugisol

and recoil (i.epr of theW). While p\. is more sensitive to the recoil than the resolution, the eeswis true
for theMyV distribution.

of the effect under consideration are produced and subs#yguéted to data, which includes the
effect. Assuming an unbiased fit, in the absence of systerafidcts (cf. sections 5.4 and 5.5), the
resulting shift in fit value measures the systematic erroth@VV mass from not including the effect.
By gradually changing the size of an effect, the systematmr ®n theW mass as a function of the
effect can be determined. As most effects are small, therdkgresies are approximately linear. In
general different systematic effects have different infesfor thep andMY! fits. If an effect can be
characterized by one parameter)( the systematic errordMy) can be calculated from the deriva-
tive My /da times the size of the uncertainya. If more parameters are required, the systematic
uncertainty is calculated from all parametesisand their covariances Cpyv[Cow].

oM
My = d—C;N(SCI (Single parameter) 5MW2 = ;

dMy oM
d—o;iN B—CY\;VCOVIJ (Multi parameter)

Thus, the evaluation of systematic effects used througtimiainalysis proceeds in two steps: First
the dependence dflyy on the systematic effect is mapped with respect to a chaizog parameter
(%‘(N). The next step is to estimate the expected uncertainty,@x, by which the impact on the/
mass measurement is found as the product of the two quantitie

5.3.5 Required inputs

For the above procedure to work in practice, one must prebhléqb'T and M¥V distributions as a func-
tion of theW mass. These distributions however result from many effediéch need to be included
correctly in order to avoid biases in the mass fit. The inpesded are listed below.

e Experimental inputs: The energy scale and resolution need to be known in ordeegoribe the
Jacobian edge correctly (position and spread). Electrahnamon reconstruction efficiency effects
also distort the spectra, if this efficiencyps dependent (and for electrons it is - cf. section 5.4.3).

e Theoretical inputs: TheW rapidity distribution,y", affects theM} and p'; distributions through
acceptance effects. The transverse momentum aftha)’, directly affects thep'T spectrum, whereas
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its impact on thd\/|¥" spectrum is weaker. The shape of féand p‘{V distributions result from the
proton structure functions and from higher-order QCD e#ed he lepton angular distribution in the
W rest frame is of importance for bolﬁT andMY' and changes with th&/ polarization [MO94].
Finally, QED effects (photon radiation in tNg& decay) shifts the leptopr downward. Since the ra-
diated photons are mostly collinear to the charged decdgtephe impact on electrons and muons is
different: The measured muon momentum entirely reflectsrtbmentum loss by radiation, whereas
the electron energy, measured essentially in the elecgoate calorimeter, includes most of the ra-
diated energy.

e Environmental inputs: These include, among others, backgrounds survivinghselection, un-
derlying event, pile-up effects on reconstructed energie$ momenta, random neutron hits in the
muon spectrometer (“cavern background”), and the impaetmdn-zero beam crossing angle. In all
cases, imperfect modeling of these inputs biases the exeostruction, lead to distortepﬂr andM¥V
distributions.

After presenting the fitting procedure below, the systeasatiriginating from these inputs are dis-
cussed separately.

5.4 Fitting the W mass with templates - electron channel

5.4.1 Modeling templates forlWW mass fit

Two assumptions have to be validated before one can stastuliging systematics using the template
approach. Theinbiasednessf the fit in itself and theportability of the calibration from theZ to
theW. The unbiasedness is tested by assuming perfectly knowsigzhgind detector response. In
practice, the detector response is determined at this s@gedirect comparisons of the lepton recon-
struction to the generator-level kinematics, using evéots theW sample. The fit is then repeated
using templates with the detector response estimated terd sample, still comparing reconstruc-
tion to generator-level truth. An unbiased result validatee portability, i.e. that detector parameters
can indeed be ported froehto W events, justifying aim situ determination of these parameters using
Z events.

In addition it has to be verified that the template componeatsbe included without biasing the fit,
and thus that a subsequent calibration, which matchestutie will yield unbiased templates. This is
tested in the following.

Note thatper eventruth information is used only in the first step, to obt&./E; .t - the distribu-
tion which is fitted. In the following steps only distributis of the same quantity are used, by which
the exercise can be performed in real data, &ittvents playing the role as truth. The procedure is de-
picted in figure 5.4.1. The statistical sensitivity of i¥e— ev sample, corresponding to 13.3 Pbof
data, is about 120 MeV, and an estimate of the required poeci the detector response parameters
to keep the systematic uncertainty within this limit is prad.
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Action Input/Output

Corresponding Corresponding

example figure
E—> figure 5.4.3

example figure

figure 5.4.2—

figure 5.4.4(left}—

Figure 5.4.1:0utline of the template fitting procedure.

5.4.2 Fits toMy using templates: Validation of the method - electron channe

In this section the electron channel is studied, the detg@tameters being determined from fits to
Erec/Etrues the ratio of reconstructed to true energy of the decay ®est The fits are performed

using the so-called “Crystal Ball” probability density fttion [Gai82], which aims at describing the
result of calorimetric resolution together with upstreanemgy loss in a single function. It has four
parameters and consists of a Gaussian core, and a poweailat lbw energy. Its expression is, up
to normalization factors:

e (554 X> o —Nno
B = ’ 4.1
B { (B/n—=In|=x)F, x<a-no G40

wherex = Eec/Etrue, 0 IS the position of the pealg the Gaussian widtm gives, in units ofo, the
point of transition between the Gaussian and power-lawrggms, ands is the exponent controlling
the tails. The relative normalization of the two compongmisserves continuity atr — ng, up to
the first derivative. While not fully satisfactory from a tiretical point of view (the combination
of resolution effects and radiation should in principle g by a proper convolution), it is very
effective in describing the observed electron response.

The fits are performed in bins @f andpr. The angular range €@ |n| < 2.5 is divided in intervals of
sizeAn = 0.1. In each interval, fits are done for 10 Ge\pr < 70 GeV, in intervaldApr = 10 GeV.
Figure 5.4.2 shows a number of example fits, at differente@bfr) andpr. Then dependence of the
fit parameters, for 30 Ge¥ pr < 40 GeV, is displayed in figure 5.4.3. In the fits, {Bi@arameter was
constrained to the range<0f < 5. As the examples in figure 5.4.2 illustrate, fh@arameter appears
to systematically choose values close to its upper bounde satisfactory fits are still obtained. The
main reason for this is the strong correlation betwgeandn, and the fits indicate that in practice,
only one of the two can be fitted.

Therefore, the remaining of the analysis uses a ffed5, and treat the response functions in terms
of a, g andn only.
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Figure 5.4.2:Example of detector response functions fitte@£Q/E.., for 30 GeV< p$¢ < 40 GeV. From
upper left to lower right0.4 < |n| < 0.5,0.8 < |n| < 0.9,1.3< |n| < 1.4, and1.9< |n| < 2.0.
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Figure 5.4.3:n dependence af, o andn, for30 GeV< p§ <40 GeV.
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Figure 5.4.4:Left: Templates obtained at three example mass points, Ilyame My /M{'® = 0.98,1,1.02.
Right: Template foor = 1 (histogram), compared to the pseudo-data (points).

The pr-spectrum templates are produced from generator-M¥el ev events, where the electrons
are smeared using the above function and parameters acgdaliheir kinematic variables. Three
example template distributions are shown in figure 5.4i#(leorresponding to three values By .
The number of events used to produce the templates is tes targer that the fully simulated sample
size. Although this limits the impact of statistical fluctioas in the templates on the result, template
fluctuations are still visible.

The mass fit is performed using binngd comparisons between the pseudo-data and the template
histograms. Given that air bins contain at least several hundred eventsy#haf a given comparison
can be defined as:

Xz _ N (ni data— N template)27 (5.4.2)

i= |data+ O-| template

where the sum is over the histogram bins, arado are the bin contents and their errors, respectively
=/n). Computed as a function My, used in the templates the follows the parabola illustrated
|n flgure 5.4.5, which can be used to determmeM;,é as the vertex and its errog,, is the interval
from the vertex to the point where the parabola is increageohie unit. In practice, this is computed
as 1/+/par(2), wherepar(2) is the constant of the second degree term in the polynomfe. résult
obtained is: I\/I\,f\}t = 80. 468i0 117 GeV, to be compared to the input valM&'® = 80.405 GeV.
The stability of this result is verified by repeating the exse a number of times, with the detector
smearing applled independently in each exercise (.. eolqzmog independent sets of templates). The
distribution ofMW has a spread well compatible with the estimated fit unceytain

Thus itis concluded that within the statistical sensiyivif theW — ev sample, the current procedure
provides an unbiased estimatedyj.

fit

5.4.3 Sensitivity ofM,,, to the template components

This section quantifies the stability M\I\}t under variations of the assumptions used to produce the
templates.
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Figure 5.4.6:Electron reconstruction efficiency as a functiorpef for different regions im. Measured using
electrons from decay.

Efficiency

Distortions in thepr distribution can be caused by the lepton reconstructiowmieffty, in the case
where it has a non-triviapr-dependence, i.e& = & (pr). This is the case in the electron channel, as
illustrated in figure 5.4.6.

The impact of thigpr-dependence is quantified by taking the pseudo-data adittigssuming a flat
efficiency in the templates. Sinegpr) is an increasing function gfr, one can expect that the tem-
plates will be biased toward lowerr-values, inducing a positive shift M\I\}t. Performing the mass
fit indeed yieldsdMy = 360 MeV (this bias corresponds to a perfectly flat efficiensguanption).
Thus the estimated relative bias per percent due tgthdependence o is:

My /g = 3.6 MeV/%. (5.4.3)

Note that the analysis only relies on the-dependence ofi and not on its absolute value.
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Figure 5.4.7:Left: Response function 8t2 < n < 0.3,20 GeV< pr < 30 GeV, removing the non-Gaussian
part of the distribution. Right: Pseudo-data (points), pared to templates produced assumifig = M{®,
with non-Gaussian tails included (full line) or not (dasHieé).

Non-Gaussian tails

The impact of non-Gaussian tails is studied as follows.tf&tafrom the detector response parametriza-
tion described in section 5.4.2, the tails of the distributare suppressed by assuming a pure Gaussian
response. The parameters describing scale and resoluidkept to their previous value and tem-
plates are produced and fitted to data as above.

The procedure is illustrated in figure 5.4.7. The responskildition can be compared to figure 5.4.2
to assess the impact of neglecting the non-Gaussian pdre afistribution. As can be seen, the cor-
responding templates are biased toward higherthus it is expected, that an underestimation of the
tails should imply a negativéMyy.

The resulting bias i®My = —555 MeV, corresponding to an underestimation of the nonsGian
tails by 100%. By denoting the non-Gaussian fraction of the response function andnasgua
linear dependence, the bias as a function of the relative errthe tails can be estimated as:

My /0T = —5.5 MeV/%. (5.4.4)

5.4.4 Comparison ofW and Z events

Before explicitly calibrating detector parameters frahevents and applying them in tiyy fit, it
must be verified that this procedure is indeed justified - the. portability must be verified. To this
end, the detector response fits as described in section &d.gerformed on th& — ee sample,
obtaining a map of the response parameters andn as a function of) and pr of the electrons.

A first check is to compare the obtained values of the fit patarago those extracted from the
W sample. This is illustrated in figure 5.4.8. Agreement isnwvithin the statistical sensitivity
throughout the analyzed electron phase space, for all geessn Thus it is expected that templates
produced using detector responsetevents will provide an adequate descriptionevents.

A My fit is performed next. Templates are produced from genetat@ W — ev events, smeared
according to detector performance basedZoevents. The resulting distributions are shown in fig-
ure 5.4.9; good agreement is observed. The result of thel\ﬂ\fv'fs: 80.567+0.118 GeV, compatible
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with the input valuev{{¢ = 80.405 GeV.

5.5 Fitting the W mass with templates - muon channel

5.5.1 Wdecays in the muon channel

In many respects, the muon channel yields similar resultsase shown for the electron channel and
focus in this section lies primarily on the differences. tld@ion, a template fit of thM¥V distribution

is described.

The functional dependence of scale and resolution foMiefit is the same in the muon channel as
for the electron channel. The muon momentum resolution eigdly slightly worse, and whereas
the electron resolution improves withy, the converse is true for the muon resolution. Figure 5.5.1
shows four examples of the momentum ratio distributipk®§/ pf“® for muons - two fronW events
and two fromZ events. As can be seen, the shapes can be modeled well with biftocated Gaus-
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Figure 5.5.1:Distributions of transverse momentum ratig§’/ p{c for muons from\W (top) andZ (bottom)
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Right.

siarf distribution (BF), describing the general muon bias andltg®n, complemented by an out-lier
Crystal Ball function (CB) accounting for the muons, whigiteunter parts of the detector with poor
muon spectrometer coverage and increased material,irgsirta slightly degraded resolution.

To check the portability, the fitted constants are again aeghbetweekl and theZ events, as can be
seen in figure 5.5.2. In general, the resemblance is sdtsyaalthough some degree of discrepancy
is observed. A number of crosschecks are performed to \aliti@ fitting- and smearing procedure:
e pr andn binning effects.

e Increased template statistics.

e Taking into account uncertainty on fit-parameters when defismearing functions.

e Fit smearing distributions and compare with original fit.

Some results from these exercises are shown in Appendix Ae itlsuffices to state that the studies
did not reveal significant problems in the method used.

Figure 5.5.3 shows the results of the template fitting andigerthe unbiasedness of the fitting pro-
cedure. The results are 800+ 0.106 GeV when smearing using the detector response Woamd
80.541+0.105 GeV when using thg detector response function. Both are in compatible thetinpu
value of 80405 GeV.

Unlike the electron case, the muon reconstruction effigietoes not vary significantly over the mo-

4An asymmetric Gaussian with two widths: One accounting f@nés on the right-hand side of the peak, and one
accounting for events on the left-hand side.
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mentum range of interest. As can be seen from figure 5.5.&fflogency is approximately constant
above 10 GeV, varying only slightly between the bareeiH95.8%) and end-cape(= 94.3%) region,
due to increase of material. As the reconstructed muonseapaired to have a momentum above
20 GeV, the efficiency is essentially constant.
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Figure 5.5.4:Left: Muon efficiency as a function qfr forW (red) andZ (blue) events. The hypothesis of a
flat probability in the rang@0— 60 GeVhas been tested to be valid. Right: Muon efficiency ratio bettW
andZ events. Napr dependence is seen, and a linear fit yields a slof§e.00011+ 0.00045, consistent with
zero.

The flatness of the efficiency is expected to be retained upweral hundred GeV, where radiative
losses grow larger than those due to ionization. Using thg-énd-probe” method [D@00a], the
hypothesis of a flat muon efficiency is tested. The uncestaimthe linear fit translates for 15 pb
into a systematic error of:.00045 GeV1.50 GeV'100% 3.6 MeV/% = 8 MeV, which is much less
than in the electron channel, as expected.

By comparing figures 5.4.2 and 5.5.1 it is clear that the mpi§fy p{'U® ratios have less events in the
tail as compared to the corresponding electron distribistiBec/Eirue- Thus the non-Gaussian tall
is smaller in the muon case, and to estimate the impact ofpeofect modeling, the electron result,
dMy /0T = —5.5 MeV/%, can be used as an upper limit of the effect.

5.5.2 Fitting the transverseW mass

Having tested the template fitting of tipé distribution, this section concerns to th&" distribution.

In addition to the lepton transverse momentum residuaisfithequires residuals for the missing mo-
mentum. In terms oFr the detector response is expected to depend on the totaVénase hadronic
activity, S Er(hadrong, (i.e. total and not vectorial sum) and the recoil moment@rpendicular to
the direction of the leptons (cf. figure 5.2.1).

Dividing the hadronic activity into 10 bins in the range [0(8 GeV and the perpendicular recoil
momentum into 10 bins in the range [0;40] GeV, each with antaaél overflow bin, yields a sat-
isfactory description of the missing momentum response.eRample of the residual distributions
can be found in figure 5.5.5. The distributions are well déstt by two Gaussian distributions with
a common mean, and unlike the lepton momentum ratios, theimgisnomentum residuals are not
expected nor observed to have asymmetric tails.
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Figure 5.5.6:Left: Reconstructety¥ distribution (black) along with templates produced witkei mass

hypothesig8.792 GeV(red) andB2.008 GeV(blue). Right:x? value of fitting templates to the reconstructed
distribution as a function of the templat&$ mass hypothesis (compared to the nominal mass). The fitsyield
80.421+ 0.059 GeVin agreement with the input value 80.405 GeV.

Using the above modeling of the missing momentum respdvi$etemplates are produced and the
unbiasedness of the fit is tested. Unlike the lepton caseddii@nal efficiency curve has to be

included, as the missing momentum is calculated for eveenievAs can be seen from figure 5.5.6,
the M¥V templates match the reconstructed distribution, and the dimbiased, giving a fitted value of

M\I\}t = 80.421+0.059 GeV compared to an input valueM§{® = 80.405 GeV.

5.5.3 Fitting the transverseW mass using theZ events for calibration

In the case of transverse mass fitting, the detector resgenst exactly the same fo¥ andZ events.
The discrepancy is in the missing momentum perpendiculdreidepton direction, where the residual
for Z events is slightly biased toward negative values in mostigorations (see figure 5.5.7).

While the missing momentum residual yields the same resulf andW in the direction parallel to
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Figure 5.5.7:Distribution of &t residualsgr" — Er"™°, parallel (left) and perpendicular (right) to the lepton
axis forW andZ decays.
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Figure 5.5.8:Left: ReconstructetihY distribution (black) along with templates produced witle ¥k mass
hypothesig8.792 GeV(red) andB2.008 GeV(blue). Right:x? value of fitting templates to the reconstructed
distribution as a function of thé mass hypothesis. The fit yiel88.347+ 0.060 Ge\, which is one standard
deviation from input value c80.405 Ge\.

the muon, this is not the case in the perpendicular directidrough the shape of the two residuals
are compatible, their means are shifted. The shift is thbtmbe caused by the missing momentum
algorithm, which is not capable of separating the leptoosifthe hadronic recoil to the required level
of precision. This results in a difference between the asgiriolV events and the more symmetec
events. Since the resolution is dominated by the hadroeiilfehis does not change between e
and theZ distributions. The parallel direction is unaffected, as ldpton momentum does not affect
this direction.

This important issue is the topic section 6.3. Here a proeedupresented to assess and quantify the
bias, allowing theZr scale and resolution id andW to be compared despite the significant bias.

Postponing the dealing of the problematic issues and pdingas normal yields the result shown in
figure 5.5.8, which is based on tEeesponse functions. The fit yields.8847+0.060 GeV compared
to an input value of 80.405 GeV. Incidentally, no significhids is observed. However, a better
calibration of the missing momentum scale is needed.
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5.6 Statistical uncertainty as a function of fitting range

As previously stated, the sensitivity to tié mass comes from the Jacobian edge in the fitting dis-
tribution. Generally the Jacobian edge is slightly shafpethe MY" distribution (see figure 5.3.3),
yielding a smaller statistical uncertainty. To test theuafice of the fitting range, three different fitting
ranges have been tested for feandMy” distributions in thaV — pv sample. Since the typicY
values are double that of tmbr values, the size of the fitting range is chosen to be double.rgsult

is shown in table 5.6.1. As can be seen this table pthetatistical uncertainty changes of about 30%

Transverse lepton momenturp, Transvers&V massMY

Fitting range [GeV] 0stat.[MeV] Fitting range [GeV] 0stat.[MeV]
10-70 95.5 20-140 58.7
20-60 106.2 40-120 59.1
30-50 131.0 60-100 61.5

Table 5.6.1:Statistical uncertainty as a function of fitting range ggrandMy" fits. The uncertainties are the
result of the sharpness of the Jacobian edge (see figure.6.4.3

with fitting range, while theM¥V statistical uncertainty is essentially insensitive torduege, and gen-
erally somewhat lower as expected. Considering that masesyatic effects (such as backgrounds,
electron calibration and efficiency, etc.) are largest at tvomenta, a sacrifice ip'T statistical un-
certainty will be countered by a gain in systematic uncetyaiExpanding the fitting range to higher
momenta, e.g. 30-100 GeV yields a statistical uncertaihty0@ MeV, which means that some of the
statistical sensitivity can be regained. For ¥ fit a narrow range is surely preferable. However,
it is not possible to quantify the gain, and optimize therfgtrange, until all systematic uncertainties
have been calculated.



Chapter 6

Calibration using Z events

6.1 Lepton scale and resolution

TheZ boson resonance has been measured very precisely at theurigg the 90’s [ADL"06]. The
Z boson mass and width can be exploited as an absolute re¢ei@determine as precisely as possible
the detector energy scale, its linearity and resolution.

The basic method is rather simple, and consists in compé#nmgosition and width of the observed
mass peak in reconstructed di-lepton events withZHeoson parameters. A shift of the observed
position of the mass peak, with respect to the nonihpéak position, is corrected for by scaling the
detector response, hence determining the detector absstate; the additional spread of the mass
distribution, as compared to the natuzaboson width, is used to estimate the resolution.

The high statistics expected at the LHC however impose a pumibrefinements. First, the scale
obtained as above is averaged over the lepton kinematitrapgavhereas an energy-dependent scale
is needed for a correct description of the Jacobian digidba inW events. Secondly, lepton energy
resolution effects induce a small but non-negligible sinifthe di-lepton invariant mass distribution.
This shift needs to be subtracted before converting theestedasured from th& invariant mass
distribution into the scale used to describe the Jacobiatrilalitions inW events. The resulting
method has been described in detail in [BB06], and is sunz®aielow.

Impact on My from the lepton scale,a; and resolution, gj

Using the electron transverse momentum as observable Jaeapvith varying scale and resolution
are produced. For each choice of the lepton scglethe x? parabola is fitted using the fixed set
of templates. By this, the relation between the fit resulpressed a®My = I\/I\,f\}t — M{{"® and the

fit _ true

relative scalede a; = % is determined, as illustrated in figure 6.1.1(left).
As expected for small systematic effects, the relation betwthe size of the systematic effect and its
impact on théVV mass measurement can be satisfactorily described by a fineldot surprisingly, a

strong dependence is found as the slope of the fit:

My
Orel O

~ eV/%, A.
800 MeV/% (6.1.1)
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Figure 6.1.1: Left: Bias onMy, dMy = MW — M{He, as a function of the relative bias an, daj =

(o — afrue) /qtrue, Right: bias onViy as function of the resolution biag,a = (o™ — ai™e) /gtrue, A
linear dependence is observed in each case, dWlly / 0;e) 0y = 800 MeV/% anddMy /el 0) = 0.8 MeV/%
respectively.

Note that this result means that the error inflicted orMhmnass is directly proportional to the average
lepton scale error (800 MeV/% My /100%). The effect of the resolution is studied by varying the
resolution parameter in the pseudo-data while fitting togees with fixed resolution and collecting
the corresponding values MJ\}t. This provides the relation between the resolution bias thed
resulting bias oviy:
My
Orel O

— 0.8 MeV/% (6.1.2)

as illustrated in figure 6.1.1(right).

6.2 Lepton performance determinationin situ

In this section the algorithms to calibrate the lepton resgousingZ events are reviewed, and the
results are fed back to thdyy fit.

The calibration of the absolute energy/momentuepton scale plays a central role, as it is the largest
systematic uncertainty and the starting point of all ottaibcations.

To first order, a single average lepton scale factor, defisetl & Egeco/ETruth, independently ofy
and pr, can be obtained by demanding that the reconstruc¢teeak matches its known mass.

6.2.1 Average scale and resolution

First a global scale analysis is performed to verify whethmeglecting possible non-linearities in the
response can be expected to induce a significant bias. Illbeing, only to the electron channel
is considered. Fixing the non-Gaussian tail parameters=00.8 andf3 = 5, as expected from the
studies performed in section 5.4.3, templates ofalmesonance are produced by varying the electron
scale and resolution. These response parameters arechfgpiienerator-level electrons as before.
The templates are then fitted to the fully simulaigeak. A very good fit is obtained, as shown in

1These two terms cover the same aspect, but will generallysbd about electrons and muons, respectively.
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Figure 6.2.1: Fully simulated data (dots with error bars), compared toanele resonance template with
o =1, 0 =0.02, and to the best fit.

figure 6.2.1. An average scaling factoraf= 0.9958+ 0.0003, and an average relative resolution of
o = 0.0207+ 0.0003 provide a satisfactory description of the resonance.

The precision of the fit corresponds 6 = 200 pb L.

While this assures the correct lepton scale and resolutio £vents, the energy scale obtained in
this way might not apply t&V events. Because of non-linearities and non-uniformities,different
pr andn distributions inW andZ events can possibly introduce significant bias.

6.2.2 Differential calibration

If needed, an upgrade to a differential calibration can bdopmed, which contrary to the average
calibration includes variations in energy/momenturn, and/or . The key ingredients to such a
calibration are:

» The precise knowledge of themass, width, and decay kinematics.
e The overlap inpr andn of the decay leptons (cf. figure 6.2.3).

e The very large sample &f bosons that will be produced at the LHC.

The calibration uses a large sample of reconstruzted ¢¢ events along with a corresponding sim-
ulated sample (representing the knowledge ofalime-shape). Through a comparison of the two in
bins of the variables of interesp{, n, andg) one can extract the scale and resolution in each of these
bins.

By considering the scale and resolution variationginone can obtain the correct parameters for the
(largely overlapping)V region from theZ region of pr, hence securing linearity of the lepton scale.
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For each event the two leptons are assigned to bared j (choosingi > ) according to energy /
momentum/], and/or@. Based on the lepton bins, events are divided into categrig). For each
category(i, j), the reconstructed sample is compared to the knavine-shape (obtained from the
corresponding simulated sample), and mass resolution functioR;; is obtained from requiring that
its convolution with the theoretical line-shape matches rdconstructed distribution (see equation
6.2.1). Each of thesg mass resolutionR;j are the direct result of combining two lepton momentum
resolutionsR; andR;:

f(Mz)Re®° = f(Mz){"™ @ Rj, Rj = R®R, (6.2.1)

The complicated lepton scale and resolution calibratiantbas be split into two parts, which both
saves computing time and allows for intermediate checkscaadges. Givell lepton bins and thus
lepton resolution functions to determine, there Bre (N +1)/2 Z mass resolution functions, and
thus the over-constrained system can be solved by a gjpbéit. This calibration procedure is il-
lustrated in figure 6.2.2. Because of the non-zgfoof theW andZ bosons (and to a certain extent
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Figure 6.2.2:lllustration of the lepton detector response calibrati@vents from data/simulation (box) are
divided into categories (squares top right) according t réconstructed/trutpr andn of the two leptons,
here eightpr bins and twan bins (barrel B) and end-capH)), as demonstrated (top left). For each category
aZ mass resolution function (bottom middle) is determinedhfrlding it with the simulated distribution to
match the reconstructed one (bottom left). Finally, lepbias and resolution parameters are determined for
each of the3 x 2 = 16 lepton bins, by fitting th&6x 17/2 = 136Z mass resolutions, which each is a result of
the individual lepton resolutions (bottom right).

also their widths), the correlation betwepp andn is diluted. This allows for a determination of the
detector response for all combinations m@f andn, and a large overlap between the high statistics
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calibration constants determined withbosons and used foW bosons. The overlap ipy andn is
shown in figure 6.2.3.
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Figure 6.2.3:Left: n versuspr for muons ofN (blue) andZ (red) decays (normalized to the same number of
events). Right: The ratio between the content of thegfr) cells of theW andZ histogram on the left-hand
side. Note that there is no region in phase space where ttankepf theN andZ events are disjunct - i.e. the
events can be used for calibration in the full phase spad&fmourse the statistics relative to théstatistics
differs depending on andpr.

A simplified version of the above analysis has been performgt the aim of obtaining not the full
resolution functions, but simply their means, which cqomels to the scale (i.e. possible biases).
This means that the resolution functioRsn equation 6.2.1 reduces to calibration constants. The
result of the calibration is shown for both electrons and nwuim figure 6.2.4, along with the scales
obtained from the truth information.

As can be seen from the figure, the simplified calibrationdgehe correct scales in general. Some
fluctuations around the expected values is seen, but thislgy the result of not conducting the full
calibration, which includes the full shapes of the disttitms, and not just their means. Curiously,
the electrons and muons in both barrel and end-cap seem ¢atlhesame scale offset and structure
as a function ofpr.

For the present analysis, the outlined procedure for diffgal in situ calibration has not been at-
tempted, it is presented as a possible extension neededdactualMy, measurement in ATLAS.

6.3 Recoil scale and resolution

TheW andZ bosons are produced similarly and thus one expects the maiarés of remaining part
of the event (i.e. the underlying event) to be alike on astiatil basié. For this reason one can study
the recoil scale and resolution in fully reconstruc#dvents, and apply the results\é events after
performing the relevant verification. QCD events (minimurasband di-jet) will on average have
vanishingFr, which can also be used as a cross check of the hadronic aletesponse.

20ne obvious difference is, the different phase space dlaijlaltimately caused by the difference in #WeandZ boson
masses.
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Figure 6.2.4:Lepton scale constants for electrons (left) and muons frigé obtained from simplified cali-
bration to theZ peak (blue circles) and from truth (black squares). The éight bins are scale constants for
leptons of increasingt reconstructed in the barrel, while the last eight are foséhim the end-cap (see text).
The result is in good agreement with average scale3%58+ 0.0003(indicated by blue line in left plot) found
in section 6.2.1.

The main conceptual difference with respect to the leptaescalibration is, that foEy there is
no immediate overlap between tkié¢ andZ case, whereas for the transverse lepton momentum the
overlap is significant.

To enforce an overlap betwedty in W and Z events and thus give a “handle” to the calibration,
Z — eeevents are considered, artificially removing a lepton, lagrelectron.

As afirst naive attempt the electron removal is performedneffl simply by removing the four vector
of an electron at the analysis level (i.e. after the eveminstuction). The procedure is depicted in
figure 6.3.1. As expected the result of the removal shows pipearance of a significaidr in the

“Z — ev” event. The small and more or less randomly oriented exjdfin vector has been added to
the py of the removed electron and the result is labeledEdliss modin figure 6.3.1.

Assuming that théZr calculation is indeed unbiased, one can in a straightfaweay predict the
impacts of theZr scale and resolution on ttW¥ mass measurement. In this simplified situation, the
systematic effects are given by the uncertainty of the mednnadth of EtMiss modresidual which

in turn are determined solely by tlzestatistics.

Repeating the procedure pictured in figure 6.3.1 for varimastions of the fullZ sample statistics
gives the uncertainties of the peak position and resoludigmending on th& statistics. The points
scales as v#Z as expected and are shown in figure 6.3.2 along with a fit.

Assuming an unbiasel@r calculation, the expected error on Miémass introduced by the imperfect
(but unbiasedr calculation is obtained by scaling figure 6.3.2 to 10%lwhich yield a relative
precision of:5re|or55T =5.10° andde O, = 6-10“ respectively.

The next step is to map the uncertainties of fyemean and resolution into derivatives, which can
be used to estimate the impact on iWemass due tdr scale and resolution. This is done by the
template fitting based on templates of various scadequ and resolutionsd O, respectively. The

result is shown in figure 6.3.3.
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Figure 6.3.1:An electron of & — eeevent is removed and the corresponding transverse momestagded
to the missing energy.
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Impact of Er scale,aET, and resolution, Og,, ON the My measurement

The bias onMyy, is evaluated by systematically varying the recoil scal®dpcing corresponding
pseudo-data samples as discussed in the previous se@iah§itting each sample to perfectly cali-
brated templates. In the form of a derivative, the followdependency of th&ly bias on the recoil
scale and resolution is obtained:

JMw
Orel GET

oM
— —200 MeV/% W _25MeV/%
Orel OET

(6.3.1)

as illustrated in figure 6.3.3.

6.4 Refined estimates: Neutrinofication

In the previous section the lepton was naively removed @fflimplicitly assuming perfect separation
between leptonic and hadronic signals in Brecalculation. I.e. it is assumed that tEe algorithm
must perform equally well regardless of whether Heis low as inZ events of significant as W
events. The fact that the peak in figure 6.3.1 is off-centezgdals that this assumption, in general, is
not justified. To assess the bias a lepton @fevent is removed prior to reconstruction: The lepton is
neutrinoficated This method avoids mixing the lepton and hadron signalschvis a problem of the
currenty algorithm.

To accomplish, a software package is written, entering ¢ieenstruction chain before tli#- calcu-
lation and already at this stage removes the calorimetés cafresponding to Z — eeelectron. The
outline is as follows:

* ReconstrucZ — eeevents using the event selection criteria explained in@eeé&t3.2.

* When a electromagnetic cluster oZa— eeelectron is identified, the energy content of its cells
is replaced by noise as shown in figures 6.4.1 and 6.4.2.
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Figure 6.4.1:Electron cluster removal. The projection of all calorimratell energies onto a plane (i.e. all
layers summed) before (a) and after the modification (b).

Figure 6.4.2: Left: electron cluster in 2 — eeevent. Right: the same calorimeter region, after the cfute
been removed. The energy in each cell belonging to the efectuster is replaced by a number drawn from a
Gaussian with mean and RMS corresponding to detector nosels of the same type.

The cluster corresponding to&A— eeelectron is now removed, and the reconstruction algorithm
sequence proceeds; in particular the clustering-HBndalculation.

When completed th&r of the event and truth electron transverse momentum of #ereh can be
compared - examples of this are shown in the next section.

Note that although the present approach makes use of the MIE the constraint on th& mass
combined with excellent tracking makes a réal> eeevent essentially as good as MC truth and thus
the method is useful in real data as well.

6.4.1 Neutrinofication performance

The lepton removal requires that one can identify and rentbeeelectron signal from the struck
calorimeter cells, and substitute byealistic contribution from noise and hadronic background. Sev-
eral approaches have been tested, such as replacing tleatsoof the electron cluster cells by energy
measured away from any high- object in the event (e.g. at 9@h azimuth), or by the average ex-
pected electronic and hadronic noise. Some results olotaisig different noise algorithms can be
found in Appendix A.3.
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Figure 6.4.3: Take into account the natural topology of the event: Then@varseX direction of flight.
Obviously, one cannot define this system in datdNavents as easily due to the undetected neutrino. However,
the bias introduced by using instead Bevector is considered to be insignificant.

To assist théZr performance group in locating the origin of the bias, as waslto validate the Neutri-
nofication tool, some additional tests are made. Among tteste are:

» Dependence on choice Bf calculation algorithm.
» Dependence on the number of neighboring cells removed.

» Dependence on theEr of the event and the transverse lepton momentum.

The reader is refereed to Appendix A.3 for details on the Nieofication performance. In summary,
the results show that thebject based?r algorithm [ATL08d] (on which figure 6.4.4 is based) has the
smallest bias, and that the number of neighbors removedfaridecof noise algorithm has little or no
influence on the bias. Also, as expected there are clearatores between the magnitude of the bias
andZEy on one side and the transverse lepton momentum on the other.

6.4.2 Results

To determine thdZt resolution and possibly correct for the bias in its measemmthe difference
between reconstructdfl of Z — eeevents before and after the removal of one electron is coeagar
the to the transverse momentum of the removed electron. Azeamaverage value of this distribution
points to a bias in th&r reconstruction.

As was concluded in section 5.5, the conventional coordisgistem tends to conceal the effects of
the event to event bias. Instead the natural frame of thet,ewéth axes parallel|() and perpendicular
(L) to theZ boson transverse momentum, is used as coordinate systerfigeee 6.4.3. Imperfect
calibration ofE£r will show up as biases in these distributions, which can thdrsequently be cor-
rected for within the statistics available. Projecting thissing energy onto the coordinate system
defined in figure 6.4.3 reveals a significant bias as shown imdig.4.4(bottom left).

As can be seen in this example, a bias is observed iEtheconstruction along th2 line of flight.

No bias is observed along the other axis. In this examplec#fibration thus appears correct on
average in the conventional coordinate system, butheeconstruction does not respond correctly
to the event-by-event topology.
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Figure 6.4.4:Top: resolution OE_:|- , projected onto the (x,y) coordinate system, for unmodijfiedi simulated

Z — eeevents. Bottomli} resolution in the|(, L) coordinate system. The absence of bias along the x and y
axes show that the overall calibration is correct on averagigthe observed bias along thewxis, corresponding
to the Z line of flight, indicates imperfect calibration oEthesponse to the event-by-event topology.

Obviously, the correct procedure to resolve, would be tokidown and correct the bias in tiifg al-
gorithm. This, however, is beyond the scope of the preseysis. Instead it is assumed that in time
of the actuaW mass measurement using the transverse mass, this will bectf. Even in this
case, it must be verified that the Neutrinofication approachvalid procedure to obtain th& bias
and resolution, i.e. it must be proved that no bias is addetthd\eutrinofication approach (but also
no bias is removed, that remains up to #&e community). To this end, one approach to quantify
the possible added bias, is to consider the quaBtity fore 1 atter+ Pr(truth) in the two coordinate
projections (where 'before’ and 'after’ refers to beforedaater Neutrinofication). In case bias is
added, this distribution should be off centered, otherwise The results is shown in figure 6.4.5.
From this figure it is concluded that neutrinofication does amd significant bias, and can thus be
assumed to be a valid method to obtain Beresolution and scale. Since tig resolution and scale
break down into the parallel and perpendicular directioaivétives plots corresponding to figure
6.3.3 must be replaced by two dimensional distributionshasvn in figure 6.4.6.

As can be concluded from the present discusskbnreconstruction is a very difficult experimen-
tal algorithm to control, especially to the level of preoisidesired for th&V mass measurement.
Therefore, the estimated impact on iWemass measurements, obtainable either from figure 6.4.6 or
the correspondent one dimensional one (figure 6.3.3) sHmikken as a final aim. Instead, lacking
proof that the sensitivity enhancement provided by indreaghe statistics to 10 fbotcan be fully
exploited, it is assumed that and overall uncertaintySMN(aET,aET) =5 MeV can be reached.

SAlready at the time of writing, part of the bias have been ecied with respect to the presented results. Further
improvements are expected in a near future (ATLAS offlingvgafe release 14).
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Figure 6.4.6:Relation between the uncertainties of the scale and resolution and the corresponding error
introduced on th&/ mass measurement. Data has not been scaled and has a oeso@d MeV.

This is a factor of three higher than the purely statistieadsstivity, and a factor of three smaller than
the systematic uncertainty obtained in recent CDF measamegjCDF07a] based on an integrated
luminosity of 200 pbland about 800d events for calibration of the hadronic recoil.

6.5 Summary of experimental uncertainties atZ = 10 fb—1

The response parameters determined in situ ugiegents (cf. section 6.2) are used to produce tem-
plates of thep'T-spectrum inW events, as shown in figure 6.5.1. The resulting fit yieldlg =
80.466+ 0.110 GeV, with no bias with respect to the true value. This lteshows that for.¥ =

15 pb 1, propagating a global scale determinedzavents does not induce a significant bias in the
analysis. Given this result one can estimate the impacteo$tile and resolution uncertainties on the
W mass measurement using the results presented in sectiandetjuations 6.1.1 and 6.1.2:

1
SM(a)=52. 2M “?ji':;'e: 8.0003.800 MeV/%: 4 / % ~ 4 MeV and correspondingly

ZLsample . 200pb 1
OM(0) =82 M [Zemoe _ 0.0003.0.8 MeV/%- 10f%*1 ~ 1 MeV.

From the fits presented in figures 5.4.2 and 5.5.1 a consegvasitimate of the uncertainty on the
fraction of events in the non-Gaussian tails is given by theeatainty on the fraction between the two
fit function components (Crystal Ball and Bifurcated Gaudgjpically the relative error is- 5% by



6.5 Summary of experimental uncertainties at = 10 fb—* 61

1200 340

320
300
280
260
240
220
200

ol b b b b b by 180 e b by b b b b b by b
P 0.98 0.985 0.99 0.995 1 1.005 1.01 1.015 1.02
t, a

® data

1000

—— W template from Z best fit

800

600

400

200

L R I L R B R B A
b b b b b

N
o
N
a
w
S
w
@
IN
S
IS
5}
3
S
4}
a
o
S
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Table 6.5.1:Summary of experimental systematic uncertainties at 10 ity MeV.

which an estimate of the precision of which the non Gaussiantdraction will be know at 10 fb is

~ 0.2%. The estimated impact on tiémass measurement is then given by equation 5.4.3, the result
is: 0.5 MeV. For electrons, the tails and hence the unceayt@amtheir determination are some larger.
In table 6.5.1 this is taking into account by doubling th@elrased on the muon result. The expected
precision of the in situ efficiency measurement (sectior) ariel equation 5.4.3 imply a systematic
uncertainty on the fit result of abodtMy, = 8 MeV in the muon case. For electrons, [CSC08b] shows
that the electron efficiency can be determined to within 1us¥%g 100 pb?, yielding a corresponding
error of: 15%- 3.6 MeV/% = 5 MeV. Assuming pure statistical nature, the expected uaicey at

10 fb~1 is ~ 0.3 MeV for muons andx 0.5 MeV for electrons. It was not attempted to determine the
recoil calibration in situ. However, a method was presettegssess and evaluate tBealgorithm to

the required level of detail needed for the measuremelkpin this channel. Presently, itis unknown
to which level the ATLASE will be unbiased at the time of tHd,, measurement. Reckoning that a
total absence bias is unlikely, the Tevatron experiencekisig) into account, allowing an estimate of
the systematic error due to the combiriedscale and resolution of 5 MeV.



Chapter 7

Theoretical uncertainties

Below the uncertainties related to imperfect physics miadebf W production are discussed. The
correlation of the mass measurement with\ttievidth, the impact of final state radiation, and biases
in the p}- andMY" distributions induced by¥ andy" distortions are discussed in turn.

7.1 W boson width: My (M'w)

A change in th&V width, 'y, affects the Jacobian edge, and can cause a biasWi thass measure-
ment. To assert the size of this effect, samples with the $&meass, buWW widths varying in the
range 17— 2.5 GeV were produced and subsequently fitted. The relationdmatly and its effect
on theMyy fit result is linear, with a slope depending on the distribntused in the mass fit. Usivg

transverse mass gives:
oMy

=32 MeV/%
dreIrW /
whereas the corresponding result when fitting the leptamstrarse momentum is:
My
=12 MeV/%
dreIrW /

The intrinsic width of theWV resonancd y has been measured to be 21+ 0.041 GeV, while the
Standard Model prediction is@310+ 0.0015 GeV [PDGO06]. It should be taken into account that the
LHC data is expected to improve the precision on\tevidth significantly. Considering previous
measurements, an improvement by roughly a factor five shoeilachievable, leaving the uncertainty
SMw(M'w) =1.3 MeV and 0.5 MeV for thé/¥ and p\- fit, respectively.

Of course, inclusion ofy as a systematic uncertainty in tiié mass measurement is unambitious:
Ny is worthwhile to be measured, providing a test of the stashdawdel in itself. In practiceMyy and
Mw will likely be extracted simultaneously, from two-parametits to the usual distributions.

7.2 QED final state radiation: dMy (QED)

Final state radiation (FSR) causes significant distortafrike naive, lowest ordgrr spectrum of the
W decay leptons. The stability of the theoretical calculati®low is estimated, using th&I0T0S
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Figure 7.2.1: Distribution of the fraction of measured lepton energytieéato the energy in absence of FSR

for PHOTOS in exponentiated mode. All photon energy radiated withimaecof radiusAR = /An2 + Ag? =
0.1, corresponding to the size of reconstructed electromaguokisters is added to the energy of electrons.

Muon momentum is measured bare, after FSR.

program [GWO06] as a benchmark.

The numerical importance of final state radiation is illagtd in figure 7.2.1, which displays the
distribution of the measured lepton energy fraction reato their energy in the absence of FSR.
For electrons, measured via calorimetric clusters, mogh@f(collinearly radiated) photon energy is
collected in the cluster. The momentum of muons tracks, erctimtrary, is measured independently
of any photon radiation. The average muon energy is shifeédwith respect to the initial value,
meaning that ignoring the effect entirely would cause a brasheW mass of about 800 MeV. The
theoretical stability of the calculation is thus of critiG@portance.

In recent versions AfHOTOS, it is possible to switch between several degrees of pagtisie. number

of orders ina. In particular,W andZ boson decays can be simulated with photon emission up to
O(a), O(a?), O(a?), or with photon emission exponentiation - a scheme forutfihg the dominant
terms between orders of expansion [YFS61]. To study the hifferences, about f0events have
been generated for each setting, and for each productiordecaly channeW — lv, Z — I, for

| =e ).

Figure 7.2.2 shows the evolution of the average energyifestR:-sgr =< Econe/ Enorsr>, for suc-
cessive theoretical refinements. The different resultainbtl for electrons and muons reflect the
different methods by which their energy or momentum is meskur he calculation appears stable to
within ~1-2:10~4, the residual differences being compatible with statitituctuations.
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Figure 7.2.2: Development oRrsr=< Econe/ Enorsr> (i.€. average of the distributions of figure 7.2.1), for
variousPHOTOS settings.

To support the above argument, consider Zngoson mass measurement at LEP1 [ADB]. Sim-
ilarly to the case for ATLAS, QED corrections, in the form aiitial state radiation off the electron
beams, have a large impact on thdine-shape, inducing a decrease of the cross-section aftabo
30%, and a shift of the peak position of about 100 MeV. Newes, the theoretical uncertainty on
these effects are estimated to 0.3 MeV, compared to a to@a$umement uncertainty of 2.1 MeV. The
theory of QED radiation thus carries negligible uncertaint

For the QED inducedW/y uncertainty to be as small, the event generators used tagpedthe tem-
plates thus need to have similar theoretical accuracy, tétadditional complication that the present
analysis requires an exclusive description of the finaksfiat., a complete description of the photon
distributions), whereas th# line-shape analysis only relies on the effective energphefiteams after
radiation. In [NWO06], the accuracy of tieI0T0S algorithm is upgraded to NLO accuracy. Similarly,
the HORACE event generator [CMNTO04] contains QED and weak correcttor’§LO accuracy. Both
programs implement photon emission exponentiation.

It is therefore assumed that ultimatedy (QED) < 1 MeV can be reached. This assumption is
conditioned by the availability of the necessary tools indifor the measurement.

Finally note that’v andZ events behave differently under QED radiation, as illustfan figure 7.2.3.
The average energy fraction fhevents is 5-710~2 smaller than iW events, depending on the final
state. The energy scale measurement (cf. chapter 6) alW tinass measurement should properly
account for the difference in the respective QED radiatiatigons. This will be discussed further in
section 8.4.
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Figure 7.2.3: Difference betweew andZ events of the averages of figure 7.2.2, for varipdB8T0S settings
(see text).

7.3 W distributions

TheW rapidity and transverse momentum distributions resuttiftbe interplay of the proton structure
functions, and strong interaction effects at Weproduction vertex. To simplify the discussion, the
longitudinal and transverse distributions are considemdépendently, as respective results of parton
distributions and QCD higher orders.

7.3.1 Rapidity distribution: My (YV)

TheW rapidity distribution is essentially driven by the protoarfon density functions (PDFs). The
study is based on the CTEQ6.1 structure functions set82P which provide, in addition to the global
best fit, PDFs corresponding to the variation of each dialguerameter (i.e., the linear combination of
input parameters that diagonalize the covariance matyix}b standard deviation. The PDF-induced
uncertainty for an observable is obtained by computingatse with all sets, taking the central value
as given by the best fit, and quadratically summing the biéséh respect to the best fit value)
obtained from the uncertainty sets.

As illustrated in figure 7.3.1 (see also{B7a]), the current PDF uncertainties induce an uncertainty
in theW rapidity distributions which, through acceptance effeptepagates a systematic uncertainty
on theW mass determination of25 MeV. Below an attempt to estimate how this will improvetwit
the LHC data is presented.

Atthe LHC,W andZ particles are essentially produced through sea quarlaictiens; the influence of
valence quarks is small. Low-high-Q? sea quarks mainly evolve from higherdowerQ? gluons, and
a consequence from perturbative QCD flavor symmetry is thabunitial asymmetries and heavy-
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Figure 7.3.1:Bias onMy obtained when varying the proton PDFs within their uncettaé. Each point on
the abscissa corresponds to a given PDF set: Set 0 is thetbastifgives 0 bias by definition; sets 1-40 are the
uncertainty sets, each inducing a given bia®ipn The total uncertainty oWy is given by the quadratic sum
of the biases, givingMy ~ 25 MeV.

quark mass effects, the different quark flavors should beesgmted democratically. This then implies,
that the impact of sea quark PDF uncertainties\bandZ production should be very similar. In other

words, when varying PDFs within their uncertainties, onpests a strong correlation between the
induced variations of th&/ andZ distributions.

This is confirmed by figure 7.3.2(lett) which shows the correlation between the widths of \tiie
and Z boson rapidity distributions. It is chosen to use the distions RMS, denoted)‘,’v and ayz,

to quantify their width. The spread of the points represénéscurrent uncertainty on th& andZ
rapidity distributions, and the error bars on each pointespnt the expected precision of a measure-
ment exploiting 10 fo* of LHC data. The current CTEQS6.1 predictiony” = 2.16+0.03, will be
refined to a precision oiiog,z = 0.001. Exploiting figure 7.3.2 (right), which quantifies theretation
betweeno;,"’ and oyz, this can be translated into a prediction of theboson rapidity distribution,
5a,’ =0.0013, to be compared to the current predictai = 2.24+0.03.

From the above arguments it seems reasonable to expect eovienpent on the& rapidity distribution
by a factor~30. This is also illustrated in figure 7.3.3, where two extegpnedictions (with current
knowledge) of theZ rapidity distribution are compared with an example disttibn representing the
same measurement. Given the residual decorrelation betine®/ andZ distributions, this translates
into an improvement on thé/ rapidity distribution by a factor 23.

Starting with SMw (W) ~25 MeV, putting in a precise measurement of #heapidity distribution
at the LHC, and exploiting the strong correlation betweem\h and Z production mechanisms,
the final uncertainty from the description of theé rapidity distribution is thus anticipated to be:
OMw (yw) ~1 MeV.

In practice, the analysis will of course proceed via a forQ&D analysis to the LHC data: The

1This plot is reminiscent from figure 2 in [Nad05], displayisignilar correlations in the production rates. Note that for
the present purpose, normalizations are irrelevant amadst is only in the distributions.
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Figure 7.3.2: Left: Correlation between the/ andZ rapidity distributions, estimated via their spreads in
rapidity o,' and oy, when varying the CTEQ6.1 PDFs within their uncertaintide fitted pseudo-data is
scaled to an integrated luminosity of 10 tb Right: Distribution of the ratiwg,’v / ayz, again varying the PDFs
within their uncertainties. The spread of the ratio disttibn is4- 104,
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Figure 7.3.3: The line histograms represent two extreme predictionshfeZtrapidity distribution, as given
by the CTEQG6.1 PDF sets. The points are pseudo-data, obtaittethe central set, and scaled to an integrated
luminosity of 10 fb L.
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Figure 7.3.4: Upper plot: The outer histogram represents the completditglistribution forW production
atthe LHC,; the inner histogram represents the range selégtéhe conditionn,| < 2.5. Lower plot: The outer
histogram represents the complete rapidity distributimriZf events. The innermost histogram is obtained re-
quiring two decay leptons withiim, | < 2.5, the intermediate histogram is obtained when allowing deeteon
within |n;| < 4.9. The two symmetric histograms at high rapidity correspanthe LHCb muon acceptance.

measured differential cross-sectional/dy, together with other measurements, will be fed to parton
distribution fits, and the systematdviy (yV) from the improved PDF sets will be evaluated as above.
The present discussion however allows to estimate the eghémprovement while avoiding these
complications.

Note also thaZ rapidity distribution can be analyzed over a domain thalyfiricludes the range
relevant forW production. The usua acceptance, given by) | < 2.5 for both decay leptons, can
be extended in the electron channel by allowing one of thetrelles to be detected withime| < 4.9.

In addition, high-rapidityZ events will be produced and detected at LHCb [Lb03] (for epl@nthe
geometric acceptance of the muon detector is approximatély: |n,| < 4.8). Accounting for this,
and as illustrated in figure 7.3.4, th¥ rapidity range selected for tHdy, measurement is entirely
included in theZ. This remains true in terms of the parton momentum fractions

The above results are partly consequences of the assumeddlay charge symmetry in the low-
proton; notably, the parton parameterizations used in theified above assume thik) = d(x) =
u(x) = u(x) at lowx, ands= sat allx. This implies the strong correlation discussed above gsihe
Z production rate is proportional tau+dd+ ..., and theW rate is proportional tad + du+.... Itis
thus important to quantify the dependence of the result esdlinypotheses.

The anti-quark flavor asymmetry—d was measured to be non-zero in the regid®16 < x < 0.35,
and Q? ~ 50 Ge\? [NA5194, NS01], in contradiction with the flavor symmetrysamption. The
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relative asymmetry(U—d)/(U+d), is however of the order 102, decreasing towards high&?.
Starting fromu = d and full correlation betweeW andZ production (i.eW andZ distributions have
the same rate of change under PDF variations}, d induces a decorrelation of ordéu—d)/(u+

d) x (u—d)/(u+d), where both factors are of order 19(see for example figure 1 in {@2]). Hence,
even in the presence of non-vanishing d, the freedom of th&V distributions is very limited oncg&
ones have been precisely measured. Thus it is assumedétestiimates remain correct; nevertheless,
measurements of th& charge asymmetry, sensitive to-d, will allow to verify this hypothesis.
Additional information will be provided by measurindy in W andW— events separately.

7.3.2  Transverse momentum distribution: SMy (p¥)

The prediction of vector bosopr distributions at hadron colliders has long been an active su
ject [CSS85, MS99, BNOYO05]. It is also a crucial input for tAemass analysis, especially when
using thep| observable. Below the impact @ uncertainties on thé/ mass determination is dis-
cussed.

The measurabl@‘-’r" and p% distributions are the result of several effects, most rigt#ie repeated,
partly non-perturbative parton radiation occurring in trensition from the low@? proton towards
the hard process (commonly referred to as parton showelQGC® resummation). Another source
is the transverse momentum intrinsic to the partons in tb&opr Rather, reckoning that although
andZ production differ in several respects (the coupling toidhipartons is different in both phase
space and flavor), the non-perturbative mechanisms arensaly it is evaluated how precisely their
combined effect can be measured in neutral current evamishaw this improves th@/ predictions.
Notice that heavy flavor PDFs have caused only a small ddabaie betweeW andZ events in the
previous section; this is assumed to remain true in thisudision.

The relation between the biases in the modelingﬁ?ﬂfand the measurement by is investigated
by applying scaling factors to tlmyr" distributions in the pseudo-data, deducing the corresjpgrmlr
distributions, and fittingviy against un-distorted templates. The biadviy appears to be a linear
function of thep‘-’r" mis-modeling, with a slope of order 0.3, meaning a 3 MeV biatsp\ﬁf results in
a1 MeV bias oM\, when exploiting thep| distribution for theW mass measurement (whst! is
used, the effect is negligible).

Neutral current di-lepton events allow to measure pliﬁedistribution, as a function of mass, over a
large mass range. Assuming usual selectigiswill be measured precisely for 30 Ge¥ My <
200 GeV. This large lever arm, in addition to the very preds¢ermination ofp¥ on theZ peak,
provides a precise control @ whenM,; ~ My. This is illustrated in figure 7.3.5, which displays the
di-lepton mass dependence of its average transverse mmnmentp# >.

On theZ peak, p! will be known to about 7 MeV with an integrated luminosity df 1. Thanks
to the Drell-Yan continuum, the accuracy in the regionMyf; is still ~8 MeV. This leads to an
uncertainty oriviyy of about 3 MeV.

Arguably, thep¥ distribution can not be summarized by its mean value. Howerehe low p¥
region, it can be empirically described by a two-parametarction. As an exercise, the mass-
dependence of the parameters were determined on Drell-¥amtsg their values and uncertainties
in the My region were used to produgé pseudo-data as above, and corresponding fidjovere
performed. The spread iy resulting from the uncertainty in the empirical parametges found
compatible with the above estimate.
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Figure 7.3.5:Left: Di-lepton invariant mass spectrum, from inclusiveitral current events/and Z exchange
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Chapter 8

Environmental uncertainties

8.1 Backgrounds

The leptonicW final states benefit from low backgrounds. The dominant dmutions come from
similar vector boson decay®y/ — 1(— Ivv)v, Z — Il (where one lepton is not reconstructed), and
Z — 1(—lvv)1. QCD di-jet events will, despite their large cross-sectioot be dominant due to the
good particle identification capability of the ATLAS detefATL97a]. The backgrounds fromt and
WTW~ events are negligible.

If the size and shape of the backgrounds would be perfectbyvkin they would not affect thgv
mass measurement, as they could be included in the templakessystematic error ol arises
from uncertainties on the background shape and normaiizati the fitting range of th@\, andM¥
spectra.

Uncertainties on th&/ andZ background size, relative to the signal size, depend orsesestions,
branching fractions and acceptances. These are obtaiosd[RDGO06] and take into account the
studies described in sections 5.4.3 and 7.3. Note that itmagino the studies presented until now, the
background uncertainty does not scale with statistics.

The background shapes are determined from simulation, @ndssentially unaffected by variations
in the production, decay, and resolution model. For QCD bemlnd, as a separate study, both nor-
malization and shape will have to be measured directly fioendata. Thep!- distributions, including
signal and backgrounds, are illustrated in figure 8.1.1.

W — tv events: The largest background is froli — tv events, where the decays leptonically.
This background is irreducible, as the final state is idahtic the signal; however, due to the addi-
tional neutrinos, itsp'T andl\/|¥" are on average lower, leaving only a tail into the fitting nDespite
being the main background, its uncertainty is small, as erdgcay parameters and the acceptance
enter, with respective uncertainties of 1.0% and 2.5%.

Z — 1l events: The second largest background is fram— Il events, where one lepton is either
undetected or not identified. The latter background can eced using & veto rejecting events,
where the lepton and a second isolated object (track antifstec) forms an object with an invariant
mass between 80 and 100 GeV (see figure 8.1.2). Due to the highk of theZ boson, thep'T
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Figure 8.1.1: Signal and backgroundin tfpé distributions, fokNM — ev (left) andW — pv (right). The upper
histogram is the signal; the lower histograms correspamy bottom to top, t& — 11, Z — I, W — TV.

distribution extends well into the fitting range. Th&Y distribution is less affected due to the low of
missing momentum in these events.

The size of this background has uncertainties from\th® Z cross-section rati®yz (1.8%),Z veto
efficiency uncertainty (2.0%) and the acceptance uncéytédih5%). It is expected to be larger for
muons than for electrons, as the former cannot be vetodd for 2.7 and thus contribute significantly

to ET.

Z — 17 events: A small background originates from tle— 17 process, where onedecays lep-
tonically, while the other is not identified. While the cressction for such a process is small, it can
contain significanr and is thus likely to pass th& selection criteria. The largest uncertainty in
the size of this background comes from thdetector response (5.0%), along with cross-section ratio
Rwz (1.8%), and acceptance (2.5%) uncertainties.

The expected background from boson events is summarizedblie 8.1.1.

Electron channel Muon channel

Process  Fraction [%)] Process  Fraction [%]
W — ev 97.8 W — uv 93.9

W — v 1.4 W — tv 1.4
Z—ee 0.7 Z— uu 3.9
Z—TT 0.1 Z— 1T 0.2

Table 8.1.1:Signal and expected bosonic backgrounds fractions afteevent selection described in sec-
tion 5.3.2 and in the\. range [30;60] GeV.

QCD events: Due to theoretical difficulties, the QCD background can r@bbtained reliably from
simulation. It will thus have to be measured directly frontedd-or the Run W mass measurement at
CDF, this background was estimated to a precision 60% [Gor98], limited by lepton identification
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Figure 8.1.2: Distribution of invariant mass between lepton and a secsaidied object (track and/or cluster)
inZ — 1l events. Events in the range 80-100 GeV are rejected.

performances and statistics. At ATLAS, a precision~0fl0% is assumed in the electron channel,
where this background is expected to be significant. Thenasdumprovement is justified by the
superior granularity and better electron identificatioauléng from the good resolution of the elec-
tromagnetic calorimeter [ATL97a]. The muon final state ssleontaminated by jet events, muons
being measured behind all calorimetry. A specific backgdoisrhowever constituted by muons from
hadron decays in flight. As there is presently no reliable suea of the uncertainty on this back-
ground, the results implicitly assume it is small. It shobklstressed that these estimates are essen-
tially qualitative. A realistic estimate of their impact time measurement will only be possible with
data.

Overall impact: As mentioned, the background shapes are determined froniation. They are
essentially unaffected by variations in the productiorgageand resolution model. For QCD back-
ground, as a separate study, both normalization and shdigeawe to be measured directly from the
data. First the overall impact of the backgrounds is asdesEbre backgrounds remaining after the
selection described in section 5.3.2 are given in tablel84dnd thepr spectrum of each process is
shown in figure 8.1.1.

Ignoring the background altogether in the templates leaddiasdMy = —10 MeV. This is however
the result of a conspiracy: Th& — v background alone gives a bias-e80 MeV, while theZ — ¢¢
background gives a bias af70 MeV; both sources of background can vary independentllyimvihe
uncertainties given above. The other backgrounds havegidglimpact. Thus, the estimated bias
per percent relative error on the background normalizaftdrecked to scale linearly with the size of
the background) is:

dMW/dNTV—bkg — _08 MeV/%, (811)
dMW/dNN—bkg = 0.7 MeV/%. (812)

For completeness and in spite of the mentioned difficulties jmpact on thély measurement from
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the QCD background is taken from [ATL08b] to be:

My /0Nocp wy =  0.05 MeV/%. (8.1.3)

Note that the backgrounds are evaluated by fitting the teemssveptorpy distribution and assumed to
be valid also in the transverse mass fit. This of course neetme the case, but there is little reason
to suspect that the transverse mass distribution shoufdrssifjnificantly more from backgrounds
than thep!- distribution.

8.2 Pileup and underlying event

The soft hadronic activity accompanying the hard processgédtlying event), and the overlap with
soft events produced in the same bunch crossing (pile-ugrgee additional particles that contribute
to the detector occupancy. In particular, the addition&raaetric energy overlaps with the electron
signal and distorts the scale measurement.

Typically, a soft event produces about 10 particles per tamidity (integrated ovep), with average
transverse momentumpr ~ 500 MeV [M*05a, M"05b]. An electron cluster of typical siz&n x
Ap ~ 0.1 x 0.1 is expected to contain about 40 MeV of hadronic backgrotmte subtracted from
the electron signal.

In particular, the hadronic background may have a non-gitigi Q°-dependence, generating a non-
universality betweeflV andZ events. These effects are small, but need to be properlyuatsmd for
when aiming at a precision on the absolute scal@mfa ~ 2-107°.

This aspect was not studied here, but the argument of [ATLi87allowed. By measuring the energy
flow away from any highpr objects, as a function af, independently iWW andZ events, a 2%
precision on the hadronic energy flow looks achievable. Suddsult would bring down the size of
the effect from 40 MeV to about 1 MeV.

Thus, it is concluded that although soft hadronic inteargigenerate shifts in the energy measure-
ments which are large compared to the statistical sertgitwiMyy, these shifts can be measured in the
data with sufficient accuracy. The final contributiondiglyy, is small. This source affects the electron
scale and the recoil measurement; the muon scale is notedfec

8.3 Beam crossing angle

According to the specifications of the LHC accelerator, th@gn beams are brought to collision at
an crossing angle of 142 srad [BHO99]. In terms of momentum, this translates into a0rGeV/c
1425-10 8 ~ 1 GeV/c boost in the horizontal plane, per beam proton. Instheulation however,
protons collide head-on, giving rise to a systematic shifp} of all particles produced. In addition,
the simulation fails to take into account the momentum-apreaf the beam particles - an effect which
might increase the smearing of the quantities used fokth@ass determination. In order to study
the bias introduced to th& mass measurement from these sources, software was develtpeing

to boost and smear the four vectors of the particles prodircactollision [KI1i08]. The modification
takes place at the generation level - i.e. before passingeherated particles through the detector.
Since any realistic boost or smearing is merely a pertuhatf the usual event record, the detector in
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Figure 8.3.1: Distribution of difference in the transvers& momentum resulting from the boost,
ApW _ pW _ pboost
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assumed to respond similarly in the two cases. For this reastudy was performed using ResiZgs
andW samples, where larger statistics can be afforded [BY97iigure 8.3.1 is shown the difference
in the transvers®/ momentum resulting from the boost. Obviously the boost eausshift inp)/
and thereforep, in the individual event, but what is important for the presamalysis is, that on the
averagep’ is approximately unaffected by the boost, as it should beast of the effect is averaged
out by the rotational symmetry. By this, as mafs increase- as decrease thpﬁ, and by the same
amount (in average). Note that the magnitude of the spread @e would expect fromy which
has central value aroungy = My /ppeam~ 0.006, by which the expected central difference is:
Xw - 2 GeV/c~ 11 MeV/c - coinciding with the peaks observed in figure 8.3.1.

The size of the effect is estimated as usual, by includingofietin the pseudo-data and letting the
templates unchanged. The effect is found to be smaller tHameéV.

The beam spread has an influencé/@revents similar to that of the beam crossing angle: The indi-
vidual events may be shifted im,, whereas< p, > is unchanged. Since the magnitude of the shift
is expected to be smaller yet than in the case of beam crossigig, it is concluded that also this
contribution to the systematic error is insignificant.

During the study of the influence of the beam crossing angleW mass measurement a software
package was developed. Since, the beam crossing angle iead sgespite its little influence on the
W mass measurement, in principle affects all ATLAS analy#escode has been made public and is
part of the standard ATLAS offline software repository. Theection of the tool to the remaining
ATLAS reconstruction chain is depicted in figure 8.3.2. Theltcan be steered, so that not only can

=

Figure 8.3.2: The EventBoost algorithm. See [KIi08] for details.

the events be boosted according to the LHC machine spewmfisaialso the bunches can be smeared
either as Gaussian ellipsoids or boxes. Itis yet unknowrckvbf the two (if any) is the more realistic,
and of course other bunch shapes are easily implemented.
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Figure 8.4.1: Bias onMz obtained when varying the proton PDFs within their uncettas. Each point on
the abscissa corresponds to a given PDF set: Set 0 is thetbastifgives 0 bias by definition; sets 1-40 are the
uncertainty sets, each inducing a given biasvgn The total uncertainty is given by the quadratic sum of the
biases. The result igMz ~ 2.5 MeV.

8.4 Correlations

So far, all main sources of systematic uncertainties hawen evestigated independently. Before
moving to the combination of the results, it needs to be axd#@ whether important correlations are
to be expected between the sources. It is however beyonadipe ®f this work to discuss this issue
extensively, and this section concerns only the most inapbxamples.

The uncertainty related to the absolute scale has the sisohgyer arm on the determination My
(dMw/da = 1). Therefore, it is investigated below whether uncertagtvhich affect th&V mass
measurement can also bias the absolute scale.

8.4.1 Absolute scale vs. PDFs

Z boson mass templates are produced with the CTEQ®6.1 cestrainsl compared to pseudo-data
produced with the 40 uncertainty sets. The results of the #0afie displayed in figure 8.4.1, in
the form of biases with respect to position of the mass peé&kirdd in the templates. The CTEQ6.1
uncertainty sets induce typical biases-@.5 MeV with respect to the central value. Summing over all
uncertainty sets gives a total scale uncertainty of ab&mV. This translates intdMyy ~ 2.2 MeV.

In other words, with current knowledge, the PDF uncertesinduce a direct systematic uncertainty
of about 25 MeV via distortions of th&/ distributions (cf. section 7.3.1), and an indirect undatia
of 2.2 MeV via distortions of th& line-shape, propagating to the absolute scale deterromati

Hence, the conclusions of section 7.3.1 are essentiallhanged. Using measurements of the
boson distributions, the PDF induced systematic uncéytaimould drop to about 1 MeV.



8.5 Impact on theW mass measurement a4

8.4.2 Absolute scale vs. QED corrections

QED corrections affect the determination of the absoluédesin two ways.

First, as was mentioned in section 7.2, the obsekikedndZ decay lepton spectra are strongly af-
fected by photon emission. This effect needs to be takereictount properly when producing tie
mass templates. In muon final states, the theoretical lligimhs are based on the final muons, after
simulation of the QED photon emissions. Final state elestrcan not be separated experimentally
from the mostly collinear photons. Hence, the simulatioadseto reproduce this recombination pre-
cisely. This demands precise theoretical control of thet@hdalistributions, an aspect which seems
under sufficient control (cf. section 7.2). Likewise, a psecdescription of the detector geometry
and electromagnetic calorimeter (EMC) shower developriretite simulation are needed to properly
simulate the fraction of photon energy recombined in a g&fectron cluster.

Secondly, as a consequence of the above, the absolute straleted fromZ events actually corre-
sponds to a mixture of photons and electrons. In ATLAS, thea#sponse to electrons and photons
is different by about 1%, an effect coming from calorimeteometry (because their showers develop
differently, electrons and photons of a given energy do iie¢l” the same sampling fraction) and
from the passive material in front of the EMC, which causatyeshowers or conversions, with dif-
ferent probabilities for both particle types [ATL96b]. & thus important to know wheth&y andZ
behave similarly in this respect, and if any difference idlwederstood theoretically.

As is shown in figure 8.4.2, the electron energy fraction gcgbmagnetic clusters differs by about
0.6% betweerWW andZ events, meaning that the energy scale measuretl aments needs to be
corrected by a factor 196.6% = 6-10"°.

Failing to take this factor into account would induce a bias-b MeV on theMyy fit. However,
figure 8.4.2 also shows a good stability of the theoreticaljmtion. Hence, although this correction
is not negligible, it does not carry a significant uncertgint

8.5 Impact on theW mass measurement

Below the main results are summarized. Table 8.5.1 redadisrtain systematic contributions to the
p-- andMY-basedVly, measurement, with 10 fi§ of data. In both tables, numbers are given for the
electron and muon channels separately when applicable.

The major difficulty is, as expected, the determination efdbsolute energy scale of the experiment.
The analysis of th& peak however allows to strongly constrain this uncertaintye analysis is
non trivial, because in addition to ti& mass parameters, many other effects enter the theoretical
description of the line-shape; most notably, QED radiatidithough the effect is large, the theoretical
understanding is adequate, as the LEPfhass measurement indicates. Thenass relies on an
analytical formulation of the QED corrections; thémass measurement at the LHC however requires
a complete MC implementation at the same level of precision.

The electron channel appears somewhat more difficult thamthon channel. The first reason is
the pr-dependent electron identification efficiency, which distdhe Jacobian distributions. This
effect is essentially absent in the muon channel. The se@awbn is again related to QED radiation:
Since the muons do not recombine with the emitted photomrsd#scription of the effect is purely
theoretical. In the case of electrons, a large fraction efrtidiated energy is included in the electron
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Figure 8.4.2: For electron final states W andZ events, the energy fractid® deposited by electrons in
reconstructed electromagnetic clusterslis photon energy), for variolB10T0S settings (see section 7.2).

cluster. Determining this fraction requires a precise dpson of the detector geometry, and reliable
simulation of electromagnetic showers.

The uncertainties related to the description of yend p¥ distributions are estimated to be small
once thez differential cross-section has been measured. The largesining systematic comes
from the modeling ofo%, in the p-based measurement, contributing a 3 MeV uncertainty. Mi¥fe
measurement is more stable in this respect. This advantagesver, is compensated by additional
experimental complications related to the experimentatrob of theFr reconstruction. As discussed
in section 7.3, this result relies on the assumption of ligerk flavor and charge symmetry in the
low-x, high-Q? proton. Relaxing these hypotheses within bounds allowedhbyexisting data is
presumably unlikely to invalidate the result.

Backgrounds contribute an uncertairdiilyy ~ 2 MeV. Of all components, the background from jet
production is the least well known, but its contribution igected to be small. The possible impact
of cosmic rays and hadron decays in flight, which occur in thiemchannels, is not investigated, but
Tevatron experience indicates the impact is small [CDF07a]

The most questionable uncertainties are the recoil scaleesvlution. The estimates presented are
based on the assumption of a totally unbiaBedvaluation. A method has been presented to evaluate
the possible bias ofr in data, and it is likely that this will indicate that a sigo#int systematic
uncertainty must be added in théY measurement. However, at the present time, it is not passibl
to estimate this systematic error with any certainty, amteéfore the number quoted in table 8.5.1 is
based on the Tevatron experience.

All'in all, a total uncertainty of 6- 7 MeV can be achieved, in each channel, using eithep#hef
theMYmethod, with the equivalent of 10 b of data. Most sources of systematic uncertainty are ex-
pected (and assumed) to scale with the accumulatgdtistics; notable exceptions are backgrounds,
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QED radiative corrections and the underlying event. Theimtdbution to dMyy is however sub-
dominant. Combining channels, and allowing for more datee can therefore expect further im-
provement.

8.6 Conclusions and perspectives

The most important systematic uncertainties affectingthenass determination at the ATLAS ex-
periment have been investigated. It is found that the aisatfZ production constrains most of the
systematic uncertainties to a total of-& MeV per channel, exploiting 10 f of data. Increasing

statistics may allow to move towar@ddviyy ~ dMz, an absolute lower bound on the LHC timescale.

Among all investigated sources of systematic uncertainty,items in particular rely on assumptions.
The first one concerns the treatment of QED radiation. Itgsied that the theory is under very good
control, having notably allowed a very precigdenass measurement at LEP1, where QED effects are
large, but the uncertainties finally have an almost nedkgiiontribution. To preserve this situation at
the LHC, theMy, measurement requires QED simulation tools providing timeeskevel of accuracy.

The second assumption concerns the effect of the light sgamastry in the proton. Relaxing the
symmetry assumption in use in the current global QCD fits vallse some decorrelation between
W and Z production at the LHC. This decorrelation is expected to el but will have to be
measured using the LHC experiments, notably using the itgglépendentV charge asymmetry,
(ow+ — ow-)/(ow+ + ow- ), and the study of associatéd + charm production.

A number of obvious sources have not been studied explicitiiably the underlying event (affecting
the electron energy scale) awd polarization effects (affecting the leptonic angular wigttions). It
is believed these mechanisms can be brought under suffimbertitol, on the time scale of the LHC
measurement d¥iyy.

The results presented here have only explodddoson measurements. Many other robust calibra-
tion processes exist, that give additional constraintshendetector performance and on the physics
mechanisms influencing/ production. While first providing a way to verify the robusss of theZ-
based calibrations, these processes can help to reducedbrainties further in the case of consistent
results. These refinements are reserved to the analysis &rthcoming ATLAS data.

Note that CMS is expected to achieve similar sensitivity akAS with mostly uncorrelated system-
atics (since the lepton scale determination causes thesiaegror) [B-07b].
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Source Effect OMy /Ore1a [MeV/%] Sl [%0] oMy [MeV]
Prod. Model W width 1.2 0.4 0.5
yWdistribution — — 1
p¥ distribution - - 3
QED radiation — — <1
Lepton measurement Scale & lin. 800 0.005 4
Resolution 1 1.0 1
Efficiency 3.6 0.15(e) 0.5(e); 0.3
Tails — — 1(e); 0.5 ()
Recoil measurement  Scale — — —
Resolution — — —
Backgrounds TV -0.8 2 1.6
Il 0.7 2 14
QCD events 0.05 10 0.5
Pile-up and U.E <1 (e);~0(u)
Beam crossing angle <0.1
Total (ph) ~6
Source Effect OMy /Ore1a [MeV/%] Sl [%0] oMy [MeV]
Prod. Model W width 3.2 0.4 1.3
yWdistribution — — 1
pW distribution - - 1
QED radiation — — <1
Lepton measurement Scale & lin. 800 0.005 4
Resolution 1 1.0 1
Efficiency 3.6 0.15(e) 0.5(e); 0.3
Tails — — 1(e); 0.5 ()
Recoil measurement  Scale -200 — —
Resolution -25 — —
Combined — — 5
Backgrounds TV -0.8 2 1.6
Il 0.7 2 14
QCD events 0.05 10 0.5
Pile-up and U.E <1 (e);~0(u)
Beam crossing angle <0.1
Total (VM) ~7

Table 8.5.1:Breakdown of systematic uncertainties affectinghkg¢ measurement, when using tp'e distri-

bution (top) and the/I¥V distribution (bottom). The projected valuesd@fia are given for a single channel and
assume an integrated luminosity of 10th
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Introduction to Part Il

The precision measurement of hemass discussed in the previous chapters relies on the penime

of all sub-detector systems and their description in thensok. This part of the thesis concerns itself
with the simulation of the ATLAS experiment - in particuldret TRT sub-detector. Since this sub-
detector contributes to the momentum resolution about ashraa the Pixel and SCT combined, the
TRT, including accurate simulations of its performancepfisntegral importance for th&/ mass
measurement, as well as for many other ATLAS analyzes. Asudged in section 8.4, accurate
knowledge of the detector geometry with respect to bottvaaind non-active material is important
when estimating the systematic error g, arising from QED corrections.

In chapter 9, the implementation of the detector geomettigarsimulation is introduced. Summarized
in this chapter is also the software implementation of thd GRometry as it appears after an update
based on survey data from the TRT assembly. In chapter 1@jgfization scheme used inthe TRT is
discussed, focusing on a number of updates in the undenyimdel, which have been implemented.
The results of these updates are in chapter 11 compared @rithsponding results obtained in test-
beam data. The transition radiation model, and a tune todime $s presented in chapter 12, whereas
an example of the usage of the TRT for reconstruction of photmversions is presented in chapter
13. One expected application of this is in situ updates oflétector geometry, but before entering this
discussion, the next chapter describes how the initial gdignis determined, and how it is described
in the software.



Chapter 9

Simulation and detector description

In order for the ATLAS experiment to be a useful tool to gairokiedge of the physics taking place
during and after the collision of two proton beams, the satiah of the detector response is of utmost
importance. The complexity of not only the final states babahe detector itself calls for precision
simulation allowing for detailed comparisons with data.

The simulation of events proceeds in several steps: Fisiteyenerators simulate the primary hard
physics process. The output in terms of particle types aanl thur vectors is subsequently passed
to the detector simulation which propagates the partidiesugh the detector while simulating its
interactions with the traversed material. For interactiarith active material - i.e. some sub-detector
volume, the position, time and energy deposit is recorded ‘@smulation hit” (simhit). Based on
collections ofsimhitsthe task for the digitization is to simulate the detectopse as it would
appear in the real detector. Finally tracks, clusters ete.faund by the reconstruction algorithms
regardless of whether the input is that coming from the igiion software or from the real detector.

Event generation: In the ATLAS experiment a number of specialized event gdanesaare used,
each favored for some special application. However, mogsiph groups have some usage of multi-
purpose event generators suchPgshia [SLMS03] andHerwig [C*02] - at least to generate QCD
background samples. Quite often the specialized eventgiens are linked to general purpose toolk-
its, which then take care of the hadronization of the undeglygoft event.

Detector simulation: As opposed to event generators, the detector descriptidrdetector simula-
tion takes place centrally using respectively the GeoM¢@@&0D4, Bou03] andiEANT4 frameworks
[G403]. Apart from propagating tracks through the detedioe detector simulation also takes care
of decaying any long lived particles on the way. For the pgap@n, detailed magnetic field- and
detector geometry maps are utilized, so that the directi@ach particle in a given step is calculated
based on the initial particle momentum and the local fieltec{gcal or magnetic). Depending on the
material and particle, the cross-section for all possibteractions with the material are calculated,
and based on random draws, it is decided whether or not sovee giteraction takes place in the
given step.

Although in many respects successful, the so-caflel simulationas described above only have
a somewhat limited usage. The reason is, that witd0 tracks in an average interesting physics
event, the time spent for simulating the detector respokrseegls 30 minutes per event on a standard
computer (1 GHz). In the ideal world, e.g. th¢ mass analysis, would requi (10) times the
number of simulated events compared to real data eventsettmywith& (100 M) expected events,
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this is simply not feasible. What is done throughout the ptsygroups is therefore to rely on different
fast simulation schemésas much as possible, and only use full simulation when it sokitely
required (and even in this case often with questionabléstts).

Digitization: Regardless of the level of precision of the simulation, timeusated events need to

be digitized before comparison with detector output is fimdss Whereas the simulation of particles
passing through the detector is performed centrally rdgasf sub-system, the digitization is carried
out in custom software packages, as required due to thedtdical differences between the sub-
detectors.

The approach used for the TRT is described in detail in cihdftebut common for all sub-detectors
is, that the task consists of transforming a lissohhitsas supplied from the simulation, to a realistic
digitized output as it would appear coming directly from thetector hardware.

For the TRT this requires that the energy deposit is traegdléd an amount of ionization, which is
then drifted to some anode, where it gives rise to a signals ftte case in the real detector, the signal
is shaped and finally discriminated against some thresmolppropriate time-bins. Depending on
whether the signal is above threshold, the output of theidagion (as from the real detector) is a
stream of digits.

Reconstruction: Using calibration and alignment data, the complex taskHerreconstruction algo-
rithms is, by the use of numerous pattern recognition methtmdcombine the various digits coming
from the different detector parts into tracks and clust@me to the detector complexity, some effort
has been invested in order to slim the output to ease prhespects of the offline physics analysis.
Also, to support the many different types of physics analgspected, the output of the reconstruction
algorithms comes in multiple formats with various amouninéérmation and event sizes.

9.1 Detector description

The description of the ATLAS detector, and in particular theer Detector, is performed centrally
within the GeoModel framework as outlined in figure 9.1.1 bS®ietectors are described in the soft-
ware by separate software modules, called GeoModels, vdiartg with the service structures such
as cables and pipes, are built from primary numbers storeavarsioned database called the De-
tector Description Database. The simulation geometry eedyGEANT4 is automatically generated
from the GeoModel description using the Geo2G4 packageil&@ly) the geometries necessary for
the digitization and reconstruction are interfaced by thiedtReadoutGeometry package. Note that
this approach, where all geometry information is storedredly, ensures synchronization between
reconstruction and simulation geometries.

Inside the different GeoModels, the sub-detectors arellitoln a hierarchical structure, each having
a set of translational and rotational transformationsteeldo it. One advantage of this is that effects
such as misalignments, which may well concern differenugiags of sensitive detector elements
such as a TRT barrel module, can be handled easily. For egaaigning a TRT module can be done
by a simple translation, based on a single vector, rather thaving the individual shells, radiators,
straws etc. An example of this is shown in figure 9.1.2, whe@s indicate the individual movement
of the TRT barrel modules (only arrows corresponding to titermediate module layer are shown).
This illustration is based on large scale test of the fulldation framework of ATLAS; the CSC

1Ranging from the most crude: A simple smearing of the genetatel kinematics, to more advantaged approaches
where the traversed detector parts are taking into acc&ind].
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Figure 9.1.1: Overall architecture of the Inner Detector GeoModel. On lgfehand side is the Detector
Description Database. The middle boxes (with blue writiredgr to various geometry relat€d-+ packages.
The right-hand boxes indicate their connection with the ainimg software (als€++ structures). Source
[Gor08].

production [AFGS 07] which, among other things, consisted of a test of the ligisability of the
detector, and to what extent the reconstruction and céililorés able to correct for the misalignment.
Other tests are related to the material density of the dmt&dtich is scaled in some regions.

When making misalignments or performing general develagroe the detector description, the com-
plexity of the detector geometry requires continuous \alah with specialized tools. One of the most
common problems arising when performing such work is gegmeashes, i.e. volumes belonging
to the same level in the hierarchical structure, which bytakis overlap each other (or they extent
outside their “mother” layer). In the obvious cases, sucérlaps may be so large that they can be
spotted easily using detector visualization tools suchB@BWs [S708] or the VP1 tool [K"08]. For
illustration purposes, figure 9.1.3 shows an example froml WhRere a cooling tube is misplaced so
that it accidentally overlaps with a TRT straw.

In less severe cases, overlapping volumes can be difficldicite by visual inspection, and a com-
monly used method in such situations, is to simulate theoresp of non-physical particles called
Geantinos. These particles do not have interactions butegaort which detector elements they tra-
verse and how much material they encounter. In a region aingéy overlap they will report their
position as well as the names of the two volumes simultafg@msountered, hereby easing the bug
finding for the developer. Even if there are no overlaps, @eag are useful to test the alignment of
the various sub-detector volumes with respect to each-d#teeording to read-out geometry), since
one can visualize the coordinates of the various sub-detetiit, and compare with the expected
straight line of the Geantinos (no interactions imply giraitracks).

An example of the usage of Geantinos is given in figure 9.1Herevit is exploited that Geantinos
apart from supplying the names of the encountered volunt&s can measure the amount of material
traversed in terms of radiation lengths,
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Figure 9.1.2:Example from the CSC misaligned production. The individtRT barrel layer 1 modules have
been misplaced, and the task of the TRT calibration is to fimdl @rrect for the misplacements. Figure is

provided by A. Bocci.

Figure 9.1.3:Clash between a cooling tube and a straw in a TRT barrel modtigialized using the VP1

tool.
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Figure 9.1.4:Radiation lengths), encountered by 10 K Geantinos fired in the rediph< 0.1 before (left)

and after (right) an update of a volume called TRT Barrel @©&gpport (as the name suggests the volume
describes support structures, see figure 9.1.7). Notehbatistributions have the same shape, but the scale on
thex axis differs, showing that the geometry was unaltered, thdydensity was increased.

9.1.1 As built detector geometry

The ATLAS detector description consists not only of a dggmn of the active volumes, but also
accounts for non-active (dead) material such as suppaittste, wires, etc. For the TRT, the latter
has recently been subject to a major revision, since the té$’ lygeometry and weight deviated
significantly from what was outlined in the original desigeport [ATL97a]. The latter basically
defined the TRT GeoModel until measurements of the asserdbledtor parts allowed for an update.

As described in [Gou06] the completed TRT detector was stiltigedetailed measurements of di-
mensions and weight in the assembly hall, and a significdottefas invested in blue print studies
as well as discussion with constructors. Following thig, tibtal barrel weight was observed to have
increased by~10% with respect to the original design, mainly due to charigghe dimensions of
the support structure volumes and material compositioguriei 9.1.5 shows the increase of material
in the service region following the software implementataf the revised geometry.

Based on measurements for the end-caps [Gou07], a simiegase of weight was implemented in
the softwaré, with the addition, that survey data showed that-ttzsymmetry previously assumed in
the TRT GeoModel software could not be retained. When sulesgty implementing these updates
in the software a number of technical problems had to bevedpkuch as frequent geometry clashes
due to overlapping volumes - often between volumes belangprdifferent sub-detectors. To solve
the puzzle, the whole hierarchical structure was revisitadvisualization of the resulting GeoModel
structure is provided in figure 9.1.6.

A weight comparison between survey data and the updated Ge@elMor both barrel and end-cap is

given in table 9.1.1, whereas illustrations of the volumgadi®ed in this table can be found in figures
9.1.7 and 9.1.6. Also, a visualization of the material iaseeis provided in figure 9.1.8. As can be
seen in this figure, the increase of material especially gquaned in the transition region between the
TRT barrel and end-cap, and consequently the negative ingpaihe physics performance is larger
in this region.

In the software, the virtual detector is built to resemble tbal detector geometry. However, this is

2The implementation was a joined effort between T. Shin arcatithor.
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update discussed in the text. "ATLAS-DC3-07" is an exampla Geometry tag, which specifies a particular
version of the Detector Description Database.
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Figure 9.1.6: Overview of volumes describing the TRT end-cap in the TRT I@edel. The term “stack”
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\Volume Measured GeoModel
[ka] [ka]
Active region 3618 3594
© End-Flange 228 2264
g Services 251 254
InnerSupport 23 237
OuterSupport 6B 656
Inner Volume A 376 375
Inner Volume B 335 335
Active region A 921 975
S Active region B 1040 10Q7
_g Outer Volume A 2638 2698
5 Outer Volume B 2763 2764
Membranes 48 483
Services 219 2189
End-ring 119 116
Squirrel Cages 3a 367

Table 9.1.1: Weight comparison between survey data and the updated Ga#el\b the various TRT sub-
detector parts.

EndFlangeRegion

BarrellnnerSupport

BarrelOuterSupport Services

Figure 9.1.7:The TRT barrel and services. Plot is provided by T. Shin.
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feasible only to a certain level of detail. In some casesgi@mple when describing airy volumes
with a large number of cables from the detector read-oug,ribit possible to exactly reproduce the real
detector. What is done in this case is to determine the nucteaposition of the material (e.g. a cable)
and describe the enclosing volume as consisting of homagesheaveraged material with the correct
nuclear content but with a density scaled so that the oveithht corresponds to the measured. An
example of this is shown in figure 9.1.4, where the density wblame called BarrelOuterSupport

(see figure 9.1.7) is scaled to match measurements of thetdietes determined in the assembly hall.

When adding new volumes to the GeoModel, corresponding rele@s(sets of primary numbers) are
added in the Detector Description Database, and updatesaiignconsists of updating a number of
database entries while adding a few new ones. Subsequéetloftware needs to be updated in order
to be able make use of the new database entries to build thigoadtl volumes. However, an issue
of integral importance is backward compatibility; i.e. flaet that it must be possible, with the latest
version of the software, to reproduce results computed wlidler versions of the software and older
versions of the Detector Description Database. Also, th&iees that data, once stored, can always
be reconstructed at a later point using an appropriate gegni2ue to this, the developer must con-
stantly ensure that updated software, when presented withder version of the Detector Description
Database (communicated through a geometry tag), resemfigeorresponding older version of the
software. Some effort is invested to ensure backward cabifigt without complicating the overall
software structure or the readability of the code too much.
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Chapter 10

TRT digitization

10.1 TRT thresholds and digitization scheme

The time-structure and amount of the energy deposited inTastiRw when crossed by a particle, in
principle holds a great deal of information, usable bothtfacking and particle identification. For

practical reasons, the analog signal in the wire is digitirethe front-end electronics before it, given
a level 1 trigger, is read out by the higher level triggers podsibly stored offline. More specifically,

the analog signal treatment (amplification and shaping)edsas the analog to digital conversion step
is performed in the ASDBLR chipgswhile the links to the timing, trigger and read-out systems a

handled by DTMROC%

The analog to digital conversion proceeds via discrimgratigainst two thresholds:

e LT: Low threshold used for tracking. Approximately compesding to the signal height pro-
duced by a single electron cluster with a deposit of 300 eV.

e HT: High threshold used for detecting the absorption offgeiic photons emitted by electrons
(mostly) through transition radiation. The high threshi@ddisually set in the range 5-7 keV.
Chapter 12 discusses transition radiation and explainsany setting in this range is optimal.

With respect to the LT, the 25 ns period corresponding to ameb crossing, is divided into 8 bins of
approximately 3.125 ns (giving a resolution o35 ng'v/12~ 0.9 ns), and in each bin a single bit
is stored, indicating whether the LT was exceeded (1) or@ptRegarding HT, only one single bit is
stored, representing the whole 25 ns period. Data is thehaetin 75 ns segments, requiring a total
of 27 bits per read out straw.

The terminology used in the following will be, that a digithaHT if at least one of the three possible
HT bits is set, and the territ patternrefers to the pattern of the 24 LT bits. A few examples of
typical bit patterns are shown in table 10.1.1.

Since the energy loss of particles passing through mateerdE/dx loss as described by the Bethe-
Bloch equation [PDGO06]) depends on tactor, the probability of a given LT bit being set depends
on they-factor of the penetrating particle. Due to the large maferéince between the most abundant

LAbbreviation for Amplifier/Shaper/Discriminator with Beline Restoration, see [BNVBW96] for details.
2Abbreviation for Drift Time Measuring Read Out Chip, see'[@d] for details.
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Bit Pattern HT LT Bit Pattern Typical cause
0 00000000 0 00001111 0 11111000 off 000000000000111111111000 Passingt
0 00000000 1 11111110 0 00000000 on 000000001111111000000000 Passing
0 00111110 1 00000011 1 11111110 on 001111100000001111111110 7rfollowed bye

Table 10.1.1:Three examples of TRT digits and their typical physics caLise

particles:m, p, eandy, their y-factors generally differ significantly for comparable menta, and thus
the bit pattern contains particle identification inforneatisimply from the number of LT bits being
set. To make use of this, a parameter called time-overiibtds ToT, is defined. ToT represents the
number of set LT bits between the leading edge (the first $&ngiountered from the left-hand side)
and the trailing edge (the last set bit). In case the lasebitaincides with the last bit in the string, the
ToT is set to zero. Note that this definition is somewhat amndig: For example one could count as
well unset bits in between the leading- and trailing edgé,iarfact this was done in earlier versions
of the softwar@. A study of the energy loss in the TRT and its usability fortjsde identification
purposes is given in [Ric08].

10.2 General digitization outline

The task of the TRT digitization software is, basedsonhits to generate a list of digits for each straw
simulating the output of the read-out electronics of thé detector. The TRT digitization package is
based on the energy deposits supplied by the simulationtheofRT, however, the defaulEANT4
simulation approach turns out to be inaccurate to simulagephysics of a charged particle passing
through the very thin gas layers. Customized packagesdctike Transition Radiation model (TR)
[Dam04] and Photon Absorption and lonization model (PAICBO] perform the creation transition
radiation, and the energy loss of charged particles dueniaation respectively. The results, in terms
of a timed list of energy deposits, are propagated to the Tigilization where they constitute the
primary input. Using the known ionization potential, thentent of the list is interpreted as clusters
corresponding to a number of initial electrons at a givempo space and at a given time. The
primary task of the digitization is to simulate the drift dfelse electrons to the anode wire, and to
model the response of the front-end electronics to the kitbeeeby created.

The TRT digitization software has a long list of contribsfeThe present structure is mainly due to
T. Kittelmann [Kit07]. Below, a number of updates in the mioale discussed, but it is emphasized,
that the overall framework is not due to the author.

10.3 The physics of electron drift - A simplified model

In order to understand and improve the simulation of electinft toward the anode, it is beneficial
to develop a simplified model. The predictions of this model then be compared to a very detailed
gas simulation performed by a program called Garfield [Vge®8ich in itself is much too detailed
and computational heavy to be used in any large scale siimwilat detector response. The simplified
model is not intended nor able to provide precise drift tirmespread, but by comparing the results

SATLAS offline software release 12 and older [OAGS].
4Some of whom are: P. Nevski, F Luehring, D. Barberis. and ksalisagan
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Figure 10.3.1:Snapshot of electron drift according to Garfield simulatidth a 2 T magnetic field perpen-
dicular to the plane of the paper.

with the Garfield simulation, it helps understanding theatefence of the various parameters, and
can thus pinpoint where the TRT digitization can be improvidthe following, a simple model is
built which describes the drift of an electron to the anodeswi

In general, the timet, spent for an electron to drift from its initial position thet anode wire can be
expressed as the following integral along the electron:path

1
t= /path@ds (10.3.1)

Since the electrons undergo scattering while drifting talvbe anode, one might expect that the
effective drift distance is prolonged with respect to theedi path. One way to parametrize this is to
rewrite the length of the electron trajectory to an effestiength given by:

S—/r-(r+d) (10.3.2)

wherer represents the length of the direct path, dnd a diffusion parameter. Apart from the electric
field responsible for the overall drift, there is also a mdgnield, which over the volume occupied
by a given straw can be assumed constant. To the extent éhaelth has a component perpendicular
to the direction of drift (so thaE x B is non vanishing) this tends to increase the drift distaree a
illustrated in figure 10.3.1. A simple parametrization oistls illustrated in figure 10.3.2, which
also explains the parameters used below (note that in th@nroly, only half the electron path is
considered for simplicity). Assuming small deviationsnfrthe direction path, the figure gives:

r = psing — @ = arcsinr/p) ~ r/er%(r/p)3 (10.3.3)

The increase of the trajectorf, thus becomes:
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0

anodée wire

Figure 10.3.2:Simplified electron drift under influence of a magnetic fielthe electron path is assumed to
be part of a large circle centeredatnd with radiugp. The hatched area is not considered for the development
of the model - the factor of two from the increased path lenginyway absorbed in a constant.

1 1
A0p-g-r=p(1/p+5/pF) ~r=5r/e? (103.4)

In addition, sincep; ~ 0.3pB by whichp 0 1/B, the following hold for the deviatior: A 00 r3B?,
where it is assumed that the mean transverse momentum laisforiall electrons.

So in the presence of a magnetic field component along theamidetherefore perpendicular to the
electron drift, one expects, apart from the terms discusdmm/e, an additional® term which is
proportional toB?.

Taking into account that the expression already contains one factor pfthe revisited expression
containing effects due to the deviation caused be the miagiedt reads:

S /r-(r+d)- (1+r(r+d))kB? (10.3.5)

for some constark.

In order to evaluate the integral of equation 10.3.1 a few@pmations are needed; the first of which
is to expands as a power series:

1
V(s) ~ Vo + Vs+ E\/’s? 4 (10.3.6)
by which the integral reads:
1 /S ds
t= —/ _ 10.3.7
VoJo 14¥s+3rs? ( )

Keeping terms of the ordef, the integral can be solved by a Taylor expansion:

S ! 2 / 2
_ (1_!s_li§+”’_zsz>ds:i(s)—ﬂ 1V§0+3V—2§0> (103.8)
0 Vo 3§

Vo Vo 2Vg Vo 2Vo 6 Vo

Inserting the expression far(equation 10.3.5) and keeping terms of ordeteads to the following



98 TRT digitization

expression:

tzv—lo r(r+d) (1+kB(r +d))

1v
-5 r(r+d) (14 2kB?r(r +d) + k*B*d*r?) (10.3.9)
0

1/1, 1 ., 3/2 2

+VS<3\/ 6v0\/>(r(r+d)) (14 3kB?dr)

Obviously the above argument is crude, omitting a numbeubfis effects. However it does qualita-
tively explain the behavior observed in figure 10.3.3, whbeederived expression (equation 10.3.9),
is tested against detailed Garfield simulations in the tveesaWith and without magnetic field. The
fits are performed in two steps. First theagnet offresults are fitted and the parameters accessible:
d, vo, V andV’ are then fixed before fitting thmagnet orresults. The results are the following:

d=(0.0+1.6) um
626+ 1.1) um/ns

1.7+05)ns?t (10.3.10)
2.0+£0.2) um tns?t
k=(122+0.02)-108 T2

Vo
v
\/ /

(
(
(
(
(

Note that the negative sign dfis expected since the electric field decreases as a fundtradias, and
that the magnitude ofy is reasonable compared to the expectequbins [TRT08a]. The negligible
value ofd indicates that this parameter is inaccessible due to theogjpations, i.e. the diffusion
which must be present is absorbed in the other parametemst diffusion indeed exists is obvious
from the snapshot of a simulated event shown in figure 10.3.1.

In figure 10.3.4, the drift time is shown as a function of magnield magnitude in various config-
urations. The data is fitted using equation 10.3.9. The gesdription illustrates that only the field
along the wire is relevant, and that the dependence on tfieidre (for a constant drift distance) is
quadratic as expected. Apart from showing the validity efphysics model, the fact that the two sets
of measurements are described by the same fit illustratesha@onstants multiplying the magnetic
field term are the same in barrel- and end-cap-like geom@nly the B field perpendicular to the
drift influences the drift time. In the simulation, the driitne dependence on the magnetic field is
implemented by using two sets @ft) measurements: One without field and one vita- 2 T (per-
pendicular). For each cluster, the components of the mexfield are retrieved from the magnetic
field map using the precise cluster position, and the dnifietis computed from the parabola with
vertex in thet = (B = 0, r¢juster) @nd intersecting the point= (B =2 T, rquster). By this approach, the
drift in any configuration of loca(x,y) in the straw and with ang field is accurately described and
simulated.
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Figure 10.3.3:Drift time as a function of drift distance without magnetielfl (red) and with a 2 T field
perpendicular to the direction of drift (black). The simigld data is fitted using the expression in equation
10.3.9.
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Figure 10.3.4:Drift time as a function of magnetic field for straws (placéadray thez direction, centered at
(x,y) = (0,0)) based on simulations using electrons placdd.g) = (0,2) mm (i.e. at the straw wall). Red and
green correspond t®, 0, B;) and(By, 0,0) respectively. Purple i8By,0,B;) for various combinations, whereas
the blue points aré0,By,0). The latter fit is consistent with a constant.
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As briefly accounted for in the simplified model, the follogieffects are important in order to arrive
at a precise simulation:

e Input: From the PAI model simulation a timed list of energy demositd corresponding posi-
tions is retrieved.

« After correcting for the flight time, i.e. the time spent fparticle with light velocity to reach
the straw volume, the overall drift due to the presence okltbetric field is simulated.

« Once electrons start drifting, the presence of the magtield becomes important (depending
on whether or not the electron drift has a component pergeistito the field).

 Stochastic recapturing of drift electrons in the drift gas

« Drift time spread.

e Gain amplification.

 Signal propagation time along the (direct and reflected).

« Discriminating the signal against threshold.

Apart from the effects of overall drift under the influencetbé magnetic field, which has already
been described above, these effects are treated sepdralely.

10.4 Determining the initial number of electrons in a cluste

Although the ionization energy for Xenon is only about 12 e\¢éasurements have shown that on
average 25.3 eV is used per ionization [Cwe06]. The explamdies in the fact that the ion gains
energy by the ionization in terms of vibrations and exaitatdf gas molecules [Cwe06]. In the default
simulation, no spread in the number of primary electrons a@®unted for in the TRT digitization,
but a detailed study reveals that this numib&rshould fluctuate as a Gaussian with width= 0.19N
[Cwe06]. In the present version, this has been implemeni#dtive cut off, that no more electrons
thanEguster/€V]/12 eV can be produced (and no less than zero).

10.5 Recapture

When electrons drift toward the anode, there is some prtitabi them being recaptured by the
electronegative oxygen in the gas. The details of the psoaes complicated due to the presence of
the magnetic field which tends to stretch the energy levetspden, hereby increasing tis + e~ —
O+0O andO,+e — O, cross-sections. The effect, however, is implemented inGhefield
simulation package allowing for detailed study.

In the previous versions of the TRT digitization softwarkcérons were subject to a constant recap-
ture probability of 60%. In figure 10.5.1(a-c) is shown th&eef on the time-over-threshold distribu-
tion from changing this number. The distributions have thgeeted behavior: Reducing the number
of electrons arriving at the wire reduces the time over tho&s Also shown is the effect on time over
threshold for hits belonging to tracks depending on theadist of closest approach of the track to the
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Figure 10.5.1:Effect on time-over-threshold of the recapture probapiliprecap Black curves are for all
tracks, while, blue and red curves are for tracks with dis¢aof closest approach to the anode wire less than-

and greater than 1 mm respectively. (d) represents the réoplementation utilizing the reattachment curve
of figure 10.5.2 rather than merely a constant reattachnrebgbility as is the case in (a-c).

wire, illustrating that time over threshold is influencedfeliently depending on the track orientation
in the straw.

Inaccurately simulated time over threshold could influeth@ephysics performance, since many an-
alyzes require the time over threshold to exceed a minimuoev® reject noise or select electrons,
whose larger signal tends to cause a larger value of the timetbreshold variable.

Figure 10.5.2 shows the results of a Garfield simulation efrdtapturing probability in the gas used
in the TRT. Not surprisingly there is a strong dependence. gasatisfactory description is obtained
by fitting the data using a fourth order polynomial as showthafigure.

In the digitization, the fit curve is implemented in such a st for each primary freed electron, a
flat random number is discriminated against the curve anéléwtron is ignored in the digitization if
this number is above the curve (i.e. using the ’hit and misshhique [P 95, PDGO06]). This imple-
mentation gives rise to the time-over-threshold distitnutshown in figure 10.5.1(d). A comparison
of this figure to the corresponding distribution of the poais approach shown in figure 10.5.1(a-
c) shows that the resemblance is largest for recapture pidpa precap = 70%, but in the present
implementation the RMS is somewhat increased.
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Figure 10.5.2:Survival probability of individual electrons as a functiofcluster radius with respect to the
wire.

10.6 Gain amplification and drift time spread

Closely related to the issue of recapture is the amplificatibelectrons during drift and the corre-
sponding spread in the final number of electrons arrivingpatanode wire.

Figure 10.6.1(left) shows the gain of single non-recaptwetectrons as a function of the production
radiusr.

From studying the details of this figure, one can realize tiwatonly does the gain depend onso
does the spread of the gain. l.e. in order to get the distdbstof gain correct for all values of it is
necessary to fit the gain as a functionrand for each drifting electron choose a gain from one such
distribution by using theejection principle(also know as the “hit and miss” method'[85, PDGO06]).

In figure 10.6.2 is shown two examples of fits to gain at diif¢r@istances from the electron to the

Gain factor

B RARREERE SRR RN AR RERR ARSI

1 T S S S SO S S |
% 500 1000 1500 2000 10~ 0 500 1000 1500 2000

r[um] r{um]

Figure 10.6.1:Left: Distribution of gain for single (surviving) electrsras a function of their distance to the
wire. Right: Mean values of the left-hand distribution ceoted by piecewise linear functions as implemented
in the software (note that the left-hand distribution exsesutside the plotted range).



10.6 Gain amplification and drift time spread 103

Mean 1101 Mean 1.151e+04)
RMS 1097 70| RMS 1.014e+04]
Integral 991 Integral 453
X2/ ndf 21.26/16 L X2/ ndf 20.75/23
Prob 0.1688 60 Prob 0.5961
Constant 5.889+ 0.045 Constant 4.311+ 0.070]
Slope  -0.0009057 0.0000291 50— Slope  -8.072e-0% 4.536e-06
40— 1950um < |r| < 2000um
30—
20—
10—
| L | | |
Cb 2000 4000 6000 8000 10000 O0 10000 20000 30000 40000 50000
Gain factor Gain factor

Figure 10.6.2:Exponential fits to gain in two different bins of Notice the difference in plot range.
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Figure 10.6.3:Parametrization of rate parameters from fits to gains abuarialues of drift distances.
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Figure 10.6.4:Comparison between previous (left, blue points) and prgsigit) gain modeling as explained
in the text. Left-hand plot is due to P. Cwetanski.

anode. The exponential fits satisfactorily describe thé&idigions allowing the rate parameter of

the exponentials (i.e. the “decay constant”) to be pardmegtras shown in figure 10.6.3. This is

what has been implemented in the software, which therefavegeds as follows: Given a distance
from the initial (surviving) primary electron, a rate pareter is retrieved from the piecewise linear
parametrization of the rate parameter distribution (figl0e5.3). Since the naive reject method, would
be very CPU demanding due to the tail of the exponential fanct refined approach is utilized by

exploiting that numberg, generated according to an exponential distribution @& pgirameter can

be generated simply by:

t= _Tlln(f) (10.6.1)

for a flat random numbef € [0; 1] [PDGO06].

In figure 10.6.1 is shown the results of single electron gdimghe previous implementation no corre-
sponding plot is available, but only the combined effectaihgand recapture evaluated by simulating
clusters of 250 primary electrons and calculating the ayeraumber of electrons reaching the wire
per initial electron, see figure 10.6.4(left). In order targmare the two approaches, the recapture
probability plot shown in figure 10.5.2 is multiplied by thaig distribution (figure 10.6.1(right)) and
the result is shown in figure 10.6.4 (right).

Apart from an overall scale difference explained by updatabe Garfield simulations [Cwe0Q7], the
distributions share most features. Since in the end, oyaW threshold is tuned, the actual scale of
the distributions is notimportant, and in the digitizat&wftware, both figures 10.5.2 and 10.6.1(right)
are normalized (whereas figure 10.6.4 is not used at all).

10.7 Signal shaping

Once the electrons arrive at the wire, the response of tme-&nd electronics is modeled:

* Energy deposits are filled (as delta functions) into a vectthe appropriate time bins.

» This vector is convoluted with the signal shaping funcsion
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Figure 10.7.1:0n the left-hand plot is shown the a signal from a cascadetira@.sThe ion tail is compensated
by active baseline restoration by the front-end electr@ni€he right-hand plot shows the shaping functions
implemented in the digitization package to model the eftédhe ASDBLR chips. Note that the curves are
normalized to a maximum height of 1. Source [ATL97b, Kit0O7].

* The signals are then discriminated against low and higbstiwlds in appropriate time slices
and the output digit constructed.

In figure 10.7.1 is shown the implemented signal shapingtions. No updates have been performed
with respect to this particular part of the TRT digitizatipackage, and the reader is referred to [Kit07]
for details.

In order to complete the digitization overview, two additéb actions were taking:

* Noise is added based on a test-beam study.

e Mis-functioning straws are removed.

Since these issues are largely decoupled from the remaofdiie TRT digitization, they will be
discussed (in chapters 15 and 16) after a comparison betteetigitization model outlined above
and test-beam results .

The digitization model described in this chapter, has begieémented in the TRT digitization pack-
age. Backwards compatibility is ensured by the use of a Beecdigitization version, which is a
flag stored in the Detector Description Database. The abmaehtorresponds to TRT digitization
version 11.



Chapter 11

Comparison with data

In the previous chapter, the model for simulating the TRTedttr response was presented. In this
chapter, simulated data based on this model is compareddatthfrom test-beam studies. Before
presenting the actual results, the first short section ist@ehvto describing the experimental facilities
from which the data originate: The 2004 Combined Test Beaop4€TB) [DGDG' 05, ATLO7].

11.1 The 2004 Combined Test Beam

Muon chambers
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Pixel & SCT
MBPS n.,h_,;
magnet i il
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ey : | | l
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T ¥ =

Figure 11.1.1Basic setup of the 2004 Combined Test Beam. Source [DQIHG
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In July 2004 a fully functional slice of the ATLAS detector svplaced at the CERN Prévessin site at
the end of a test-beam delivered by the SPS [CERO08]. Usingustargets and magnet field selectors,
beams of either pions, electrons or muons were deliverduealetector setup.

In figure 11.1.1 this setup is shown, with the beam enteringhfthe left. Before and after passing
the TRT barrel, the beam passes through various detectovidprg particle identification, tracking
and shower vetoing. The dipole magnet encapsulating thed Bid SCT provides a maximal field of
14T.

The setup thus provides events where the identity of themqagarticle is well known and with good
external knowledge of the parameters of the passing traekjng them suitable for detailed studies
of detector performance. Details of the CTB setup and itfop@ance are described in [DGD®5,
ATLO7].

Regarding the TRT, this was the first test-beam with the feort electronics (including the ASDBLR
chips) essentially of the final design, while the read-owictand data acquisition system were final
prototypes, very similar to those used in ATLAS.

11.2 r —trelationship

Regardless whether one is discussing data or MC, what isnelotdrom the front-end electronics (or
the corresponding part of the simulation) are streams &f bith each bit corresponding to a time
slot of 3.125 ns, and the bit value specifying whether or hetdignal exceeded the threshold in the
given time slot. However, in terms of tracking particles,avis more relevant than the time, is the
corresponding radius at which a particle crossed the sffde. process of interpreting the measured
time as a radius, is itself an involved process known as fthe calibration”. The ambiguity of
determining the side of the anode at which a given particks@d, must be resolved by the tracking
algorithm. Assuming that the drift velocity of the freed@lens is approximately constant (indepen-
dent of radius in the straw), one would expect that a plat wérsust for multiple passing particles
would exhibit a V-like structure, which is the reason thas tharticular distribution is often referred
to as a V-plot. l.e.

I & Vdrift - (thin - 3.125 ns—top) (11.2.1)

An example of such a plot is shown in figure 11.2.1. Note thattafpom the V-like structure there
is a certain offset, denoteg, which varies from straw to straw and depends in a complicatay
on the length of read-out wires, synchronization of the fremd electronics etdy is extracted from
the data itself and subtracted before further processirigeoflata. The —t calibration is performed
separately for data and MC.

The comparison between data and MC falls naturally in twegaies: Those which depend strongly
on ther —t relation, and those which do not. To the first category belasglution studies, whereas
efficiency and to some extent time-over-threshold studéaisin the latter.

The reason for this distinction is that once the TRT digtt@a is changed according to prescription
described in the previous chapter, the t should be re-calibrated in order for the tracking to work
optimally. This will be postponed to the resolution studgrfprmed on a toy MC which is presented
in section 11.6. As will be discussed in section 11.6, the gamison of resolution between data
and simulation is not entirely straightforward, and certassumptions must be made. However, as
discussed below, the comparison of efficiency and time-twexshold is indeed feasible without in-
troducing questionable assumptions. Since the time-tbweshold distribution has some dependence
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Figure 11.2.1:The so-called V-plot, showing the relation between driftivzss and the measured time.

on ther —t relationship, this study is repeated in the next sectionrevtieer —t is re-calibrated.

11.3 Efficiency and Time over Threshold comparison betweenala and
MC

11.3.1 Data selection and analysis cuts

The Combined Test Beam data was collected using a large muhhdéferent configuration setups,
some of which are useful for the present study and some not.

The detector setup differed mainly by the magnetic fieldngjtie, whereas the applied beams differs
in energy, particle composition and position (i.e. veltiekevation with respect to the sub-detector
modules). In table 11.3.1 the main features of the runs uséuki present analysis are summarized.
Data taken from runs with magnetic field is preferred sina field tends to sweep away the low
energy electrons which are otherwise present in the beanwaitwh could potentially interfere with
the results. Note that the field is applied only in the Pix€ISegion, and the wake field is negligible,
so that particle tracks in the TRT (called TRT segments) @adsumed straight apart from multiple
scattering in the material.

run number E B Rl Ny
[GeVic] [T]

2118 2 033 41877 8336

2106 5 082 36865 38322

2107 9 14 11094 35046

Table 11.3.1Run selection and size according to the selection in [MPO7].

In order to bypass effects of imperfect tracking algorithrtgs necessary to perform a number of
quality cuts to ensure that only events with properly retraresed tracks are considered. The require-
ments are:

» Precisely one global track per event, defined as a trackistorg of both Pixel, SCT and TRT
hits.
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Figure 11.3.1:Coordinate system for the track fitting. Thexis is defined by the beam ards the vertical
direction.

* Precisely one TRT segment built from at least 9 TRT hits.
» Precisely one LAr calorimeter cluster.

« Well defined particle identification (PID) fro@erenkov detectors using the method presented
in [MPO7].

Based on a global track passing the above requirementsear Irefit is made using the TRT straws
belonging to the track. The straw positions entering in thark determined by a calibration using
selected test-beam data, see [MPOQ7] for details. Assuntiaigist tracks in thex—plane, thex? of a
track fit to theN measurements defining the TRT segment can be expressed as:

N 2

2 (Xi — Xtrack)

X — -
iZJ: o’

N (11.3.1)

-3 (X — (X0 +a(z —2)))

O-i2

wherei runs over theN measurements defining the TRT segment of the trackaamdpresents the
measurement error. The coordinate system is explainedurefiyl.3.1. As can be seen in this figure,
a track is defined from one set of coordinaté€s;, xp) and a slopex. Assuming equal errors for all
measurements, the’ minimum conditions read:

dXZ N
"0 i;(Xa—(x(_>+or(a—20)))=0 —

LN (11.3.2)
Xo=152 K-a@-2)
1=
BXZ N
oa ~0 = 2 (i-(ota@-2)E-2)=0=
a &
\ N \ , (11.3.3)
Z—20)= %Ez—-2n)+a)(z—2)
20 0= 2
Combining equations 11.3.2 and 11.3.3 leads to the follgwinsed expression far:
o — 27 =20) — § (3R2%) (514(2 —20)) (11.3.4)

SN (3202 & (342~ 20))°



110 Comparison with data

Mean 0.03046
RMS  0.09537
Integral 2466

10°

10

T
(@}
c
—

, M}Wﬂﬂﬂwﬂ by il

’ 2 probability

Figure 11.3.2Distribution ofx? probabilities.

From the track defined by, a new track is formed using the nominal straw positions plusiinus
the drift radius depending on which gives the lesser comiidn to thex? sum. In case the track has
a kink, or has outliers (hits which by mistake are assigneithéarack), it could dilute the efficiency
analysis, and to reject such tracks, an effecjj¢as formed:

2_ 1§ O —Xrac))®

=N 2. 1000y (11.3.5)

X

where the denominator is chosen arbitrarily for normail@aonly.

Problematic tracks are identified by their lagg&with respect to straight tracks or conversely a lptv
probability - see figure 11.3.2. As indicated, tracks witj%aprobability less than 0.025 are omitted
from the following analysis.

11.3.2 Efficiency in data

The straw positions are evaluated using all useful CTB dasadéscribed in [MPOQ7]) and are thus
known with high precision (uncertainty is negligible). Hiay also firm tracks, the hit efficiency can
be investigated. In order to make detailed comparison viitlukations, the efficiency dependence on
the impact parameter of the track to the anode wire is of gpetterest, since this distribution allows
one to indirectly test the validity of the Garfield simulatgoof gain and reattachment probability,
presented in the previous chapter, on which the TRT diditmasoftware is based. The efficiency as
a function of the impact parameter of the track to the anodis, calculated by forming the distance
ratio, between distributions afistance from anode wires corresponding to track-hits wttackand
distance from all anode wires to the track

o zhitsontrackd |St(W|re, traCk)
o Za”strawsd ISt(WII'e, t raCk) ’

(11.3.6)

where theX’s indicate the fact that the efficiency is formed by a ratioddtributions of distances
(i.e. they do not represent actual summations). As illtsttan figure 11.3.3, the numerator of
equation 11.3.6 is formed from all the shaded straws, meattiat it includes hits which do not
belong to the original track but are within the nominal stnasius of it. The reason for including
these hits, is to try, as much as possible, to reduce efféateffective tracking (i.e. to be, as much as
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O hit on track Qstraw ’ hit

Figure 11.3.3Efficiency is calculated by forming the ratio of distanagist, from anode wires corresponding
to hits on the track, to distance to the track for all anodewilOnly the shaded straws enter in the numerator of
equation 11.3.6 whereas all straws enter in the denomiabée that the inclusion of additional straws missed
by the track in the denominator has no effect - cf. equatiaB.6with zero numerator).

c%130 Mean 40.55 " Mean 0.4807
160 RMS 2834 g2%0 RMS  1.44
Integral 851 EZOO Integral 285

-
N
o

T~
o ®
S O

120

[
N
o

100

-
[N)
o

80

[N
® O
S o

60

@
=]

40

N
o

20

N
=]

=)

o
oF
or
N
S
OrrrT
N
IS
o
©
e
o
P
N
-
IS
-
=Y
I~
©
N
S

Figure 11.3.4:Left: Number of TRT hits on 100 GeV pion tracks. Right: Numbéhits added to the track -
based on interception between track and straw volume.

possible, tracking independent). In principle this apphoatroduces a bias to the track parameters
(which are determined by the hits defining the original glaipack), but given the large average
number of TRT hits on each track:(40), combined with the fact that only on average 1.5 hits are
added by this procedure, the modification of the track-paters from a including the additional hits
is insignificant - see figure 11.3.4.

In addition, an unavoidable bias is introduced by the traglkilgorithm defining the input track, since
it is required that tracks have at least 9 TRT hits. As the beatars the TRT modules approximately
along the straw layers, the impact parameters, of a trackd@hodes it passes can be significantly
correlated, as can be realized considering the beam profersin figure 11.3.5. Thus the require-
ment of a minimum number of TRT hits per track, can influence itidividual tracks differently.
However, taking into account figure 11.3.4(left), the tditejected tracks with less than 9 TRT hits is
expected to be negligible, and thus this bias insignificant.

By the above approach, the track-parameters are determnuee or less independent of the-t
relationship on which normal tracks depend and the stravtipos are precisely known, so resolu-
tion effects only play a minor role. Before the summatiores gerformed, all non-functioning straws
are removed. Although this is trivially done in the simubatj it is not always the case for data due
to possible non-constant detector performance (i.e. tioatgn where a given channel changes its
properties over time). Potentially this means, that ocradly some straws are included in the de-
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suspicious

Figure 11.3.5:0ccupancy map (i.e. occupancy as a function of (z,x) pawifior the 2 GeV pion run.
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Figure 11.3.6:Left: Efficiency as a function of the impact parameter of ttezk to the anode wire (2 GeV
run). Care is taken in order to get the bin error correct whieidohg the two statistically dependent histograms
on which the plot is based. Right: Time-over-threshold far $ame data sample.

nominator sum, although they were temporarily non-fumgtig. Consider the occupancy map shown
in figure 11.3.5. The beam profile is clearly seen, but a feangtrin the beam region exhibit suspi-
ciously low efficiency which could indicate non-constanhming conditions, but could also simply
mean that some straws have a constantly low efficiency (ampeais indicated by an arrow). To
make firm conclusions, however, requires a detailed ingastin of the running conditions of the
individual straws over time.

Moreover, as will be discussed in chapters 15 and 16, the TBdules chosen for the test-beam
setup were known to have stability problems. Due to time taimgs, it was decided not to pursue
this issue and instead cope with the fact that the normalizaised for the efficiency could be slightly
off. This implies, that the apparent derived efficiency idueed with respect to a realistic ATLAS
efficiency. When running the full experiment, all strawslwié monitored constantly and the instan-
taneous efficiency will be accessible, hereby eliminathmggroblem. From figure 11.3.5 one could
also gain knowledge of the detector noise, however thisissypostponed till chapters 16 and 17
where separate noise studies are presented.

In figure 11.3.6 the efficiency of all particles of a 2 GeV rumplstted as a function of the impact
parameter (i.e. no PID requirements). At the straw edge,2 mm, the efficiency falls off. Also
shown is the corresponding time-over-threshold distrdsut The left-hand plot in this figure is the
basis of the discussion which follows below.

11.3.3 Features of a simple efficiency parametrization

It is difficult to construct a well defined and unambiguous suea for the efficiency, and the present
approach does not claim to results in such a measure. Siaokitien effects are not considered in
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track
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Figure 11.3.7:Notation used in equation 11.3.7. Note that this expressimcerns integration in half a straw
only (disregarding the shaded region) which explains tieéofeof 2 in the exponent.

the below parametrization, it can, however, serve as anruppé of the efficiency which can be
expected.

The fit shown in figure 11.3.6(left), is based on the followagression:

A/R2_2
J (1-ay/r2—y2)dy
_ 2 2. /o
1 2av/Re—r TR, L —2a< #RZ—rZ—%[In(LVﬁz"z)rz-s-R /—Rz_rz]>
E(r)y=1-—e 0 =1-—e

(11.3.7)

l.e. the efficiency is approximated by a Poisson distributbelectron clusters along the track, times
a constant reattachment probability per unit length of tleeteon drift. The various parameters of
equation 11.3.7 are explained in figure 11.3.7.

By this, the fit parameters can be interpreted as:

e a: Reattachment probability per unit length.

e a The number of produced electrons per unit length, that d/gide rise to a signal it = 0.

In the full MC model, the reattachment probability is delsed by the polynomial shown in figure
10.5.2, whereas in the present simple model it is approxdchatmply by a straight line. However,
from figure 10.5.2 it is realized that the deviations fromraigiht line are not too significant, and if
the measurements are approximated by a straight line tlespamding slope would be.dmm?!
which is roughly the size adr in the above fit (see figure 11.3.6(left)).

The value of the fit parametersuggests that only:.2 mm1.4 mm= 5 surviving electron clusters
are created along a track passing through the center of\va stisis number seems rather low, espe-
cially when comparing to the number of created electrontehgsfor such a track - see figure 11.3.8.
However, there is no saying that one electron cluster regcthie anode wire is actually sufficient to
produce a signal; one can beforehand not know whether ar it obtainable by including more
terms from the Poisson expansid?(x) = e~ <*> - (14¢; < X> +3C, <X>2+---). Including one or
two terms improves the fit quality somewhat (see Appendix Bgire B.2.2) without major changes
in the fit-parameters. However the price to pay by this, i¢ tha model gains complexity by the
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Figure 11.3.8Number of electron clusters produced by a track passingawith vanishing impact parameter
according to Garfield simulations. Additional plots shogwrarious distributions of electric charge can be found
in Appendix B.1.

additional constants and it implies that the interpretatibthe parametest must be revised. For this
reason, only the simplest model is considered below - i.ea@on 11.3.7. The mere fact that the
observed efficiency in data can be described using a verylsimpdel based on the same ideas as
the MC model is reassuring for its further development ahdttates that the simple model seems to
catch the main features of the data.

Note that the good agreement is obtained despite the facthth@xpression in equation 11.3.6 does
not have terms describing the spread caused by the varymgrehe effects nor does it take into
account the finite resolution introduced by the track resmiu

The fit-function does not attempt to describe the tails éwents atr| > 2 mm) which, apart from a
(small) contribution induced by the finite resolution, dreught to be due td-rays. The latter should
of course not enter into efficiency calculation, but to soxter it inevitably will. Also, the presence
of d-rays implies that the integrated efficiency depends onithiégsito which the fit is performed. The
dependence is shown in figure 11.3.9. Due to the presendgafs, combined with the non-constant
detector performance, is not trivial to obtain a single ubeyuous value for the efficiency. However
for the given 2 GeV run, one can with some certainty claim thatobserved efficiency is above 92%
which is the value obtained from integrating figure 11.28jlin the ranggr| < 2 mm. Note that
the presence d¥-rays lower the value with respect to the true efficiency,ahitgould be significantly
higher.

Efficiency dependence on patrticle type and energy

In order to investigate a possible dependence of the eftigien the particle type, efficiency distri-
butions for electrons and pions are compared for run 2118tl@desulting distributions are shown
in figure 11.3.10. The PID requirement reduces significatti#ystatistics, but no differences can be
found. Since the fits of figure 11.3.10 are compatible, noy avith each-other, but also with the
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Figure 11.3.9:integrated efficiency for the 2 GeV pion run of figure 11.3.@r F= 2 mm the efficiency is
92%.

corresponding fit when no PID requirement is implementediféd. 1.3.6), the latter approach will be
utilized in the following due to the higher statistics.

Figure 11.3.11 shows the efficiency ratio between the ssdetins as a function of impact parameter.
Despite the apparent structure, the ratios are compatiltlearconstant fit. Again, the questionable
statistics makes is difficult to make firm conclusions. Al#we beams differ in composition, and

although it was argued above, that possible efficiency rdiffees between particle types are small,
they still can influence this study, since the statisticenproved compared to figure 11.3.10.

Based on figures 11.3.10 and 11.3.11 it seems plausibleffleémcy could differ somewhat accord-
ing to particle type and energy. To quantify would require arendetailed study and increased data
samples. Although interesting in its own right, such study butside the realm of the TRT simulation
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Figure 11.3.10:Efficiency as a function off for electrons (a) and pions (b) for run 2118. Corresponding
figures without PID requirement for runs 2106 and 2118 carobed in Appendix B.2.
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Figure 11.3.11Ratios between efficiency as a functiorrdbr runs: 2106/2107 (a) and runs: 2106/2118 (b)
without PID requirement.

validation and will therefore not be performed here.

It has been shown that the difference in efficiency due taghartype or energy can only be minor,
and it will not be taken into consideration in the followingnaparison between data and MC which
is based solely on run 2118, without PID requirements.

11.4 Efficiency and time-over-threshold distributions in MC

The above discussion concerned the test-beam data onlgf batirse the method is usable for sim-
ulated data as well and this section provides corresporiimtp the MC efficiency in order to tune

the simulation to resemble data.

Since the only free parameter in the simulation is the loveshold setting, LT, the task of tuning
the MC reduces to comparing efficiency fits produced withausil T settings, to the corresponding
distribution in data (i.e. figure 11.3.6).

Note that this approach simultaneously tests all aspedtsedtill digitization model, including all the
updates. The main results are shown in figures 11.4.1 and?ldodtaining efficiency- and time-over-
threshold distributions for various LT settings, superasgd with the corresponding distributions for
data. A Kolmogorov test of the efficiency distributions ralgethat the best match is found for the MC
with a low threshold value of 300 eV. Incidentally, this valis the same as the hardware setting used
for the data taking. It should be emphasized that the tunargmeter of the MC and the hardware
setting have somewhat different meanings and thereforkel dmve different values: The hardware
setting is actually an “electron count”, which is intergetas a signal height, whereas in MC, LT is a
tuning parameter, influenced in essence by all aspects aointherlying simulation.

No fine-tuning of the MC efficiency distribution is performeldie to the fact, that the time-over-
threshold or resolution distribution could equally well tl@osen as tuning distribution. For this rea-
son, it is sufficient to state with respect to efficiency, LD83V matches data well, and LT=250 and
LT=350 are clearly excluded. For time over threshold, theation is less clear, but figure 11.4.2
suggests that LT=250 eV is preferred.
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Figure 11.4.1:Efficiency for various LT settings for a 2 GeV pion run (run 8)1Data is black and MC red.
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Figure 11.5.1:Event showing a typical number and distribution of electthrsters (4 clusters) which survive
the drift and result in a signal large enough to exceed thestiold.

11.5 Comparison between simple physics model and-t relationship

Since the measured averaget relation (e.g. figure 11.2.1) concerns the distance of staggproach
from the track to the anode wire (corresponding o figure 11.3.7), while the drift time versus drift
distance distribution of figure 10.3.3 shows the drift tinfesimgle electrons along their trajectories
(corresponding to’ in figure 11.5.1) comparison is not straight-forward. Thas@n is mainly that the
parameteris small. Sinceais interpreted as the mean number of electrons produced iieneter,

its small value implies that the probability that an elenti®produced close to the minimum distance
from a track to the wire is low - see figure 11.5.1. Another ogass, that a typical cluster does not
contain a sufficient number of electrons to give rise to aaign its owr.

As a consequence, the electron drift distamGegenerally differs quite significantly from the distance
of closest approach form the track to the wire: In an attempt to understand the observedt
relations, a small toy MC routine was developed from theofwihg principle:

« Assume that the number of electron clusters produced adoimgck of impact parameteris
Poisson distributed with a mean ofa2R2 — r2, whereR refers to the straw radius.

e Since some electrons do not reach the wire, the relevaissBoimean must be scaled by the

JfA—arydr . .
Far = 1— a[mm] since

R= 2 mm. By this, the mean of the Poisson distribution becorﬁ@.

inverse of the mean fraction of recaptured electrons-atO:

« Once the number of electron clusters has been determiney,are distributed randomly and
independently along the trajectory. Hereby thdistribution is obtained.

« For each electron, compare a random number-tant’ (actually compared to the full fit func-
tion of figure 10.5.2) and reject if the number falls abovedbeve.

* In the list of surviving electrons, store the one with theadiest value of’: This electron is the
one which gives rise to the signal in this simplified moded.(LT— 0).

* For eachr’, calculate the corresponding drift timg,using equation 10.3.9, thus ignoring dif-
fusion and spread. By this, histogramsrotan be filled for each time interval of 325 ns
corresponding to the time bins of the read-out electronics.

1This can be the case despite the fact, that the more coneglifits discussed in section 11.3.3 were not able to quantify
this issue.
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Figure 11.5.3:Fits tor in three different bins of. The upper figures are the results of the simplified model,
whereas the lower ones are default results from the CombliestiBeam, where the tails have been cut away.

In figure 11.5.2 the relation betweerandr’ is shown, and the spread is clearly seen to be significant.
In order to make a reasonable comparison with the 'defauftt relation used for tracking (i.e. the
relation found using the standard procedures of the ATLAfnef software), the central part of the
peak in histograms af for the varioust bins, is fitted with a Gaussian. The fit limits are defined to
resemble the default fits as used in the standard ATLAS oflafisvare. A few examples of the fits are
presented in figure 11.5.3 where also the correspondingiidefgamples are found. Corresponding
histograms for all time bins are found in Appendix B.2.

Obviously the model above underestimates the width of tk&iblutions. This is perhaps not so
surprising given the simplicity of the model - it only attetsfio account for effects caused by the
low average number of electron clusters produced alongc#,teand the spread due to e.g. avalanche,
cluster energy spread, diffusion and LT fluctuations is noluided. For this reason the error calculated
from the spread im’ is expected to be considerably less than the error i thé relation. Overall,
however, the model does seem to describe the main featust®as in figure 11.5.4.

Although it remains to be seen whether the full MC simulaiiios. the TRT digitization in the offline
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Figure 11.5.4Distribution of mean and errors for toy MC (left) and defaultt relations (right).

software) succeeds in describing the data resolution, dbed gesemblance between the simple model
and ther —t relation combined with the fact that the toy MC is built on #zame principle as the TRT
digitization package suggests, that the physics modelrlyinig the TRT digitization is indeed valid
and indicates that most important physics features areigpin the simulation.

11.6 Resolution in data and MC

The outline and methods used in this section are based obi/[Kivhere the reader is referred for an
in depth discussion of the TRT resolutfon

To check the resemblance between the data and MC trackiolyities, a study is performed based on
a 100 GeV pion sample. Using the full simulation scheme desdrin chapter 10, the passage of 2M
particles through a TRT straw is simulated with a flat disttibn of the impact parameter and using
the optimal low threshold setting found in the previous ieec{LT=300 eV). For each simulation, the
impact parameter, and the output digit is stored, so that in the following datalysisy is fitted in
bins corresponding to which time bit contains the leadingeedi.e. the first "1” when reading the
digit from left to right (i.e. from smaller to larger timesyhe central part of the distributions obtained
in this way are fitted with Gaussians as in the case for the t@/ dfudy of the previous section.
Some results are shown in figure 11.6.1, whereas the rengaama found in Appendix B.2. From
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Figure 11.6.1r in three bing for the full digitization model.

2Note, that the work presented in [Kit07] is prior to the prsel updates in the TRT digitization software, hereby
complicating a direct comparison between these resultsttaresults presented in this thesis.
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Figure 11.6.2:Track residuals (left) and time-over-threshold (righ8tdbutions for data and simulation using
100 GeV pions.

these distributions the effect discussed in section 11tbeofow number of initial clusters causing the
tail on the left-hand side of the peak is clearly observedortier to make a reasonable comparison
of resolution with the test-beam data;-t relations are formed based on the fits of figure 11.6.1.
Since the data, as opposed to the simulation used hererssslightly from the fact that neither the
track nor the straw positions are known precisely, the gpoeding uncertainty contributions need
to be added to the simulation results before making any casgra The estimated uncertainty of
the individual wire positions is: 3m as determined from track residuals between SCT- and TRT
segments [Han08]. The uncertainty introduced by the tragks ~ 130 um/y/33.5— 2, since the
average number of TRT hits per track in the used data is 335ttan track resolution is 13Qm.
Assuming that the effects are of Gaussian nature, thesedwiniloutions are added randomly to the
residual. Finally a & cut is performed on both data and MC, by which the resolutizh tamne-over-
threshold distributions of figure 11.6.2 are obtained.

The resemblance between data and MC is very good - a Kolmedesb reveals a probability of
6% for the two residual histograms to follow the same distitn. Repeating the above exercise
for different LT settings yields the distributions found Appendix B.2. The optimal LT value as
determined from Kolmogorov tests to the residual plots 8 88 with a corresponding probability of
52%. Recalling that LT=300 eV is optimal according to theoifficy study presented in section 11.4,
and that the time-over-threshold distribution suggest@e~ 250 eV (in both studies) it is concluded
that all three methods of optimization results in compatibl settings. Given that different aspects of
the TRT digitization model are probed using the three metlsoane inconsistency between the results
are expected and the fact that they all arrive at similareglis a significant accomplishment. The
default software setting is LT=300 eV, which can therefoeerétained; with the present knowledge
and simulation model there is no strong argument for chantiis value. When the LHC goes into
operation, a much more detailed optimization is possibl iaws likely that this statement will be
revisited.



Chapter 12

Transition radiation

The previous chapter focused on the TRT abilities as a tngatteétector. In this chapter emphasis will
be put its the particle identification capabilities.

12.1 Theory of transition radiation

Transition radiation (TR) arises when ultra-relativistharged particles cross a boundary between
media with different dielectric constants, i.e. a chargadiple in a non-uniform electric field. This
process is analogous to bremsstrahlung, which arises dagéoticle moving in a electromagnetic
field.

As shown below, the probability of a given particle to emstrtsition radiation is determined solely by
the y-factor (apart from material properties). The TRT is buidcdeiploit this for particle identification
purposes - in particular to distinguish electrons from gioriElectrons tend to have largefactors
and thus are likely to emit TR photons which makes them sépafeom the abundant low energy
background of mainly pions. The theory of transition raidiatis treated in detail in [Dol86, Ege98]
and the references therein. Only a few results importanth®mRT will be summarized here.

In the case of a single regular foil, the total energy radiditg a charged particle when passing from
vacuum to the folil is:

1

wherewy is plasma frequency of the foil and is given by:

/ATINGr 3meC?
Reop = +me (12.1.2)
whereNg is the electron density, is the classical electron radiuse is the electron mass amdis the
fine-structure constant.

Strictly speaking, this result is only valid in case the plasfrequency of the surrounding medium,
Wyas IS zero, which is the case for a transition from vacuum. Hawethe result holds approximately
in the limit: wroil > wyas as is the case for the relevant materials of the ThBsolypropylene~ 20 eV
andhw,jr = 0.70 eV. For practical usage, not all transition radiationtphe are useful, since some
minimum energyEcutof f Must be required for detection (due to the absorption specin the detec-
tion gas). The number of photons created at a single bourfdHitying this requirement is Poisson
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distributed with a mean of:

a wy wy P )
Ny=—1{In In -2)+—-+1 12.1.3
Yoo < Ecutoff( Ecutof ) 12 ( )

Assuming a detector sensitive to photons with energies eliokeV thus implies that an electron
of 100 GeV on the average produced).12 photons with sufficient energy. For detector usage the
low single-foil emission probability is compensated byngsimany foil layers. In the TRT end-
cap each straw-layer is interleaved with about 15 uniforgular 15 um thick polyethylene foils
separated by 20lm gas gaps (30xm in some regions). Studies show (see figure 12.1.1(leff)) th
this composition is optimal (due to constructive interfere of the radiation, regular foils are better
than non-regular foils, foam and fibers). The thickness andber of foil layers are optimized with
respect to PID performance, subject to constraints fromntlagerial budget and space limitations.
The geometry and modular design of the TRT barrel preverageu®f regular foil radiators and
an assessment shows that fibers oriented perpendiculag &xfiected particle trajectory is the best
practical option given these constraints - see figure 1@eftl At nominal threshold (5-7 keV), the
probability for exceeding threshold is here about 15% beluat of a regular foil.
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Figure 12.1.1:Left: HT probabilities as a function of threshold for difést radiator types. Right: Photon
absorption length in high Z noble gases. Source [Cwe06].

Upon creation, the TR photons, which are not reabsorbeckirfdils or in the intermediate gas, enter
the straws of the TRT and are subsequently absorbed in thenXgas flushed through the straws of
the TRT detector. Xenon is chosen based on its low photonraiiso length at the relevant photon
energies (see figure 12.1.1 (right)) while other gases atedatbr stability, drift velocity and detector
safety reasons. The final composition is Xe@Q (70:27:3).

The TR photons are emitted highly collinear to the partidgtctory (opening anglé ~ 1/y) prevent-
ing ambiguities when assigning HT hits to tracks in the offlreconstruction. By this, the fraction
of hits along the trajectory of a given particle which cont&®lT can be easily interpreted as a HT
probability and be used in a straight-forward manner fotiplridentification.

Figure 12.1.2 shows the TR spectrum from a polyethyleneasarf This plot, along with the ones
shown in figure 12.1.1 suggest that the HT value giving thexatelectron identification is of the in
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Figure 12.1.2:The radiated TR spectrum from a polyethylene surface. $diol86].

the neighborhood of 6 keV - the *final’ tuning of the hardwaegting of course awaits LHC collisions.

12.2 Simulating transition radiation

The simulation of transition radiation is based on the mgiesented in the previous section and the
references therein. In this section the tuning of the TR rhtmlmatch CTB data is discussed.

Figure 12.2.1 shows the HT probability from a study of the C&B a function ofy-factor [MPO7].
The plot is the result of a careful track selection and stecjuirements ensuring reliable and high
separation between the particle species. The contammatiestimated to be below/l in all con-
figurations, and in most samples considerably lower than #swould be expected from the above
considerations, the HT probability curve resulting frore 8election (figure 12.2.1) shows no depen-
dence on the particle species, only on thfactor - i.e. there is no discontinuity in the curve in the
regions between different particle species. The functmedufor the fit (as well as for the correspond-
ing fits to simulations discussed in the following secticiss) generic onset function:

_ P2
PHT (V) = Po+ P1logio(y) + 7 X —(100.5(7) — 3/ P (12.2.1)

The various components of this function are discussed iméxésections.

To reduce ambiguities in track-selection from e.g.: — e y — e e"e™ or pion decays, the MC
study is based entirely on muons. The muon energies areeglgcsuch a way that thej-factors
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Figure 12.2.2:MC HT probabilities as a function aof-factor (full curves). Each point represents an average
of 10000 tracks. On the left is shown the result obtainedgughe default setting: HT=6 keV whereas the
right-hand figure shows the result after tunning the low gn@fateau to data: HT=6.25 keV. Note that in both
plots, the TR efficiency is set to the somewhat arbitrary dleetting: 0.8. The dotted curves shown in both
plots is the data fit as described by the parameters in figu1.2

match those of the Combined Test Beam - i.e. a muon run camelépg to each point in figure 12.2.1.

The tuning of the transition radiation model proceeds ied¢hsteps: First the low energhE/dx tail
is tuned, then the TR onset part is tuned and finally the higingsrplateau.

12.2.1 Step 1: Tuning thedE/dx tail

Figure 12.2.2(left) shows the default MC HT probability msponding to the test-beam data of figure
12.2.1. Low energy ionization has been subject to intens#ysiuring a period of many years. Most
of the important results are implemented in the PAI modelclwhin this domain is very trustworthy.
It is therefore considered safe, to tune the Ipwail of figure 12.2.2(left) to data using as tuning
parameter the HT setting. Switching off the TR model in thrawudation gives the purdE/dx curve
shown in figure 12.2.3(left).

In the combined test-beam study, a dependence of the spewificle on the HT probability was
found, but never fully understood [Pet07]. Due to this, theve in figure 12.2.1 can be fitted only by
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Figure 12.2.3:Left: MC dE/dx curve in the full range after tuning the low energy tail toala®btained by
switching off the TR creation. Righ E/dx of MC with different settings, and various fits to data as expd
in the text.

artificially scaling the low- and high-energy plateau. CGimsly, this causes some uncertainty in the
fit, since the scaling to a large extent is arbitrary. In figl@e2.3(right) the purple lines show the result
of different fit approaches, and due to their spread a prdiisetuning of the high threshold setting
is premature, and 6.25 keV is chosen since it is sufficiedtgecto all data fits. Incidentally, this HT
setting is not to deviant from the nominal value of H7.0 keV which is the CTB hardware setting.
Note, that corresponding to the case of the LT setting, thaning of the software and hardware
definitions differ, and some discrepancy can be expecteé. ré$ulting TR onset curve is shown in
figure 12.2.2(right).

When compared to the corresponding distribution measurditkei test-beam (the dotted curve in the
same figure) it is clear that there are differences which atlba explained by an inaccurate HT setting
- instead it seems that the transition radiation model aseémented in the software is inaccurate.

12.2.2 Step 2: The transition radiation onset

As mentioned earlier, the transition radiation simulationthe ATLAS experiment is based on a
custom implementation of the model presented above, antheGEANT4 default which was poorly
suited for the transition radiation simulation needed bthsnTRT software, since it does not take into
account interference between radiation produced at diftegas-foil transitions.

A study of the details of the transition radiation model is1pentation in the ATLAS software, reveals
a potential problem for the barrels modules. The foam resipta for creating the TR photons is in
lack of a better model approximated by the same foil as foetiakcap. Differences in the transition
radiation production are introduced only via a constantdiawhose effect is to disregard a certain
fraction of the created TR photons in the barrel with respedhe end-caps (named TR efficiency
in the following). Taking figure 12.1.1 into consideratidrseems plausible that this could not only
result in a wrong overall high threshold probability in thie— o limit, but also the details of the TR

onset curve could be inaccurate.

In order to force the onset curve of the MC to match that of dhnumber of created MC transition
radiation photons is modified according to the ratio betwibexfits to the HT probability curves for
data and MC after subtracting tli=/dx curve shown in figure 12.2.3(left). The ratio of the fits of
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Figure 12.2.4:Fudge function scaling the number of photons in MC to giveTtReonset curve of data. The
maximal allowed value of the fudge function is 2.

figures 12.2.1 and 12.2.2 has the functional form:

1 4 g (logy—3.008/0.1284

Ny = Ny 1+ e—(logy—3299)/0.2703 (12.2.2)

whereNy is a Poisson number with mean as given by equation 12.1.3fufle&on is shown in figure
12.2.4 - including a cutoff, implemented so that the coroecto not exceed a factor of 2. The cutoff
is needed in order not to wrongly interpret, and artificiabale, small differences between the low
energy tails of the data and MC curves, as being due to trangidiation. The reason to subtract
thedE/dx curve is that only the TR model is to be modified - not ti&/dx part underneath which
is assumed valid.

The resulting HT probability curve is shown in figure 12.28) along with the CTB curve. Clearly,
the main features of the TR onset is now effectively repreduao the simulation, the only remaining
issue is to tune the high energy plateau which is done below.

12.2.3 Step 3: The saturation level

Since the number of transitions between gas and fibers ig famtl since some fraction of the TR
photons are reabsorbed in the foam, the HT probability atgarat a certaip-factor. The final tuning
concerns the simple matching of the saturation plateau ta a@ad MC. In the simulation (actually
in the digitization) this is done by tuning the overall TR effincy. The final result of the tuning is
shown in figure 12.2.5(right). The corresponding TR efficiers 95%.

12.3 Conclusion

The method and results described in this chapter are impigsdén the ATLAS simulation software
and used per default. In the present situation, where the fdibgbility curve of MC matches data
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Figure 12.2.5:Modified MC (full curves) and data (dotted curves). Left: TRagency 100%, Right: TR
efficiency 95%.

well, it is clear that PID information can be extracted inadas well as in reconstructed MC solely
based on the HT probability curve. An advantaged approadieiilsg developed, where not only
HT probability, but also time-over-threshold and singlack x? are combined to a common PID
probability.

Note that the present analysis concerns barrel tuning simge no recent test-beam data exist for the
end-caps. In principle future cosmics data, using a Xensedbactive gas rather than the Argon based
which has been used so far, could be used at least for a rongigtuHowever, the; dependence
of the HT probability which is expected for collision datannot be probed using cosmics. For this
reason the corresponding tuning of the end-caps will awBitA4S collision data.



Chapter 13

L ate conversions

Having now described both hardware and software aspeckediRRT, this chapter presents an exam-
ple of the usage of the detector; namely to reconstruct phodaversions taking place in the detector.
As will be argued below, such reconstruction has multiplgligptions ranging from material mapping
capabilities to reconstruction of Higgs events in jhechannel.

13.1 Introduction

In chapter 9, the material budget of the TRT is discussedleTali.1 summarizes the most precise
knowledge presently available as obtained from surveysiedisas the corresponding values from the
TRT GeoModel. From the discrepancy between the values afuhesy and the GeoModel one can
estimate the uncertainty to be at the level of a few percedtla® geometry is presumably known to
similar precision. When the experiment goes into operaitiés anticipated that the uncertainty on
the position of the active detector elements, will be highiproved due to the individual sub-system
alignment as well as the global alignment. For the TRT, itlped to use large pion samples to
continuously monitor the position of each straw. Prelimynanalysis [Boc08, BHO7] suggests, that
the individual straw positions in the barrel can be detegdito within~ 0.3 umin @ and~ 0.3 umin
the radial direction. However, the alignment is not ableiteatly measure the location of non-active
material, and for certain precision measurements thisilligton is of importance. An example is the
W mass measurement in tiié — ev channel, where the relative precision is aimed at less tlatfn h
a permille. As discussed in Part Il, the dependence on thelaiion with respect to the momentum
scale determination, and thus the detector material, islagidy in situ calibration using théevents,
differentially in n and pt. However, other systematic errors, like the systematioréntroduced by
final state radiation, do depend on the ability of the simoifato accurately resemble data, and in
general, of course, it is desirable to have accurate siouagtIn order for this to be possible, all parts
of the ATLAS detector must be minutely accounted for in theed®r description of the simulation,
both with respect to position, shape and nuclear compasitimless special techniques are employed,
table 9.1.1 (or more precisely the full underlying GeoMQdepresents the most exact knowledge of
the non-active material at the present stage, and is nottegbéo be significantly improved during
the detector operation.

However once data taking starts, photons will be among tbdymed particles. In figure 13.1.1, the
expected photon statistics after triggering is shown ashation of Er corresponding to one year of
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low luminosity running. Clealy, the sample size is largewgioto allow for a detailed mapping of the
detector from the reconstruction of the conversion vesde®will be explained below.
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Figure 13.1.1:Photonpr spectra after triggering corresponding to one year of mgmvith low luminosity.
Only selected channels are shown - note that the photonsiifesrare not included. The main contribution
is due to photon-jet events (labelled gJ1-J6), whereasi¢fmalsevents studied: Gravition to photon-photon
(two different samples labelled Ggg) and Higgs to two phetfidgg) constitute small pertubations on this
‘background’. The trigger efficiencies (according to vaisdrigger menus referred to in the legend) are shown
on the right-hand scale, and indicated in the figure usingtther-coded dotted lines. Source: [And07].

13.2 Theory of photon conversions

As explained in chapter 3, one of the important design pat@rsef the LAr calorimeter, is its ability
to distinguish photons from electrons. In order for the dateter to find a photon produced in the
interaction region, the photon must pass through the elmtirer Detector. In vacuum, of course, the
photon range is infinite, but in presence of matter, a photonscatter on free electrons or atoms in
the material and more importantly: A photon can undergo peoduction, since momentum can be
transfered from a close-by nucleus to a passing photonphesatisfying energy/momentum conser-
vation in the conversion vertex (which is impossible in vay). The leading order diagrams for this
process are shown in figure 13.2.1(left).

Other processes like Compton scattering of a photon on aelestron, and Raleigh scattering of a
photon on an atom are strongly suppressed with cross-ssati@ers of magnitudes below the pair
production cross-section [Leo87].

Within the energy reach of LHC, the cross-section for phatonversion is approximately constant:
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Figure 13.2.11Left: Leading-order Feynman diagrams for photon conversfollowing from interaction with

a nucleus [ega08]. Right: Equation 13.2.3 (up till normediian factors). The dashed areas, corresponding to
24% of the total integral, illustrate the fraction of evemtSere one of the electrons hg$ < 500 MeV for

EY =5GeV.

TA
oly—e'e)= PN (13.2.1)

whereA is the atomic mass measured in g/mol anig the radiation length of the matter traversed by
the photon. Except for the very lightest gasses, the radidéingth can be approximated by:

2
- 7164 gent “A ’ (13.2.2)
Z(Z+1)In(287/2Z)

whereZ is the atomic number. Although energy and momentum congervis ensured due to the
interaction with the material, the electrons need not taeshlae photon energy equally as can be
inferred from the below differential cross-section wittspect to the electron energy fraction=

Ee /Ey [ega08]:
do A 4
X~ AN (1— éx(l—x)> (13.2.3)

As expected, this expression is unchanged under chargegaiign - i.e. under interchange »&and
(1—x). Since the electron energy fraction in a given event can éaevalue between zero and one,
either one of the electrons is likely to fall below the minimaguirement of transverse momentum
p§ = 500 MeV as defined by the tracking algorithms, even in caseghefe the converting photon
is considerably more energetic (see figure 13.2.1(rightjjus the conversion reconstruction is not
entirely trivial. However, reconstruction algorithms dake advantage of the facts, that the invariant
mass of the decaying particle should be vanishing and tlenstiaicted tracks should be parallel at
the vertex as required by momentum conservation (due toeteeinvariant mass of the photon).

13.3 Motivations for studieng late conversions

As discussed below, finding conversions has multiple apgptios, but in addition to the actual usage
of the conversion vertices for analysis, it should be emiziedsthat the pure fact of tagging hits as
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Figure 13.3.1Radial distribution of conversions at CDF. The various detelayers are easily distinguishable.
Source [CDFO01].

originating from electrons due to a photon conversion redube uncertainty in the event and thus to
some extent ease the remaining of the event reconstruction.

It is clear that many conversions will occur in the denseaililayers of the Pixel and SCT as well
as in service regions of these sub-detecotors. Due to the Emount of material in and around the
TRT (despite all efforts to reduce it), a significant pereget will convert within this volume. An
estimate of this is can be obtained from figure 9.1.8. Thisghows, that the TRT constitutes roughly
% radiation length, implying that % of the photons entering the TRT will convert within this vola.

Below it is studied to which extent one could gain knowledgéhe position of e.g. the TRT barrel
shells from reconstructing the conversion vertexes. Tindé¢éd this should be possible is illustrated
by the CDF example in figure 13.3.1, where a radial resolutibreconstructed vertexes of about
4 mm is obtained. As opposed to the in situ calibration of tleermantum scale using leptons fran
decays for th& mass measurement of ATLAS (cf. Part Il), CDF use convers{onsssence figure
13.3.1) and)/y andY decays to correct the momemtum scale. The main reason fostigpthis
approach is (presumably) the highly reducestatistics with respect to the ATLAS expectations.

Figure 13.3.2 shows the conversion radius in the Inner Detexcording MC truth as observed in
a singe photon run witEY = 5 GeV,n = 0 and vertex located &k, y,z) = (0,0,550) mm (the dis-
placement from(0,0,0) mm is chosen to avoid the central non-active region of thefnmost TRT
barrel straw-layers). In this figure, the SCT layers and TRifrdd shells can clearly be identified.
Note that the figure cannot be directly translated to a dgnsitp due to the dependence of the photon
conversion cross-section on the atomic number of the ictieiga material as described by equations
13.2.1 and 13.2.2. For such translation to be possible, titenmal composition of the various parts as
discriebed by the GeoModel most be taken into properly aticou

In addition to the above use of reconstructed conversionsajpthe detector material, there are appli-
cations which are more directly related to physics. Mosahlytis the Higgs decay into two photons,
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where atleast one of the high photons converts. Regardless of whether the decay phdtomis
vert or not, the corresponding electromagnetic clusteei®nstructed. However, in case the photon
is tagged as such, this information in itself provides a wisb&ndle to be used by the clustering
algorithms.

9000 ]
E scT region Mean 507.5
8000 — SCT layers RMS 229.9
C Integral 1.706e+05
7000 —
6000} TRT region
5000
- TRT barrel shells
4000 — \Z \/
3000
2000
1000F
A_4| I |-|.|-I I L1 L I L 1 I 11 1 | I 11 1 1 I 1 I L1l

00 100 200 300 400 500 600 700 800 900 1000

rfmm]

Figure 13.3.2:Conversion radius of photons from a single-phofgn=5 GeV run according to MC truth.
The high density SCT layers and TRT barrel module shellslagely visible (cf. figure 3.2.3), whereas this par-
ticular single photon run configuration totally avoids thedPlayers. The red histogram refers to the selection
discussed in section 13.4.3.

13.4 Late conversions and the TRT Conversion Finder

Reconstructing conversions is by no means a new exercib@vil LAS software. Numerous efforts
have been made, and for decay configurations with SCT and{ef i#ts, existing software is able to
fit the vertex with a satisfactory precision [ega08]. The lebnversions, taking place after the silicon
layers, constitute a special problem for standard fittérg;esthe information ire is limited in the
TRT barrel and similarly is the precision oin the end-caps. Figure 13.4.1 shows examples of radial
residuals obtained using existing fitters for different f@moconversion configurations: Both tracks
have silicon hits, one of the tracks has silicon hits and #s=avhere both tracks consist of TRT hits
only. Clearly the latter two lies outside the scope of thedtads fitters calling for an specialized TRT
conversion fitter.

Below, the develupment of a fitter is described, and the tiegutonversion finder tool is tested against
the latter catagory of events where both conversion traoksist of TRT only hits.

The developed method is based upon kinematic fitting [Avé®@08], where the knowledge of the
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Figure 13.4.1: Radial residuals for Kalman (left) and Chi2 (right) fittex fdifferent inputs using single
photons aEY = 20 GeV. Figures are provided by T. Koffas.

physics governing the photon decay, is exploited to imptbeeactual measurements. The implica-
tions of the physical laws are expressed in terms of comstegjuations, and thg2 minimization
proceeds by the use of a Lagrange multiplier principle [8}s0’he method of Lagrange multipliers
has the advantage of being able to handle constraints N&.g-= 0), and in the case of vertex fitting,
the correlation between the participating tracks can beectly included.

The minimization thus attempts to satisfy the constraiefinéd by the physical principles under the
limitations provided by the measurement precision - i.e.dbvariance matrix is not to be violated by
changing measurements more than their uncertainty cauattar.

One complication encountered by choosing this approadhas,the constraints are most easily ex-
pressed in position / momentum space rather than the paegeesentation usually used for tracking
within ATLAS reconstruction software. In order to resolheetransformation between the two coordi-
nate spaces is required.

13.4.1 Coordinate transformations

The usual ATLAS perigee representatigdi*®* = (¢, 8, do, 7, %) is substituted to the position/momentum
representationa'™a = (py, py, pz, E, X, Y, X) via the following relations:

b= sin<e>cos<cp>/|%|
py= sin<e>sin<<p>/\9p\

_ a
pz = cog6)/| Io|

- (13.4.1)
/(9
== (p> e
X = —dosin()
y = docog¢)

=17
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where the reference point of the perigee representatiossismaed to bé0,0,0).

This set of variables is not mutually independent, but hasaiifivantage that constraints can be ex-
pressed in a straightforward way.

Although principally trivial, the complexity of the algedrincreases significantly when expressing
the covariance matrix in the position/momentum represiemta For each entryi, j) the covariance
matrix takes the form:

COV( aitrack7 a}rack) _ g (0C¥itraCk/d[3|£raCk) (ﬁCX}raCk/0[3|traCk)CO\/([3|EraCk, Bltrack) (13_4. 2)

13.4.2 Lagrange multipliers
The details of the fitting technique can be found in [Ave00e®8], for the present purposes it is
sufficient to state the general results, adopted to covespibeial case of conversion fitting.

The parameters describing the tracks combined in a sindglencovector,a, of length 2x 7 :

aT = (pX,17 py.,l> pZ.,l, E17X17y1721> pX,27 py,2> pZ,27 E27X27y2722) (1343)

There are two constraints:

e The invariant mass of the decaying particle is zero. Edeintdy: At the vertex, the two tracks
are parallel.

* At the points on the tracks, where the tracks are paralely should occupy the same point in
space.

This gives 2< 3 constraints, since both constraints give rise to an egiu&dir each spatial(/momentum)
dimension.

To apply the formalism, the constraints must be expressedjurations of the formH(a) = 0. Ex-
panding around an approximate solution, yields the linearized equations:

0=[dH(aa)/da](a —ap)+H(aa) =Dda+d (13.4.4)
where
OH;  OHy JH;
day day 0ai4
D=| % o= - ome (13.4.5)
day oJay daiy
B Px,1 - Px,2 7
[ Hi(aa) ] Vv px,12+pr:y>y,12+pz,12 Vv px,22+pr:y>y,22+pz,22
1 . 2
HZ(GA) \/px,12+ Py.124Pz12 \/px,22+ Py.224Pz22
H3(GA) Pz1 . Pz2
d= Ha(an) = | Vot tmi2ip? /Pty P (13.4.6)
HS(GA) X1 —X2
- N I Zy— 2 ]
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da=a—ap (23.4.7)
By this, the equation to be minimized can be written:
x?=(a—ao)"V, ' (a—ao) +2AT(DSa+d), (13.4.8)

whereVy, is the(14 x 14) covariance matrix, with ‘0’ representing the result of thepous iteration.
At the minimum the following relations hold:

a = dag—Vg,D'A

A =Vp(Ddap+d)

Vb = (DV4,DT) 7t (13.4.9)
Vg = Vo — VoD Vo DV,
X2=ATV51A

13.4.3 Implementation and preselection

The kinematic fitter, which is named TRT Conversion Findsnmierged into the standard ATLAS
conversion finding software, where it is used in case of TRl tnrack segments. Based on truth
information, the following preselection is performed: Bazhoton is required to convert within the
TRT, resulting in two reconstructed and oppositely chargedks, each Witl‘p?’trUth > 500 MeV
non of which are subject to a bremsstrahlung loss above 108teofrack momentum according to
MC truth. The combined reconstruction and selection efficyeis illustrated in figure 13.3.2 as the
ratio between the histograms. Ultimately, the use of trafierimation must be abondoned, but for
the develupment of the algorithm, it provides a useful handlote in this respect that the particle
identification efforts from notably HT probability studies discussed on several occations in this
thesis, provide a useful information in the track presabect

After successful vertex fitting, the resulting tracks andesponding covariance matricies are trans-
lated back into perigee space, so that the conversion vanéxhe updated tracks can be returned to
the standard ATLAS offline reconstruction framework. Ndtegt not only is the vertex found, but
also, are the tracks updated using the constraints, sortlpeitniciple, more accurate track-parameters
is a side-effect of the vertex fit. The extent to which theksaare improved will be shown in the next
section (figure 13.4.2(a,c)).

The TRT Conversion Finder is presently being implementede@art of the standard conversion
reconstruction software of ATLAS.

13.4.4 Results and preliminary optimization

As starting point ) for the fitter is chosen the geometrical mean between therimast hits on the
two tracks and the corresponding track-parameters. Fitfi& 2 shows the performance with respect
to pr and the opening angley, between the tracks at the vertex. As argued in section 18i2,
angle should be vanishing from a theoretical point of viemd & is one of the quantities which the
fitter seeks to minimize, while subject to the constraintsaif changing track-parameters more that
allowed by the covariance matrix.
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Figure 13.4.2:Performance with respect tb(a) andp$ (b,c) for theEY = 5 GeV single photon run discussed
in the text (section 13.3). Black full histograms repregéetstarting point and red histograms show the results
after fitting, whereas the black dashed histogram in figuyegpresents MC truth.

For algorithm optimization, the performance of the alduomtwith respect to the radial resolution,
reonv depending on the number of iterations is shown in figure.B3.Rractically no dependence is
observed, and the default setting is for this reason setterdtion only.

The energy dependence on the conversion finder performanskoivn in figure 13.4.4 foEf =

2 GeV andE¥ = 10 GeV single photon runs. As would be expected from trackisgormance
considerations, the vertex resolution is significantly soin theE¥ = 2 GeV run with respect to the
EY =10 GeV ancEY = 5 GeV runs (cf. figure 13.4.3).
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Figure 13.4.3r¢ony resolution after 1 (left) and 10 (right) iteration(s). Bdsen theEY = 5 GeV single photon
run discussed in the text.
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13.4.5 Full ATLAS events

To assess the performance of the develuped conversion fimdeore realistic event topologies, the
fitter is tested orit events which are some of the most complicated events expdating ATLAS
operation. Figure 13.4.5 shows the corresponding perfoceaf the TRT Conversion Finder. The
result shows no obvious signs of degrading. Note, that ttegials of the two histograms are similar
in the left-hand part of this figure, showing that the efficigmo reconstruct conversions is high. In
the right-hand side, the efficiency falls off as expected ttuthe low number of hits on the tracks,
causing the tracking algorithms to fail the track recongiaon. It is emphasized that figure 13.4.5 is
merely an example, and further studies are needed to valibatfitter with respect to performance in
full ATLAS events.

Mean 677.1
RMS  79.89
Integral 554

| | | |
600 700 800 900 1000
I conv [MM]

Figure 13.4.5:Reconstructed (red) and true (black) conversions as aitumafr o, fortt events.

13.5 Applications of the TRT Conversion Finder

13.5.1 Material mapping

In figure 13.5.1(left) is shown the results of a fit to about AG@onversions of thE¥ =5 GeV
sample. The resolution obtained is about 4 mm. To make alderesitimate of the expected precision
achievable in real data, by using the expected photontatat&hown in figure 13.1.1, one would need
to understand and remove the bias observed in figure 138)1(However, it is clear that once this is
understood and removed, the location of high density votuimé¢he TRT, such as module shells, can
be reconstructed to a high degree of accuracy.

By this, a number of ATLAS analyzes can indirecty benefit friva conversion finder, due to the
improvements in the description of the detector materidhdilitates. One example of this is the
W mass analysis which depends on accurate detector desgrigtiminimize the systematic error
inflicted by final state radiation. However, there are nurasrother applications which depend on
precise material maps; for example to account accurateip€dtible scattering, or to estimate photon
background in various analyzes.
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Figure 13.5.1Left: Fit to the radial conversion resolution of tﬁé =5 GeV sample using a Landau function.
Right: rcony resolution for £¥ = 60 GeV single photon run.

13.5.2 Higgs search

In figure 13.5.1(right) the radial vertex resolution is smofer a 60 GeV single photon sample, gen-
erated using the same settings asEﬁSe: 5 GeV run, except for the increased energy.

This energy is chosen in order to assess the performance afgbrithm in the energy range relevant
for a Higgs search in thél — yy channel. From the results, it seems plausible that the prese
fitter will add to the mass resolution of Higgs signal in thescdy channel, if for nothing else, then
simply due to the fact that the electrons are identified abk,sarad this is valuable information when
reconstructing the energy in the LAr calorimeter. Howeitds emphasized that an in depth study is
needed to quantify this issue in detail.

13.6 Conclusion

A method for fitting conversions taking place within the TRashbeen established. Although not final
in terms of understanding and correcting for the observad i therqq,, resolution, the results in
terms of mapping of non-active material are promising. Wk&pect to the possible usage b yy
reconstruction, additional studies are needed to assessifact of the conversion fitter on the mass
resolution.

With respect to material mapping capabilities, the inipaiformance assessment presented is en-
couranging, suggesting that radial resolutions of aboutd afithe conversion vertexes in the TRT
barrel should be achievable. Furthermore, improvememtsilaly to arise from outside, in terms of
improved tracking of low momenta electrons. As most photanesexpected to be produced with low
energy (© — yy), and since the precision in geometry determination wiltlbeninated by the statis-
tical error as determined by the number of photons and tlo& teconstruction efficiency, improving
low pr tracking would imply significant improvements in the geompehapping capabilities of the
TRT Conversion Finder.

| order for the fitter to be usefull, even in the case where deet®n is lost due to ther requirement
in the tracking algorithms, the fitter is being updated towlfor single track conversions.
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Introduction to Part IV

On the verge of data taking, a number of issues emerge whietl sieidying; some are mostly of
practical character, while others are more closely reléveghysics. This last part of the thesis de-
scribes work which has been done to ensure that the detewdhe software is well-understood and
ready for LHC startup. Again, focus is put on the TRT sub-aysiwhich is where the author has
contributed, but important results from other sub-systaritisbe summarized in chapter 18.

Commissioning of the TRT has been a continuous effort inrsdyears. Without grasping too far
back in history, one can argue that commissioning started 2001-2005 where the modules and
wheels of the TRT barrel and end-caps arrived at CERN aftatymtion at US universities and Rus-
sia institutes respectively. Chapter 14 describes th&irn#sts and repairs performed at this stage,
focusing on the barrel modules.

Later on, in the summer of 2004, a subset of the barrel modudes placed in a test-beam delivered
by the SPS. The test-beam setup falls in two categories: Riestand-alone test-beam, from which
results are presented in chapter 16 originate, and the Gmudbiest Beam on which chapter 11 is
based. During the period: 2001-2005 the barrel and end-etgrtbrs were assembled (separately)
in a building called SR-1 close to the entrance of the ATLAS | parts of this period a fraction
of the sub-detectors were equipped with read-out eleasp®inabling them to record cosmic muons
passing through the detector. A selection of results from rilnning period is presented in chapter
18. In 2007 the barrel and end-cap detectors were lowerdtetATLAS cavern and assembled into
in the Inner Detector. Presently, increasing parts of th& aRrd the other sub-detectors are equipped
with read-out electronics and connected to data acquisitystem. Data is collected in series of ded-
icated running periods called M-runs (i.e. M1, M2,...). Besfrom the M runs are reported, partly
in chapter in chapter 17, but mainly in chapter 18 along witleacription of the simulation setup
developed to resemble interactions of cosmic muons.



Chapter 14

Acceptance testing of barrel modules

Once the TRT barrel modules and end-cap wheels arrive at GB&MNare subject to a number of tests
to ensure performance and detector safeBroblems due to improper construction or shipment are
repaired if possible or, if necessary, concealed, in oraértmaffect other detector parts or interfere
with the running of the experiment.

14.1 TRT Barrel acceptance tests
Before a barrel module is approved for installation in ATLA#ust pass the following tests:

» Dimension: The geometry and weight of each module is measured and bexdssd against
specifications.

* Wire tension:By the means of a tone generator each wire is set into osoilgtand the wire
tension inferred from the resonance spectrum. Wires oaigigpecified wire tension range (in
gram equivalents: [47-100] g) are removed and re-strung.fi§aere 14.1.1(left) for an example.

e Gas Leak TestGas is flushed through the modules, while the amount flowiranohout each
module is closely monitored. Modules with abnormal Ieal()(lbg“r,‘?{n) are examined in detall
to locate and repair leaks.

« Gain Mapping:Using an X-ray probe, the gain of each wire is monitored alihvegwire length,
see figure 14.1.1(right). In case of bend straws, the etefigld in the wire is asymmetric and
thus non-optimal for charge collection. Such straws, wlhialie low gains, are repaired when
possible.

» High voltage testsHigh voltage is applied to each wire, to ensure electricabitity and that
the current leakage is sufficiently low.

The high voltage tests are described in detail below, wisemsare information on the other tests can
be found in [TRTO8b].

1For example: A module with an abnormal power consumptiorotentially dangerous, since the module would heat
up and thus risk damaging neighboring sub-systems which beusperated under cool conditions.
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Figure 14.1.11 eft: Wire tension in gram equivalents. Right: Gain map font side (channels corresponding
to one end of the straws) - summary of results from scans atem@ength of the individual straws. Both plots
are based on tests of module 1.1. Source [Gag05].

14.2 High voltage tests

The objective of the high voltage tests is to study any anousabehavior of modules when subject
to high voltage. Of particular relevance is to locate andanepurrent leaks. The reason for its
importance, is that in case substantial leakage would hydlevhile ATLAS is operating, the power
consumption might exceed its specifications and the reggdersub-system must be shot down for
detector safety reasons. In the TRT, this proceeds by kmirthia relevant fuse, but unfortunately
fuses are installed only at an eight straw granularity, scaise a current leakage builds up during the
operation of the experiment, one would have to take out eigighboring straws, hereby creating a
dead region in the detector.

In order to stress test the modules and to provoke problerasdor on a short timescale, the applied
voltage between the anode wire and the straw1$75 V which exceeds the expected nominal value
of about—1480 V. While subject to high voltage, ArGGs flushed through the straws (and €13
flushed through the radiator) and the leakage current is torei (see figure 14.2.1(left)). In case
the leakage exceedstA the module is said terip and an investigation is launched to find the exact
location of the problem. Most trips are caused by electgiaahstable anode wires, but occasionally
a high voltage supply is the source (determined from the efgihe coherent voltage sack). Since
the high voltage is supplied from a number of monitored catings, it is trivial to locate which high
voltage connection, called high voltage pad (see figure.1&ight)), a given trip occurred - except
for ambiguities caused by the fact that the measuremenpewggit did not allow to monitor all pads
individually, but only group-wise. In case of only one (orewl tripping wire(s) the responsible
pad(s) can be identified rather straightforwardly by reiisting the connections in the monitored
groups and await the occurrence of another trip. Followimg, forobes are put on the individual wires
to find which of thex 8 2 wires on the pad causes tripping. Once located, the modideristhe
re-work, where the tripping wire(s) is repaired or removed #he high voltage test continues. For
reasons unknown, some modules were dirty inside upon lagrigi the test station. When subject
to high voltage, the foreign objects caused electrical eotions between the anode wire and the
straw, resulting in frequent high voltage trips. It was fduihat a successful method for cleaning such
modules is to apply the opposite voltage, causing electmnsove toward the straw tube and in the
process burning electrical bridges between wires and straereby drastically reducing the trip rate.

2Some pads have only 7 straws connected - see figure 14.21)(rig
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Figure 14.2.11 eft: High voltage test station showing the monitored higltage connections. Right: Layout
of the high voltage connections of a type 1 barrel module. imtizidual pads connecting 8 straws are shown
in red. Also visible are the gas connections (lower left apgder right corner ).

Once the trip rate is sufficiently low, the modules are lormgiteested £ 4 weeks) without monitoring
individual pads. In case the trip rate exceeds specificatienl per day per module, where a trip
corresponds to a current above @28 in at least 5 s), the module is returned to the high voltage te
station and the above scenatrio is repeated.

Apart from locating current leaks and shortened wires, iesged whether shell, high voltage plate or
tension plate is shortened (cf. figure 3.2.4). On a numbeccdsions, such problems were found and
repaired.

When a given module has successfully passed all the tetstd lissection 14.1, it is reviewed. Prob-
lematic modules which have, e.g. mashgadstraws, non-constant high voltage behavior etc. can be
marked “spare” and are to be used only in test-beam, or in @asther module breaks down. Ap-
proved modules are moved to the assembly hall where they anated in the TRT support structure.
Care is taking when distributing the modules in the TRT suppaxk, in order not place modules
which have many dead straws in the sagngection.

A summary of the results in terms of dead channels can be foutadble 14.2.1.

All test results are written to a database, where each maslgigen a “passport” in which all results,
comments etc. for the specific module is stored for futureresfce [Gag05].

Problem Fraction [%]
Dead at arrival 19
HV problems 286
Gain mapping 8
Bent straws 44
Broken sockets 8
Tension 03

Table 14.2.1Breakdown of the causes for dead straws. In total 1031 stieowvsesponding to 2% of all barrel
channels are listed as dead, whereas 1055 straws were siutiyaepaired.

The end-cap wheels were subject to a similar series of t€ste()6]. Altogether 1354 end-cap straws
are declared dead corresponding to less tHan 4



Chapter 15

TRT Conditions and Calibration tools

In order to make optimal use of the TRT detector, it is impatrtdnat the status of the individual
channels is known at all times - i.e. which detector partsametioning? (is a given channel dead?),
and how are they functioning? (is a given channel noisy? \Whi r —t relationship? etc.). This
chapter describes the development of software necessanystwer these and other questions, once
the experiment goes into operation.

15.1 TRT Conditions

straw

cl e b o b | I | | I | |
10 12 14 0 T S R R TR
straw layer straw layer

Figure 15.1.1:0Occupancy (left) and dead straws (right)@éector 10, negative end-cap wheel 13.

Figure 15.1.1 shows an example of two maps of the same endHoagl in the same sector. The
left-hand plot shows the occupancy in a M4 run, whereas ftjiet-iand plot shows the channels
which are declared dead (for example due to failing acceptdasts as described in the previous
chapter). Clearly there is a correlation between the charofeero occupancy and the dead channels,
illustrating that the conversion from the hardware numigerscheme to the one used in the offline
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software is correct. However, one channel which is declalead has a nonzero noise léveln
fact, this is normal behavior of dead channels, and it oceves when the wire is removed, which is
standard procedure when a channel is declared dead. Tranatipih comes from the fact, that even in
the case where the anode wire is removed, a voltage is ajplibd straw tube and since the individual
channel socket is not removed, a shortened or electricaliyable straw tube can give rise to a signal.
In chapter 17 it is shown, that there is an enhanced probatilat noise signals occur in the vicinity
of a trajectory of a particle. For this reason, it is impottemreject such noise signals in order not
to introduce a bias to the passing track due to a fake measuteriio cope with this requirement,
a tool (TRT StrawStatusSummaryTool), is written enabliogrtask out dead channels in the offline
reconstruction software. The tool can be used on a chaniclktonel basis, by means of the so called
identifier - a unique label assigned to each straw. In daga¢pbsmics so far) this tool can be invoked
at the creation each of TRT measurement (called a TRT drféd), so that measurements originating
from dead straws are not created. Likewise, the tool is us¢le simulation at the digitization stage
in order for MC to resemble data with respect to the dead sfrawtion and distribution. Needless
to say, performance is of utmost importance for this tooplaixing why the choice of data container
fell on the nested container of so called expanded idergti{@C++ structure), in which the data can
be retrieved by direct access, hereby avoiding a poteptialle consuming search.

During ATLAS operation, the number of dead straws is expkdteincrease - if for nothing else,
then simply due to the fact that the fuses have a limitedinifet. Apart from an increasing dead
straw fraction, it plausible that groups of straws are teraply non-functioning due to for example
high voltage or read-out problems. The latter underlinesféict, that the dead straw map is indeed
a conditions quantity and therefore, the tool is initiadiZey a folder in the Conditions Database
holding the information of dead straws, based on a reviewhefgassports of the all modules and
wheels as discussed in chapter 14. In case of temporarygmnsblthe dead straw list in memory (i.e.
the one based on the Conditions Database folder) is eaddyged for a given run, based on user
requirements.

An example of the usage of the tool, is from the M runs whereeasing parts of the detector was
connected to data stream. Simple calls to the tool allowensimulation to switch off relevant parts
of the detector in the software chain as shown in figure 15.1.2

In order to take advantage of the software setup, the toctimmality is expanded to foresee additional
usage. In particular, the fundamental data-word in whidh gtored whether or not a given straw is
dead, is enlarged in such a way that it is capable of holdifgynmation on:

e LT occupancy levelFor low luminosity, this approximately equals the noisesleof individual
straws, but has the advantage that it can be set for eachaomtfre on-line monitoring - i.e.
before the track reconstruction, making it usable at thegest

e HT occupancy levelin case of severe problems with a straw or read-out eleicsothis could
differ significantly from zero (discussed in section 16,2r2particular figure 16.2.5). As the
LT occupancy, the HT occupancy is set in each run by the anfhionitoring.

1Also, there is a channel with zero occupancy which is notated dead. This can be due either to an abnormal low
noise level, simply that the channel is dead, but not (yet)asled so.

2|n the initial processing, before the track reconstructioiis not known at which side of a given straw a given track
passed. What is known, is the time at which a signal occurretifeom that a corresponding drift-radius is calculated.
Therefore the objects are named driftcircles.

3An assessment by L. Rossi showed, that only one in 15000 fursis during one year [Ros06]. The rate at which
fuses break down is expected to increase during detectoatipe.
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Figure 15.1.2:Example of the usage of the TRT StrawStatusSummaryTooéddatparts which are not read
out (i.e. the dark noise-free area) is masked using the TRAWSttatusSummaryTool in a simulated cosmic
event.

* Particle identification flag Set by the reconstruction.

« Tracking flag Set by the reconstruction.

In order to reduce memory usage, the information is encodehe individual bits of a 16-bit data-
word as shown in figure 15.1.3.

LT fraction  HT fraction

00000001 11 000000
J*PID
tracking

status=dead/alive

Figure 15.1.3Data-word used in the TRT StrawStatusSummaryTool.

7 bits are used to store the LT occupan®yy, and 6 bits are used for the HT occupan®yt. Most
straws are expected to have LT noise levelsl%) (cf. chapter 16). As an example of this, consider
figure 15.1.1 which is based on 10092 events, the individuahsoccupancy rangin; 1]%. For this
reason it is advantagerous to use dynamical binning. Theailg binning is chosen:

* 6 equal size bins foD_t € [0,5|%
* 1binforO.t € [5,100%
* 6 equal size bins fobyt € [0,100%
Since the occupancy information is to be filled already bydhdine monitoring, the information is

available at the stage where the reconstruction algorithmer the software chain, and thus noisy or
problematic straws can here be rejected by a simple cut.
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15.2 TRT Calibration

Related to the map of dead and noisy straws, is the mappinigeoinhtividual straw to its various
hardware groupings. For a number of applications, it isulgefknow to which high voltage connec-
tion or read-out electronics chip a given straw belongs.algumportant is the knowledge of which
other straws belong to the same grouping. To facilitateribisd, a tool (TRT StrawNeighbourTool)
has been developed, which maps barrel and end-cap chacoelsliag to:

* DTMROC read-out chip, connecting 16 straws (some have bblgtraws).
 High voltage connection, connecting 8 straws (some halyestraws).

« Electronics board, connecting 16 straws (some have only 15 straws).

As the TRT StrawStatusSummaryTool, the TRT StrawNeighboolruses expanded identifier tech-
nology for direct access. Both tools are public availabléhimithe ATLAS software repository and
are used throughout the community.

An example of the usage of the TRT StrawNeighbourTool is withe framework of the TRT cali-
bration. Based on large track samples, the TRT calibrasaasponsible thdg’'s andr —t’s relations
are up to date and adequate for each straw at all times. Dthengunning of the experiment, it can
be required to calibrate the TRT more often than the tradkssitss allows. With the tool developed,
one can take advantage of the fact that straws belonging teatime chip are expected to have roughly
equaltp, since a reasonable assumption would be, that the indivigean differ only between chips,
and if the length of the read-out wires differ (and they dohisTimplies, that straws belonging to
the same chip, are expected to have approximately the ggmdnereas there could be significant
variations between chips. The same is not necessarily trugér —t relation, since for instance a
bend straw is expected to have different t relation than a straight straw. On the other hané:t
relations are presumably more stable thantglodfsets and therefore it is expected for the default
calibration to use module-level granularity, supplemdridy time independent channel to channel
variations (taking into account e.g. bend straws). In otddest the validity of the assumption, figure
15.2.1 shows two examples of chip-wige The results are as expected: The variation between chips
(i.e. the mean values of the histograms in figure 15.2.1) istmbarger (up to 4 ns) than the variation
within chips RMS< 1 ns).
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Figure 15.2.11y distributions for straws belonging to two different chips.

Calibratingto per chip rather than per straw would, in the limit of infinitatsstics, make the resolution
worse by no more than maximum: 50 um (= RMS vgyitt ~ 1 ns- 50 um/ng). Here it is assumed,
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that the variations ity seen in figure 15.2.1 are due to real physical differences -the individual
straws are assumed to be perfectly calibrated which of easran idealization. In the realistic case,
tp is subject to uncertainty which could very well explain thpremd observed in figure 15.2.1. In
this case, the chip based method works equally well as the ¢iased calibration, even in the high
statistics limit. In the converse case, where that stesiss limited, the gain in statistical uncertainty
by using a chip-based approach is simpiNstraws prchip= 4. Here it is assumed that variationstgn
i.e. the spread in figure 15.2.1 is due purely to statistieptesentations afnetruety. In the converse
case, wherdy differs between straws belonging to the same chip, a sysiemaor of < 50 um is
introduced using the chip-wigg determination.

The chip-wise calibration is implemented as one of the defalibration schemes of the TRT. In
addition, a similar approach exist, based on the board gngupther than chip grouping. Additional
examples of the usage of the TRT StrawNeighbourTool arespted in chapter 17.



Chapter 16

A study of TRT noise in 2004 stand-alone
Test Beam data

In this chapter noise in the TRT is analyzed using data frolecsed runs from the June 2004 TRT
stand-alone test-beam. A procedure which reliably exd¢raocise hits is presented and the main fea-
tures of those are examined. Finally, channel to channetledions in noise levels are examined and
the distribution of dead channels is compared results ftoenaicceptance tests described in chapter
14. This chapter is based on [KKO06] which is written in cobledttion with T. Kittelmann.

16.1 Introduction

Even though the noise level in the TRT is known to be quite 16W1%), noise is still a relevant
effect and as such ought to be both simulated along with tsteofethe electronics response in the
digitization phase as well as accounted for in reconswacilgorithms.

The purpose of the present study is to provide a basis forguaiclusion in the simulation algorithms
by analyzing data from the 2004 TRT standalone test-bear®4LRt is demonstrated in section 16.2
how genuine noise hits are reliably extracted from the lbestm data and the general characteristics
of those are shown. Finally in section 16.3 correlationsvieen noise levels in different channels are
investigated.

16.2 2004 Test Beam data

In July 2004 6 functional and tested TRT barrel modules,esponding to 2 out of 32 phi sectors,
were placed at CERN Prévessin at the end of a test-beam rdelitsg the SPS. Using various targets
and magnet field selectors, beams of either pions, electnromaions were delivered.

As explained in chapter 11, this was the first test-beam waighfitont-end electronics (including the
ASDBLR chips) essentially of the final design, while the m@atdchain and data acquisition system
were final prototypes, very similar to the ones that will bedign ATLAS.

In figure 16.2.1(a) the setup is shown, with the beam entdromg the left. Before and after passing
the TRT barrel the beam goes through various detectors wiiliti@s to do high quality particle
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TRT experimental setup (July 2004)

TRT Barrel modules

Ch1 BC1 BC2 Si2 Sit M  Preshow

— ] ] s3] s2 % /
o [

2303 3612
6733 3700

® 3867
4510
X
5100
5170
(a) (b)

Figure 16.2.1:Basic setup of the 2004 TRT standalone test-beam (a), ama@egion event from run 3183
(b). Hits with a high threshold bit set are shown in red.

—

Run number Beam Energy Electrons Number of events

3183 80 GeV no 90K
3240 20 GeV yes 60K
3241 20 GeV yes 80K

Table 16.2.1:Beam types and number of events for the three runs of datagalsed in this section. All of
the runs were taken using low threshold values of approxma00 eV, high threshold values around 7 keV
and with the beam passing at “position 9” — the meaning of Wisén be inferred from figure 16.2.1(b). Note
that the beams were not pure electron or pion beams in thot semse, but contaminated to some extent — see
figure 16.2.2.

identification, tracking and shower vetoing:@erenkov detector (Chl), beam chambers (BC1-2) and
silicon microstrip detectors (Sil1-2). After the TRT the beanters a multiplicity counter (M) and a
lead-glass calorimeter. In the offline analysis, the mlidiity counter was used to reject events with
multiple particles while the beam counter drift-chamberravused to seed the tracking algorithms
— working dominantly on the high precision silicon measueets. The details of the setup and its
performance are described in more details in e.g. [Tik04].

The setup thus provides events where the identity of theémagsirticle is well known and with good
external knowledge of the parameters of the passing tréwtls mmaking them suitable for detailed
studies of detector performance.

For the present noise studies the type of beam should iniplénnot matter, but for crosschecking
purposes three runs with different beam compositions amdgess are selected as summarized in
table 16.2.1 and table 16.2.2.

16.2.1 |Initial selection of noise hits
The goal of present study is to understand the rate and cotigmosf the noise digits, i.e. the digits

in figure 16.2.1(b) whose appearance are clearly not dueet@aissing track. Since the number of
such noise digits over an entire run is rather high, quite sats can be afforded.
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Figure 16.2.2:Beam compositions for the three investigated runs. Thdreleand pion identification was
performed using external detectors and the remaining iftipsitare thought to be at a negligible level. The
central column markedhixed simply refers to the events that were not identified as efestrons or pions
under the given cuts.
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Figure 16.2.31llustration of the cut used to disregard digits from straws close to the track.

The first and primary cut is to only consider digits origimgtifrom straws with wires located at a cer-
tain minimum distance away from the passing track. In aoddito removing hits on the reconstructed
track this cut must also ensure a high rejection of digitsedlby secondary particles and “crosstalk”
—i.e. wire currents induced through conductive couplir@a genuine large current in a neighboring
wire. Finally some events will have more than one beam partand since the typical vertical spread
of the beam was around 3 cm, the cut must be much larger than Tiie final value is found by
looking at the actual distribution of the distance betwdenwires of the digits and the reconstructed
track as shown in figure 16.2.3. A cut of 8 cm is chosen as tieftaim the track peak at zero seems
negligible after this distance.

Another way to ensure that the single track in the event isaadsingle and well reconstructed, is to
require the number of hits on the track not to be too deviamnhfthe expected number. As indicated
by the grayed out regions in figure 16.2.4 the reconstruataektis required to have at least 33 and
a maximum of 43 hits on track. In particular the distributiorthe 80 GeV pion run exhibits a small

secondary peak around 48 which is probably due to multipderbearticles, and something the chosen
cut avoids.

In addition one should note that some digits have already bésregarded by the requirement that
it should be possible to identify at least one leading edgienLT bit pattern. This simply means
that bit patterns where the first LT bit is already on, e.01111000000000000000000 are discarded

as they do not allow one to identify the leading edge timesesim@ould have occurred before the
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Figure 16.2.4:Distribution of number of hits that are classified as being teack”. The utilized cuts are
indicated in gray.

considered 75 ns interval. The exception to the rule is whesecond leading edge is present like in
111100000001111110000000.

Finally, straws with a noise level higher than 15% (corregping to a noise frequency of1b/75 ns=
2 MHz) have been masked out. This is reasonable since susi ciwinnels will certainly be masked
out in the final setup of the detector in ATLAS.

16.2.2 Removal of hits in abnormal straws

The vast majority of noise digits are thought somehow toipatg from Gaussian fluctuations in
thresholds and potentials in the various channels, oatakjoexceeding the low threshold and pro-
ducing said noise. However, looking at the data one noti¢ew aoise digits that clearly have another
origin. This could for instance be digits such as,

0 01111111 0 11111111 0 11111111 [a]
1 00000000 1 00000000 1 00000000 [b]
0 00000001 1 00000000 O 00000000 [c]

Here digit [a] is from a straw where the LT is almost alwayseeded indicating a major problem in
that particular straw or front-end electronics. Such awstnall probably be masked in any case in the
long run. Digit [b] shows a similar structure but here thelpeon is in the high threshold. Finally digit
[c] shows an otherwise innocent noise digit with a high thadd in the second 25 ns time-slice where
somewhat mysteriously the low threshold was never exceelpdssible explanation is that the noise
digit was in reality0 00000011 0 00000000 O 00000000, but that the readout driver (ROD) was
somehow off by one bit — a problem known to have occurred dcnaby.

While these problems are real and present in the test-be#am tth@re is no reason to believe that
they will be sufficiently similar to the ones encounteredha full ATLAS running to make a detailed
study sensible. Furthermore they represent a relativebllgraction of the total number of noise hits.
For these reasons the present studies will only try to utaetdsand model the intrinsic noise of the
apparatus and will not deal with these kinds of noise. Tloeechn attempt will be done to exclude
straws producing such “abnormal” digits.

In the following it will therefore be described how straw®gucing abnormal digits can be identified
and removed based on a statistical analysis of the digiyspioeluce. To be meaningful this of course
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Figure 16.2.5:Average high threshold fractions straw by straw. Around tt8ves even had an observed HT
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requires a minimum number of digits from each straw, andenbiss originating from straws from
which there are accumulated less than a total of 20 hits arefitre a priori ignored. This of course
systematically throws away noise hits from the least noigwss, but the alternative is to keep a few
straws around with e.g. quite abnormal electronics. Gibenldw number of hits from these straws,
neither choice is likely to affect our conclusions, as losgilze overall noise level is not taken too
literally. For simplicity the plots shown in this sectionlirall be based on the 20 GeV electron run,
although all runs have of course been examined.

The first thing to do is to consider, on a straw-to-straw hahes fraction of noise hits having at least
one high threshold bit turned on. The high threshold is wibfcmuch higher than the low threshold
(e.g. 7 keV versus 0.3 keV) and the frequency with which the tloreshold is being exceeded by
noise is low ¢’ (1%)). This means, given the naive expectation of noise beingrgéed by Gaussian
fluctuations in electronics voltages and thresholds, thest very unlikely that high thresholds will
appear in noise hits, apart from those really caused by atelaglectronics and possibly stray tracks.

In figure 16.2.5(a) the average high threshold fraction @mashfor each of the remaining relevant
straws. It is clear that not all straws give noise hits witlgliggble HT fractions, and that there is
some structure caused by systematic differences betweestrduwvs and their electronics (although
the straw numbering is somewhat arbitrary, it is still sutdt tstraws with numbers close to each other
are usually placed close to each other in the detector). Undid6.2.5(b) the distribution of those
same fractions is shown. As expected there is a huge peakdmaro with a tail toward higher
values which could be due to secondaries. However at vatoesa 0.4 there is again a peak, which
is hard to interpret as anything else than straws with someo$@bnormal behavior. One might be
tempted to put in an aggressive cut just around the peak @t @eithe other hand, one could fear that
such a cut would simply remove a genuine “non-abnormal”cgff¢hrowing the baby out with the
bathwater”). Consequently itis chosen to place the cutjegire the peak, eliminating any straw with
an average HT fraction above028. Not surprisingly this gets rid of almost all of strawsgucing
digits consisting almost entirely of 1's (which really isigrs of seriously flawed electronics).

Another indication that a straw is “abnormal” is if it oftenqaluces noise digits with a relatively large
number of LT bits set. In figure 16.2.6(a) is shown the distiiin of the average number of set LT bits
in the selected noise digits for each straw. The gray regsbiosv how the straws with a HT fraction

higher than respectively 6% and 2.8% are distributed. lshitnat there is clear correlation between
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Figure 16.2.7:0bserved noise levels versus straw number (a) and thetdi§tm of those numbers (b).

straws with a relatively large number of LT bits set and sgavith a large HT fraction. This supports
the claim that the source of noise in these straws is somelbwnotmal”, if not simply contamination
due to remaining real passing particles. Based on this ketiyd, straws with an average of more than
3.0 set LT bits are discarded.

Finally the distribution of noise levels of the individuamaining straws is shown in figure 16.2.7.
Note that the removal of straws with less than 20 hits eadhnlé&rremoved entries at the lowest values.

16.2.3 Noise digit features

Having thus selected a number of noise digits, and excludattibutions from “abnormal” sources,
features of the noise can be extracted. Regardless of ttsideved feature, its distribution ought to
be independent of beam type and run.

First one can gain an insight into the time structure of thisenby plotting the mean occupancy of
the 24 LT bits in noise digits as is done in figure 16.2.8. If¢heere indeed no time structure to the
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Figure 16.2.8:Solid histograms show the observed mean low threshold biijgancy in selected noise digits
for the three different runs. The dashed histograms shoveahéribution from digits with a high threshold —
scaled up by a factor of 10 for better visibility.

noise one would expect a totally flat distribution, but tliobviously not what is seen. First of all
there is a large dip in the early bins, but that is easily usided as an artificial effect caused by the
requirement of a leading edge as discussed in section 16.2.1

Apart from the dip, there does seem to be some sort of plateawnd 8-10% with a 8 bit (25 ns)
periodic structure on top of it. This should not be too sigipg since the front-end electronics is
influenced by an externally driven 25 ns clock cycle. Alsovehan the figure is the contribution
which is due to digits with a HT. First of all the very low numbef HT digits means that their
contribution is too small to be of significance. Secondlysitclear that they have a different and
in-time shape, not too different (if a little broader) froimat of beam particles. This could support
the hypothesis that the noise digits with HT content are caeehiow to stray beam particles or
secondaries.

Perhaps the most striking feature of figure 16.2.8 is howsbthe distributions seem to be across the
three runs, which underlines the consistency of the entimequlure. Furthermore, it shows the sta-
bility of the detector conditions which means that e.g. rstauction and digitization can in principle
reliably use appropriate calibration data to improve penfance.

Figure 16.2.9 shows another extracted quantity, namelydisigibution of the number of set low
threshold bits. Figure 16.2.9(a) shows that, in the sediectése digits, about 99% of the entries have
4 bits or less set, and the three runs agree completely liegaite distribution in those bins. Looking
at the distribution for digits with a HT bit, it once more seeto agree with the hypothesis that there
is a small and negligible contamination of stray particled asecondaries, thus explaining the present
tail. If instead, for instance, the presence of set HT bitsewsaused by ROD off-by-one problems,
one would expect the distribution of digits with HT to folladve overall distribution, apart from being
shifted left by one.

The mean of the distribution corresponds to an average tiroeeathreshold around 96- 3.125 ns~

6 ns, which is quite low compared to the time over threshold wupulses from traversing particles
that are usually around 15-35 ns, as shown in figure 16.2.9b$ is certainly a feature that could be
used for reducing the impact of noise at just a small costicking efficiency.
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Finally, figure 16.2.10 shows the distribution of the relatfractions of number of LT bit “islands”
(also known as “trains”). An island is simply a group of set hifs surrounded by unset bits
(000000011000100000000000 thus contains two islands whi®1110000000000000000000 con-
tains only one). One notices that the relative suppressidheofraction of 2-island digits compared
to 1-island digits is roughly equal to the one between 3 vsldhils and 4 vs. 3 islands respectively,
and that the suppression is comparable to the overall neig of around 2%. This shows that the
appearance of noise at different times happens indepdpndent

16.3 Channel to channel correlations in noise levels

The distributions studied in the previous sections havéedin based on the entire pool of (usable)
channels. For a more complete understanding it is also sage$o study the channel to channel
correlations caused by their various mechanical and &@eatgroupings. Channels are connected to
different high voltage supplies, belong to different chipsl are connected to wires in different barrel
modules. More detailed, the obvious relevant groupings are

» Groups of eight neighboring wires are connected to the $a812BLR chip, responsible for the
analog treatment and digitization of the potential fludtuat in the wires. The threshold values
can not be tuned independently for each channel, but onlsathfer each ASDBLR chip.

» Two ASDBLR chips are connected to a DTMROC, responsibleédliecting and, given a level
1 trigger, reading out the digitized results from the ASDBLERips to the ROD’s as well as
keeping the clock synchronized with the overall ATLAS clatkough interaction with the
TTC (Trigger Timing Control) boards.

e Groups of~8 wires share a single high voltage connection and are deraste’HV pad’s”.
Note that the high voltage is supplied to the straw tube wiiieim supplies high voltage to the
two channels within the given straw - i.e. each straw end.

« Several hundreds of straws and corresponding electrangcsiechanically assembled into three
types of barrel modules. Such barrel modules contain eBB8r 520 or 793 straws and are
accordingly denoted as type I, Il or Ill (with type | moduldesest to the beam axfs)

In the next sections (and in the next chapter), correlatemmd non-uniformities in the straw noise

levels will be investigated at several levels. First the mledo module differences will be discussed
in section 16.3.1. Next, in section 16.3.2, it is investghhow the straw noise levels are correlated
with their groupings into sets o£8 wires connected to the same HV pad. Finally the distriloutio
of straw noise levels within each HV pad is examined in secfi6.3.3, and in section 16.3.4 it is

checked whether noise in one channel could give rise to moiseighboring channels. A study of the

noise correlations on the chip level will await the next dieap

For the analysis here, several runs of test-beam data weckinsddition to the three considered in
section 16.2. This was done because the beam position (ofefighs.2.1(b)) was the same in all of
the three runs considered so far, meaning that a large grbapaws was excluded in every event

Iwhile end-cap elements were not present in the test-beamid be noted that the situation for those is not entirely
the same, as each mechanical grouping of straws (into “whHeabntains a much larger number of straws and many more
electronics boards.
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one should note that tve thresholds in the test-beam setup

based on the results frats described in the chapter 14.
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Figure 16.3.1:Straws illuminated by the beam (i.e. containing on-tra¢k)hin any of the runs considered for

the channel to channel noise level variation studies.

solely by the distance to track cut. The inclusion of othesrwith different beam positions alleviates
this problem and allows for a more detailed understandindn@ioise, but of course care should be

taken not to add samples which differ significantly in somg waanother. A number of crosschecks

showed no major deviations between the runs, and the addifidifferent runs is considered safe.
The difference in beam positions for all of the consideratbris illustrated by the beam illumination

map shown in figure 16.3.1. Finally the studies are commitdtty the fact that some channels are

excluded by the quality cuts discussed in section 16.2.% mkans in particular that not all HV pads

will contain data from all its channels, but rather some stifizstead. Care must therefore be taken
to ensure that artifacts from this varying number of chasireleach grouping are not mistaken from

genuine statistical effects.

16.3.1 Module to module variations

In the full ATLAS setup there will be installed 96 barrel mdels, whereas only 6 modules were
present in the 2004 test-beam setup. Furthermore the nmsodsé=l for the test-beam were, each in its

own way, classified as

In table 16.3.1 is shown the mean of the individual chann&enievels in each of the six modules. It
is clear that there are significant module to module diffeesnwhich is perhaps not very surprising

considering that the six modules for various reasons arddbasejectedor sparebased on results

from the barrel test station. Also

were set to the same value across all ASDBLR chips, whereapléim for the configuration in the

final ATLAS setup is to adjust the threshold for each chip stz the noise level averaged over its
eight channels will be fixed at e.g..25%. This future configuration scheme will obviously limit

2Corresponding to a noise frequency of 300 kHz.
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Module Type

I Il 1]
Upper Sector % 05% 19%
Lower Sector B% 03% 03%

Table 16.3.1:Mean noise levels of the individual channels within eacthefgix modules.

the module to module variations in noise levels considgrdtlt the variation will then instead occur
in the effective channel to channel low threshold. Despiterhodule to module variations, the data
from all of the six test-beam modules is still useful for gting) other channel to channel variations as
will be done in the following sections.

16.3.2 The HV pad level

In order to investigate whether straw noise levels are Sigmitly correlated with their groupings into
pads, the distribution of the normalized mean noise levidisepads, i.e. the mean of the noise levels
of the (usable) straws within each pad, is normalized to teanrstraw noise level of the containing
module, as shown in figure 16.3.2(a). As one of the straw tyuelits (explained in section 16.2) is
a requirement of a minimum number of noise hits, one mightryvtirat errors are introduced when
perfectly well-functioning straws with extremely low neifevels are discarded. As a cross check,
two different distributions are shown in figure 16.3.2(a)neDwhere only the straws considered for
the pad noise studies are used to calculate the mean vatlienarwhere in addition all the remaining
straws are used with an assumed noise level of 0%. Apart froexpected enhancement in the first
bin, the two methods seem to give compatible results. Oneldtadso note that the mean values
of the distributions in figure 16.3.2(a) are not equal to 1 @s might expect, since the straw noise
levels have been normalized to the average straw noiseslefd¢he containing modules. This is not
so surprising however, as the different pads do not conteirséme number of (usable) straws, so the
individual straws will contribute to the mean with a diffateweight depending on which pad they
belong to. Hypothesizing that straws with a high noise l@vi#lmore often belong to pads where all
straws are used than those with low noise level, one wouleedexpect a mean value lower than 1.

It is difficult, however, to tell directly from the distribigins in figure 16.3.2(a) whether they indicate
a significant correlation between straw noise level and padmngs. In order to test this further, a
similar distribution is made in figure 16.3.2(b), but thi:é using randomized straw to pad groupings
instead of the actual ones. It is indeed seen that the mear whlthe distribution approaches one,
while the root-mean-square of the distribution decreasdsch is exactly what one would expect
to happen when the pad groupings are randomized, effegctimelking the pads more similar on
average. To test the significance of the results, the meae @ald root-mean-square the distributions
for a hundred different randomized pad groupings are showfigure 16.3.3. They show with high
significance that a random pad grouping could never rep@the distributions in figure 16.3.2(a).

16.3.3 The straw level

In figure 16.3.4 is shown the distribution of noise in strawsmalized to the average noise in the pad
to which the straw belongs. The distribution is peaked adlaumity with most entries withiff0.4; 1.5],
which shows that the noise level of most straws is approxaiyidhe noise level of their corresponding
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Figure 16.3.2:In (a) is shown the distribution of the mean straw noise levigthin each pad, normalized to
the average noise level of the containing module. Both theshaverage of the used straws within each pad as
well as the average after assuming all unused straws to &&strith a noise level dd% are plotted. Figure

(b) shows the same distribution, but the straw to pad assgmhimas been randomized.
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Figure 16.3.3:In (a) and (b) respectively are shown the distribution of teans and root-mean-squares of
100 randomized straw to pad mappings such as the exampleishdigure 16.3.2.(b).
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Figure 16.3.4:Distribution of noise level in straws normalized to the ags level in the pad to which the
straw belongs for all pads (left) and for pads where all esgfgws contribute (right).

pad, although of course the mean is guaranteed to be one Bjruction and the tail toward high
values is not negligible. For use in the simulation it is wiotikat the distribution is well described
when fitted by a Gaussian plus an exponential. To check thaigmificant biased introduced due to
the fact that the number of considered straws within a givadh i not always 8 (since some pads
contain only 7 straws and some straws are disregarded by tbetsame distribution is also plotted
solely for pads with 8 surviving straws. The distributioreses to be relatively unaffected by this
requirement, with the most striking difference being theagipearance of the artificial peak at exactly
1.0 caused by pads for which only one channel were considesable.

16.3.4 Noise induced channel to channel crosstalk

An effect one should be aware of is the possibility of crdgskeetween straws, i.e.: The signal in
one channel induces a signal in another. This is potentédlygerous for track reconstruction as a
signal due to a passing particle could give rise to a fakeasigna nearby straw. These issues are
investigated in [TRTO04] and in chapter 17. Here it will iretiebe investigated whethemaisehit in
one straw is likely to induce noise hits in nearby straws.

To estimate the magnitude of this effect from noise one cak & the number of noise hits within a
given pad in a given event, of course using the fact that stiemnected to a given pad are located
neighboring each other. The distribution is shown in figuse315, but only for pads where all eight
straws are deemed usable. Assuming no crosstalk the ragji@etween the content of th& and’0f
bins given the probability for a noise hit in a given strguy, and the number of channels per pad,
Nch = 8, should follow from binomial distributions:

NehPni (1 — pnI)NChil NechPni o
f1g= = = = 16.3.1
10 (1- pm)NCh 1— pni P rio+ Neh ( )
Likewise the expected ratio of th&' and’0’ bins is found to be:
2 _ Nep—2 2
F20 = <Nch> P (1= Pot) = ° (Nch> _ P (16.3.2)
2 (1= pa)™ 2 ) (1= pu)
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Figure 16.3.5Number of noise hits in a given pad in a given event.

If the assumption of truly independent channel noise isdvalidirect calculation of,y from the
bin content in figure 16.3.5 should give the same result asdatsulating p, via equation 16.3.1
and inserting the result in equation 16.3.2. Inserting nemsithe two methods turns out to result in
rgbs — 6.1% andrae " = 4.2% respectively. This thus reveals a slightly enhancedetecylto get
two noise hits in the same pad which could to some extent blaiesgd by noise induced channel to
channel crosstalk. However it is still true thgBs > r38%, meaning both that the effect is relatively
rare and it is difficult to conclude with any certainty thatistnot simply caused by e.g. a small
contamination of the noise hit samples from real particidused hits. From a slightly different
perspective, namely using hits close to tracks in cosmiatsy¢his issue is studied further in the next
chapter.

16.3.5 Dead channels

Another method of studying detector inhomogeneities isremation of the distribution of non-
sensitive, or “dead”, channels in the test-beam setup. Gmédiexpect two major sources of such
channels. The first being problems with individual chanreld the second being possible problems
in a chip connecting 8 channels.

Already at the barrel test facility’ (1%) of all assembled straws were found to have serious and unre-
pairable problems, as discussed in chapter 14. The causeswwmerous: Gas leaks, bend straws or
abnormal wire tension, gain or high voltage behavior. Cquosetly their anode wires were (usually)
removed to avoid e.g. voltage problems affecting otherlmeahannels. Investigating whether or not
those straws can still give rise to noise hits in the testybean tell something about the nature of the
noise as was already done in an example for the end-cap inethHp, see figure 15.1.1. In figure
16.3.6 the channels of the test-beam are shown and, in@uditipointing out the problematic chan-
nels known from the acceptance tests, color codes diffieterivetween the channels that are entirely
without noise hits in the test-beam, those with a very low @tnoise and the rest. The larger col-
lection of straws entirely without hits are indeed seen twaspond to non-functioning ASDBLR or
DTMROC chips. There is a clear correlation between the célaraisconnected at the test bench and
the straws that hardly (if ever) produce noise hit. Howetlermain part of therdoproduce noise hits
to some degree, meaning that part of the noise is producée ifndnt-end electronics itself. This fact
underlines the usefulness of the TRT StrawStatusSummah@godiscussed in the previous chapter.
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It is shown thatatimposition of noise digits is very

By using this tool in the offline reconstruction in both datelaimulation, the problematic channels

can be rejected altogether, hereby protecting the trackiggrithms of potential problems with fake
hits (although, of course, such hits are relatively rare #img can only influence the tracking to a

limited extent).
appearance and composition of the noise hits in the rengaittimannels have been studied and can

Data from several runs of the summer 2004 TRT standaloneb&ssh has been analyzed. After
having selected and removed a smaller number of channdisdedidedly “abnormal” behavior, the
to a large degree be said to be understood.

stable across the different runs and the channel to chanmnelations between noise levels have been
investigated. To further understand the nature of the TRSe)@ different data sample is needed. To
accommodate, a study presented in the next chapter is petbusing cosmic events, but ultimately,

Figure 16.3.6.End view of the straws in the test-beam setup. Black straws ha hits in the test-beam, green
of course, the issue must be addressed using real ATLASIicolldata.

straws have a noise level bel@01%. Blue straws correspond to those declared dead at the teshpand
which had a noise level belod/01% in the considered test-beam runs, whereas red straws aoaésewhich

were declared dead at the test bench, but which had a nosealeoved.01%

16.4 Conclusions



Chapter 17

TRT noise in cosmic events from the
ATLAS pit

In the previous chapter the correlations of noise levelssfaws belonging to the same high volt-
age pad was established in a pure noise environment - i.éheialisence of close by tracks. This
chapter focuses on possible crosstalk phenomena; whegeal 81 one channel induces a signal in a
secondary channel. Potentially this effect can occur ifci@nnels are not totally isolated from each
other, and in this case one would expect the effect to bedaigecase a large signal is produced in
the primary channel. Since, in general, signals due to tissgme of a particle through a straw are
larger than the average noise signal, crosstalk, if anyxpeeed to be more pronounced in regions
close to tracks. This region coincides with the region wheaeking is potentially most sensitive to

noise hits which, by mistake, could be assigned to a tracktti® reason, the extent of the problem
is important to assess.

The data used is from the M4 cosmic run, the setup of whichlveilbriefly described in chapter 18.
For the present study the details of the setup are of lessrianpze. What matters is that the data is
collected using 13 barrep-sectors. On side A 11 sectors were read out, whereas ontiedCssectors
were read out.

The data consists mainly of noise, with an occasional traickgeneral only one track per event,
originating from a cosmic muon. The low track rate implieatth is unlikely that an additional track

is missed by the reconstruction software (unless a cosmanmauses a shower in the vicinity of the
TRT). This setup is therefore well suited to expand the netady of the previous chapter, since in
the test-beam the high track rate and relatively low regansbn efficiency required the noise study
to be based on hits far a way from the beam to prevent the datplsdo be contaminated by hits
from unreconstructed tracks. Due to this, track inducedeaiocould not be studied reliably in the
test-beam. The cosmics setup, however, offers a goodgegtound for this kind of study.

In the following, it is studied whether possible correlatoexist for noise hits belonging to the same
grouping as a hit on a track. The groupings considered are:

e Channels on the same DTMROC chip as hit(s) on track.
¢ Channels on the same high voltage pad as hit(s) on track.

e Channels on the same high voltage pad as HT hit(s) on track.
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¢ Channels situated at the opposite end of a straw which ha®a track.

All hits which do not belong to a track are selected. The twmer-threshold distribution for hits
on tracks is shown in figure 17.0.1(a). Since noise can bahiglicharacterized by their low time
over threshold (as discussed chapter 16), one can estineat®htamination in the selected noise hits
from hits on unreconstructed tracks by comparing with theetiover-threshold distribution for hits,
selected from chips without track hits, shown in figure 11(l8). Comparing the distribution shown
in the insert to the corresponding for hits on tracks, it &aclthat some contamination due to hits from
unreconstructed tracks is present in the noise selectiamwveMer, the majority of the selected noise
hits have low ToT as expected for noise - 8% hits has¥d0 ns.

The noise occupancy in a number of configurations is sumesiiztable 17.0.1. Below, the various
configurations are explained, and the results are discussety one.

Label  Configuration Noise-leve[%)]
1 Straw noise- level — average of all straws 2.392+0.002
2 Chip noise- level — chips with track hits) 29.771+0.002
3 Pad noise- level — pads with track hits) 27.921+0.002
4 — pads with 1 track hit 27.790+ 0.002
5 — pads with 2 track hits 27.433+0.003
6 — pads with 3 track hits 29.863+0.008
7 — pads with 4 track hits 41.88 +0.02

8 — pads with track HT hits) 49.03 +0.02

9 Straw noise- level — track hit at the other end  3.976+0.002

Table 17.0.1Noise levels in various configurations discussed in the text

The first line in table 17.0.1 (referred to from now on by 1Z(Q)) shows the average noise for all

; number of hitsnot ontrack ;
selected channels - I"‘?r‘iumberof reaebut channels< numberof evenps regardless of grouping.

Although each DTMROC chip has 16 channels only averagely dérrespond to an actual straw, due
to the physical constraints induced by the odd module gegmé&herefore, the expected chip noise
level is:

1—(1—0.0239215817 — (294 2)%, (17.0.1)

since the average number of track hits per chip is 1.7 (fgghiith at least one track hit). This means,
that in case the noise is truly random, one expects about 2@%tims crossed by a track would have
one or more noise hits.

Table 17.0.1(2) shows the corresponding measurement. €8udt:r 298% is in excellent agreement
with the expectations. However a corresponding calcuidio the high voltage pad grouping gives:

1—(1—0.0239279°13 = (15+ 1)%, (17.0.2)

in stark contrast to the result shown table 17.0.1(3).

The corresponding individual channel noise level, for ctes belonging to a high voltage pad crossed
by atrack, is found by inverting equation 17.0.2 to(Be84+0.03)% or more than double the average
channel noise level.

Table 17.0.1(4-7) shows the dependence of the pad noiskedlesbe number of hits from a track a
given pad has.
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Figure 17.0.1:Time-over-threshold distributions for various selectafihits. (a) Hits on track. (b) Noise from
chips without track hits. (c) Noise from pads with track hits) Noise from chips with track hits. Inserts show
the same as the plot in which they reside, but for ¥dD ns.

In table 17.0.1(8), the noise level from straws belongingads which have one or more HT hits from
a track is given. The result: 49% corresponds to a singlevati@se probability of 9.8% which is a
factor of 4 above the average noise level.

In case a track caused a signal in a given channel, it is flleugiat the other end of the same channel
could have an increased noise level. Note that there are lhannels corresponding to each straw:
One in each end of the straw and the anode wire is isolatedatlgnby a piece of glass. Since,
however, the straw tube (cathode) does not have a correspisblation centrally, noise which is
somehow related to the high voltage supply (i.e. which dag®riginate from the electronics) could
be increased for channels at the other end of a channel drbgsa particle. Table 17.0.1(9) gives
the noise level of these channels. Indeed the level is sigmifly increased with respect to the 2.4%
(table 17.0.1(1)) expected in the absense of correlation.

As argued in the introduction to this chapter, noise in theemty of a track can potentially degrade
the tracking performance. However, as shown in figure 17104 majority of the problematic hits
can easily be rejected by a simple cut on the time-overdimidsdistribution. In most of the track
reconstruction software, a cut on time-over-thresholgpiad, by which the majority of the potential
problem is avoided. Nevertheless, such non-random no@ééhbe simulated, and the framework for
this has been developed. Its usage as default in the ATLA®a still awaits tuning from real data
of which there is still too little and what exists is still nstfficiently reliable to achieve the desired
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precision. One reason for the latter is, that the above sgidgised on 13 modules only, and the noise
behavior could be different in other modules as was the aaskel test-beam (see section 16.3.1).
Moreover the nature of the noise might change once ATLAS lgest to collisions, where tracks
will have a different energy distribution and rate than thermaic muons on which the present study is
based.

Note also, that the above analysis could be extended to shadgffects ofd-rays. Sinced-rays are
expected to give rise to hits in the vicinity of tracks, théevant grouping for such study would be
defined by the distance from a given straw to a track. Suctysiudild aim at validating the model
responsible for the simulation @-rays, and since this has little to do with noise or the noiseleh
implementation in the TRT digitization software, the stuslyot performed in the present context.



Chapter 18

Inner Detector Commissioning

A practical approach to accelerate detector commissioaimghereby reduce the number of problems
unavoidably faced at LHC start up, is by the use of cosmic.r&@asmic rays at the surface consist
mostly of low energy muons (average 2 GeV) produced in thegpmere. Figure 18.0.1 illustrates
the situation faced in the ATLAS cavern. Although in manyexdp different collision data, the
cosmic ray data is useful for locating a number potentiabfgms, which would be otherwise be
encountered at the first collisions. This chapter concdmasefforts of commissioning of the Inner
Detector using cosmics ray muons at the various stages detieetor assembly and integration. Only
a brief overview of the efforts is presented, based on th&wbmany people (most figures originate
from people working with Inner Detector commissioning)telgral parts of the outline are based on
proceedings written for the ¥DICATPP conference [KIi07].

7 =
N (AN AR Y En 3} 100 Ga
1% } i - J—
| 1) % o3 &0 GeV
/3 % — 25 GeV
Y i A & 0s — 10 GV
i %
d| 2l ;5 02f
(LR 1. ]
\ [k |.-|_

.05 gt P
0 = _.I 1. 7 Sy

0 ns 1 15 2 2.5 3
Cosmic muons in 0.01 seconds ML trudh B

Figure 18.0.1:Cosmic muon simulations. Left: Cosmic muons in the ATLASIpi0.01 s. Right: Angular
distribution of cosmic muons in the ATLAS pit at differentagies. At 10 GeV (and below) muons mainly
reach the cavern through the shaft.

Recently the Inner Detector has been installed at its finsitipo. Various parts of the detector have
been commissioned using cosmic rays both on the grounddi{bgilSR-1) and in the ATLAS pit.
Different calibration, alignment and monitoring methodsé@ been tested as well as the handling of
the conditions data. Both real and simulated cosmics ewntseconstructed using the full ATLAS
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software chain, with modifications to account for the lackntdgnetic field, the lack of timing of
cosmics events as well as to remove any vertex requiremetie itrack fitters. Results show that the
Inner Detector generally performs within expectationshwispect to noise, hit efficiency and track
resolution. However only parts of the detector have beet oed, and the commissioning efforts will
proceed until LHC startup.

18.1 Introduction

Integration of the SCT and TRT barrel took place at the serfand was followed cosmic runs to
test the individual sub-detectors as well as combined siketbr performance. Presently the Inner
Detector is installed in its final environment in the ATLAS.gror practical reasons, the Inner Detector
is installed in several steps beginning at the surface antdnong in the pit, allowing for series of
tests with increasing parts of the Inner Detector connetiietie data stream. Below, results from
measurements at the surface as well as in the ATLAS caverprasented, and the software setup
to deal with cosmics is discussed. However, as in the previtiapters, focus will be put on issues
related to the TRT, where the author has contributed. Maulte from other sub-detector systems be
shown, as well as recent results from setups where signifjgants of the full ATLAS detector have
been integrated into the data acquisition system.

18.2 SR-1 Cosmics: Data

The arrival time of cosmic muons is of course random, and timase setup for the integrated SCT-
TRT cosmics therefore included scintillator plates usedrfggering. These plates were placed above
and below the sub-detectors (see figure 18.2.1 ) in such a hedyatcoincidence would require a
particle passing near the center of the detector and tirerefo some extent, resemble a particle
produced in a beam collision - at least with respect to whietector parts are passed. With respect

Figure 18.2.1:Setup for cosmics data taking at the surface. Scintillakates are placed above and below the
detector. Only the shaded sectors are read out.

to hit efficiencies, both sub-detectors proved well withipectations - see figure 18.2.2. Additional
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tests using a random triggers to record noise levels wecesalscessful - results for the SCT (barrel
and end-caps) and the Pixel (end-caps) are shown in figu2e31 &\fter alignment and calibration the
resolution of the SCT and TRT tracks ave= 59 um ando = 170 um respectively, which is within
expectations for the cosmic setup (see figure 18.2.4). Tdmorethat SCT uncertainty is larger than
the ATLAS expectations (cf. section 3.2) is partly due to lithe momenta of the cosmic rays, and
partly that no magnetic field is applied, and therefore thigda momentum could not be measured
and effects of multiple interactions could not be corredted
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Figure 18.2.2Hit efficiencies of the SCT (left) and TRT (right) as measudeéhg tests on the surface.
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Figure 18.2.3:Noise levels of the Pixel and SCT as measured doing testseosuttface.
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Figure 18.2.4:Left: SCT track residuals before and after alignment. Righof the residual distribution for
the TRT as a function of the unbiasgé for each given hit (i.e. thg? of the track removing the contribution
of the hit under evaluation). Both plots stems from test$quered at the surface.

18.3 SR-1 cosmics: Simulation

Simulation of cosmics events for the surface setup procbgdsenerating single muons on a plate
high above the detector as shown in figure 18.3.1. The reasahif choice of origin, is to mimic
the effects of the scintillator trigger plates used in thal @ata taking, without actually building a
software counterpart. In order for the signals to arrivenimitthe 75 ns read-out window of the TRT,
the flight time of2% is subtracted from the global time for all hits. FollowingetTRT digitization
proceeds as described in chapter 10, except that a noreaE® is used, and that for straws above
y = 0 the opposite than normal time correction is applied to aotéor the fact that cosmic muons
originate from outside the detector.

®]m’

100m

TRT

Figure 18.3.1:Setup for surface cosmics. The generation plate is placadate distance from the Inner
Detector to mimic the effects of the scintillators used fataitaking.

18.4 Pit Cosmic: Data

Recently the Inner Detector has been installed in the ATLA&M tests performed with parts of the
SCT and TRT integrated into the ATLAS data acquisition. FéglB8.4.1(left) shows an event from the
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test run. In the lack of the ATLAS clock and scintillatorsetimuon chambers and tile calorimeter are
used as triggers and this has caused some difficulties: Bhigeuof the tile calorimeter is not part of

the design requirements and the timing of the different mmailules differs, complicating its usage

as trigger. Simultaneously, a different approach is usedns later in the commissioning phase (M6
and beyond), where scintillator plates are placed on topn®fATLAS detector as shown in figure

18.4.1(right). For practical reasons, the area coverel sdgintillators is limited, causing a low event

rate from this cosmic trigger. The results of the M4 cosmit iuterms of TRT noise and resolution

are shown in figure 18.4.2.

~11m

Figure 18.4.1Left: Event display showing an event from cosmics. Note hosvttack is formed based on the
information of many sub-detectors. Right: Setup for the M.rApart from the calorimeter and muon triggers
used in the M4 run an additional scintillator trigger is adde
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Figure 18.4.2:Left: TRT track residuals. Right: Noise levels of the vasatraws in one TR sector. The
noise level is generally below the expect®d. Both plots stems from test performed in the ATLAS cavern
(M4).
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18.5 Pit cosmics: Simulation

The majority of the cosmic data is recorded using the caletars for triggering. Since the calorimeter
enclose the Inner Detector, the origin of real data cosmicasknown (cf. figure 18.0.1(left)). In order
to resemble this with some degree of accuracy in the sinmmathe generation plate used in SR-1
cosmics setup (figure 18.3.1) must be enlarged significastighown in figure 18.5.1. To reduce the
required computational effort, a filtering algorithm segeanly muons which enter a spherical volume
of 20 m radius around the Inner Detector (see figure 18.gM1t)i. Only selected events are passed to
the full simulation, which apart from simulating interamris with the ATLAS detector also simulates
interaction with air in the ATLAS shaft as well as with the sunding rock.

Digitization of simulated cosmics pit data constitutes ecigl problem due the lack of "cosmic bunch
crossing" combined with the unknown source of the particlege cannot, as in SR-1, assume that
a given muon traveled a certain distance upon arriving inftR&, since the time difference between
muons can be as large &g/(600 m)2+ (100 m)2 — 100 m)/c = 1120 ns, which is much larger than
the 75 ns TRT read-out window.

600m x
600m

/,

i Rejected

600m

~100m

100m
" TRT

Figure 18.5.1:Setup for simulating cosmics in the pit. The difference tewthe shortest and the longest
path corresponds to more tham .

To make the digitized data resemble real data, would requikC simulation of the calorimeter
trigger. Such trigger is not available, instead, the TRTitdigtion package is updated to cope with
the setup. In the lack of triggering, one can choose betweefotlowing two digitization schemes:

« Switch off all time corrections by which all signals stamntthe first of the 24 time bins (unless
an overall shift is applied).

e Try to steer the TRT digitization to perform slightly moreatistic, by including, as much as
possible, the various time corrections, without actuailjfding a software trigger.

Obviously the first approach represents an idealizatioh weispect to data in which the arriving signal
have a wide time spread.

In the second approach the timeyat 0, ty_o, is retrieved and used as a reference point, upon which
time corrections are added. The read-out clock is started at

thit —ty—0+125ns-rnd (18.5.1)

wherernd is a flat random numbend € [—1;1]. The effect of the latter smearing is to simulate the
lack of bunch-crossing clock. After the above operatior, standard TRT digitization proceeds as
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described in chapter 10. By this approach, the averagerigaatige is randomly distributed, but the
locations of the leadings edges in the hits of a given even{somewhat) realistic.
An example of a successful digitization and track recomsion of a simulated cosmic event is shown

in figure 18.5.2.
The digitization of the Pixel and SCT sub-systems proceedssimilar way.

Figure 18.5.2:Atlantis event view of a reconstructed cosmic event.

18.6 Conclusions

The ATLAS Inner Detector is being commissioned with cosnaigst The full data acquisition chain
is in use, and cosmics data as well as simulation is recarsttuwith standard ATLAS software.
The results in terms of noise, hit efficiency and track resotuare well within expectations for the
cosmic setup. However the integration of the remainingspaithe Inner Detector into the ATLAS
data acquisition is ongoing and the detector commissiopingeeds until LHC startup. A simulation
setup able to provide MC for cosmic events has been develapaduccessfully tested.



Chapter 19

Summery and outlook

During the summer of 2008 LHC should provide the first cadis, and in this thesis some of the
preparation efforts are described. Mainly discussed isTtamsition Radiation Tracker (TRT). Re-
sults from the hardware testing are presented, but focusiti®p the simulation, in particular the
software modeling of the detector response. Based on Ghdielulations and test-beam measure-
ments, a number of updates compared to earlier simulati@prasented. Independent tunes of the
simulation with respect to; efficiency, time over threshalut track resolution yield compatible re-
sults in terms of simulation settings, and a detailed comparwith test-beam data shows, that the
simulation accurately resembles data. In addition, a t@itieedransition radiation model to test-beam
data is presented, and it is shown that the simulation atyrdescribes data also in this aspect.

In order to be able assess the conditions and perform ctdibraf the TRT during LHC operation,
tools have been written and successfully tested againsticatata. Concerning the implementation
of the detector description in the software, survey dateftbe completed TRT detector allowed for
an update of the detector geometry and material, which hes ingplemented in the simulation. Also
a conversion finder, able to locate photons conversionsaM & is described, and it is argued how
the fact, that the conversion cross-section depends owdtaédensity will allow the dead material of
the detector (support structures etc.) to be accuratelypethpluring the first year(s) of data taking.
Many analyzes benefit from an accurate mapping of the detawterial, among others th mass
analyzes as discussed below. Moreover, a considerable isfiovested in understanding the nature
of the noise in the TRT, allowing for accurate modeling in siraulation.

Finally are the commissioning efforts of the Inner Deteaescribed, including updates in the TRT
simulation implemented to resemble the interactions ofréosnuons.

In general it is concluded, the simulation of the TRT matoli&s well, and it is ready to reproduce
collision data coming from the experiment after LHC startup

Also discussed are the prospects of an ATLAS measuremehedftmass. Due to Standard Model
constraints, th&®/ mass is linked to the Higgs mass, and measuring predidglyllows not only for

a consistency check of the Standard Model, but also mighut thistinguishing between the various
extensions of the Standard Model, which are characterigegpobing different constraints on thg
and Higgs masses.

Non-surprisingly the evaluation of the systematic errdfecting theMy measurement are subject
to some unknowns, which can only be answered after runni@gh\TLAS experiment. For example
is the knowledge of the parton density functions expecteidnfwrove with LHC data, and the cor-
responding error induced in th& mass measurement is consequently difficult to assess é&lgura
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at the present time. Likewise is the systematic error dud¢ouncertainty of the QCD background
estimated, basically using qualitative arguments. Wipeet to final state radiation, the fact that
radiated photons in the electron channel tend to recombitietiae electron cluster in the calorime-
ter, as opposed to the muon channel, requires that the sevenaterial must be accurately known
(i.e. the detector description in the simulation must beieate) in order not to introduce a significant
systematic error to th&/ mass measurement.

Nevertheless, in the absent of unforeseen complicatibisargued that a competitiv® mass mea-
surement should be possible with the use of the ATLAS expantmin an optimistic assessment, the
W mass should be possible to measure to withié — 7 MeV with 10 fo~! of data. Note that the
systematics are evaluated by the use of considerably snisitleulated) datasets, which are scaled to
10 fb~! assuming no unforeseen difficulties emerging with incréasatistics. The superior precision
with respect to earlier measurements is made possible ynirdugh the largeZ sample expected,
which, when combined with the precise knowledge ofZh@roperties from earlier experiments, pro-
vides a possibility for precise differential calibratiohtbe energy scale of the experiment. Even in
case the systematic errors turn out of considerably latggn £stimated in this thesis, tMy mea-
surement could still be competitive and is thus likely tophedsolving the problems of the generation
of mass in the electroweak sector once and for all.
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Konklusion pa dansk

| sommeren 2008 foretages de farste proton-proton katimioved Large Hadron Collider (LHC) pa
CERN, ved en CM energi pa 14 TeV. Denne afhandling beskriegienaf de forberedelser fore-
taget pa et af eksperimenterne ved LHC: ATLAS eksperimef@kus ligger pa Transition Radiation
Tracker (TRT) - en gas-baseret sub-detektor der udovenggefie som sporfindingsdetektor ved hjaelp
af opsamling af ionisation, ogsa er i stand til at identificelektroner via deres foragede straling som
falge 'transition radiation’.

Resultater fra tests af feerdigbyggede sub-detektor moguesenteres, men fokus ligger pa simula-
tion af detektorens virkemade. Baseret pa Garfield sinorati og resultater fra 'test beam’, preesen-
teres en reekke opdateringer i simuleringen af TRT’en. Ratsulsammenlignes med resultater fra
test beam, hvormed man i detaljer kan forsta den observerfégldivitet og sporresolution.

Ydermere er stgjen i TRT'en undersggt ved hjeelp af test beadies, og simuleringen er opdateret
saldes at den forventede stgj i den rigtige detektor remes i simuleringen.

| afhandlingen diskuteres endvidere muligheden for en ketitgiiv maling afW massen. | Stan-
dard Modellen er det muligt ud fra malinger\f ogtop-kvark masserne at forudsige Higgs massen.
En praecis maling afv massen ggr det derfor muligt at teste Standard Modellemtineget hgj
grad af preecision, samt eventuelt at skelne imellem foligkelidvidelser til Standard Modellen, som
kendetegnes ved at give forskellige forudsigelser af sammagmgen imellerV, top-kvark og Higgs
massen. lkke overraskende er der en del ubekendte stgridtsbindelse med at estimere med
hvilken praecisiolV massen kan forventes malt ved ATLAS eksperimentet. Fornegskantages
det at protons strukturfunktioner bliver bedre kendteréfieden som dataindsamlingen finder sted,
og den systematiske fejl som skyldes usikkerheden i ketaskid strukturfunktionerne er derfor
vanskelig at estimere preecist pa nuvaerende tidspunktafédade er den systematiske fejl som fglge
af usikkerheden i bestemmelsen af QCD baggrunden estilasetet pa kvalitative argumenter.

Ikke desto mindre argumenteres det i denne afhandling frgnsfider ikke opstar uforudsete komp-
likationer, kanW’ens masse bestemmes ved ATLAS eksperimentet med en togigruuffen praeci-
sion pa~ 6—7 MeV for 10 fb~! data. Bemaerk at de systematiske fejl er evalueret med beligig
mindre (simulerede) datasaet, og skaleret til 10'fander antagelse af at ingen uforudsete proble-
mer bliver malbare som fglge af den ggede statistik. Derefurde forbedring i forhold til tidligere
malinger skyldes iszer den staZeproduktion, samt det faktum @'ens egenskaber er preecist malt
ved tidligere eksperimenter. Dette muliggar en meget méadibrering af eksperimentets energiskala
ved brug af leptoner frZ henfald.

Selv i det tilfeelde hvor den systematiske fejl viser sig atevaetragteligt starre end estimeret i denne
afhandling, er en konkurrencedygtig maling mulig, og detdmges derfor som sandsynligt at malin-
gen afW massen kan bidrage til at forstd massebegrebet en gandefoigaherved hjeelpe med at lgse
et af Standard Modellens allerstarste problemer.
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Appendix A

W mass analysis

A.1 \Validation of the template method : n and p'T bins
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A.2 \Validation of the template method: Fits of smearing distibutions
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Appendix B

TRT Digitization

B.1 Garfield distributions
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Figure B.1.1: Left: Number of electron/ion pairs per cluster accordingGarfield simulations. Middle:
Distribution of initially produced charge in a cluster. Rig Distribution of total collected charge per cluster.

B.2 Comparison of TRT digitization to Combined Test Beam reslts
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Figure B.2.2:Efficiency for different orders (0,1,2) of the Poisson exgian described in section 11.3. Run
2118.
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Figure B.2.3:Efficiency as a function af for run 2106 in data and MC for various LT settings.
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Figure B.2.4:Efficiency as a function af for run 2107 in data and MC for various LT settings.
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Figure B.2.5:Efficiency as a function af for run 2399 (100 GeV pion/electron) in data and MC for vasiou
LT settings.
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Figure B.2.6:r in bins oft from toy MC studly.
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Figure B.2.8:Track resolution for various LT settings.
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Figure B.2.9:Time-over-threshold distributions for various LT settiig



