
#### Abstract
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The CMS experiment at the Large Hadron Collider requires a continuous and accurate monitoring of the position of muon chambers on the muon Endcap. Wire extension and linear motion potentiometers, and inclinometers will monitor the movement of CMS muon chambers for the purpose of alignment. These results have important implications for the corrections in the reconstruction of muon tracks. It is therefore important to ensure a high accuracy in the correlation between the Sensor Response and the distance moved a given sensor. For this thesis project, a semi-automated calibration bench was developed for all sensors. LabVIEW based control and readout system, troubleshooting, and calibration procedure and achieved precisions, as well as first calibration results are discussed.
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## Chapter 1

## Overview

### 1.1 Introduction

Our knowledge of the Universe and of elementary particles is incomplete. The best classification of the elementary particles is called the Standard Model. This Standard Model has been checked for example by experiments at CERN and Fermilab. However, many questions such as the origin of the masses of the particles, the unification of the weak force and the strong force haven't been yet resolved. These mysteries affect our comprehension of the universe, such as the fact that there is another particle or substance under which more than $2 / 3$ of the mass of the cosmos hide.

The work presented here is concerned with the alignment of the Cathode Strip Chambers in the detector named Compact Muon Solenoid. The CMS like 4 other experiments is associated with the Large Hadron Collider, an accelerator of protons. The topic of my research is the analog sensors and their calibration. My task has been to develop a semi-automated bench for the calibration of these various sensors.

### 1.2 Introduction to Particle Physics

Particle physics studies the basic components of matter, their properties as well as the forces controlling them. The standard model contains this theoretical knowledge. The three types of interactions (electromagnetic, strong and weak) are described by the quantum field theory in which the particles are modeled by fields. All these forces arise from the same principle of invariance known as the Gauge
principle. In these theories, the forces are exerted on the fermions (electrons, neutrinos, quarks...) by the exchange of bosons (photons, gluons, W and Z bosons). These last particles are often called "gauge particles ".

Each interaction (electromagnetic, strong and weak) associated with a field is due to the exchange of particles which are the quanta of the field (Table 1.2). For example, the electromagnetic force is associated the exchange of photons. The other intermediate bosons are: eight varieties of gluons (strong interactions), W and Z bosons (weak interactions). The standard model (Table 1.1) describes 2 types of particles (or field): Fermions which are particles of spin $1 / 2$; Gauge bosons which are particles of spin $1(\mathrm{~W}, \mathrm{Z}$, photon and gluons).

| FORCE | RANGE | ACTION <br> ON | Exchange <br> Particle | Manifestation <br> s |
| :---: | :---: | :---: | :---: | :---: |
| Electromagnetic | Infinity | any charged <br> particle | Photon | Light, atoms, <br> molecules, <br> chemical <br> reactions |
| Strong | $10^{-13} \mathrm{~cm}$ | Quarks, | Gluons | Protons, <br> neutrons, <br> nuclear <br> reactions |
| Weak | $10^{-16} \mathrm{~cm}$ | Quarks, <br> Leptons | W, Z <br> Boson | Disintegration <br> of neutrons, <br> diffusion of <br> neutrinos |
| Gravity | Infinity | All | Graviton | Planets, stars, <br> galaxies, <br> cosmology |

Table 1.1: Table of the four fundamental forces [1]


Table 1.2 Table of Fermions [2]

The quarks $u$ and $d$ as well as the electron constitute the fundamental particles of the known stable matter. The particles of generations II and III, replica of the fundamental particles with higher masses, were discovered due to collisions at high energy. However, these replicas cannot be components of the normal matter because they are unstable. Why does Nature propose two replicas of the fundamental particles?

The standard model is far from satisfactory since it explains "theoretically" why the majority of the particles have a mass, or the differences between these masses by the Higgs mechanism but physicist haven't yet discovered the Higgs boson experimentally. Electromagnetism and $\beta$-decay are different demonstrations of the electroweak force. However, the mass of the particle associated with electromagnetism, the photon, is zero whereas the particles connected to the radioactivity, the bosons W and Z , have enormous masses, close to that of a large atom. The standard model advances the assumption of a new field called the Higgs field. This field pervades all space and explains the mass of the photon and bosons Z and W . Photons have a zero mass since they don't interact with this field, as opposed to the W and Z bosons which have enormous masses (91 GeV ). The Higgs boson, the missing part of the standard model, would produce a mechanism for generating a mass for each particle of the standard model.

Among the unsolved problems is the existence of the graviton. The standard model describes the force of gravitation by the exchange of a boson mediator called the graviton. The graviton should be the equivalent of the photon in a still non-existent theory of the quantum gravitation. The detection of the graviton is for the moment a challenge for physicists!

### 1.3 CERN: The world's largest particle physics laboratory

One of the four experiments associated with the Large Hadron Collider at CERN is the Compact Muon Solenoid which has, among other objectives, to discover Higgs boson. CERN, the European Organization for the Nuclear Research, was created in 1954 by a convention of 12 European states. Today, CERN is composed of 20 member states and 8 observer states. CERN was founded with an aim of building a laboratory having the most advanced scientists and technical resources. The accelerators and the detectors are the tools necessary for the physicists to study the basic components of our universe.

### 1.3.1 The Large Hadron Collider is a proton - proton collider

Two types of experiments can typically be conducted: the collision of particles with a fixed target or the head-on collision with a similar beam of opposite direction (Figure 1.1)


Figure 1.1 Collider experiment versus head-on collision [2]

The detectors localize and identify particles. To discover new particles, physicists use high energy at the time of the collisions by bringing the particles to speeds increasingly close to that of light. This increase in energy allows probing matter more and more closely. In order to provide all the energy supplied to an interaction, a head-on collision is used, because the collisions on a fixed target present the disadvantage that a part of the energy of the beam is lost to the displacement of the centre of mass. In the collision of two similar beams but of opposed directions, all energy is used for the production of new particles.

For the moment the Tevatron in Fermilab is the collider with the highest energy. It collides protons with anti-protons with energies of a little less than 2 TeV at the centre of mass. The Large Hadron Collider will collide beams of protons at a center of mass energy of 14 TeV . The LHC will be the accelerator with the highest energy and with the highest "bunch crossing frequency" ( 40 million times per seconds).

### 1.3.2 The Compact Muon Solenoid

The acronym CMS means "Compact Muon Solenoid " (Figure1.2). The name summarizes the essential characteristics of the instrument. The compact muon solenoid emphasizes the identification of muons.

The detector includes a magnetic system to facilitate the measurement of the momentum of the charged particles. CMS will use a large superconductive solenoid of 4 Teslas (approximately 100000 times the magnetic field of the Earth), 13 meters length, and radius of 2.95 meters. In each collision, called an event, each sub-detector recognizes and measures the various particles according to their charge, their momentum and their energy. Two main types of sub-detectors are used: Tracking Chambers measure the path of the charged particle. Calorimeters measure the energy lost by a particle that goes through it.

In general, a detector presents four structures laid out in the following way: a first set of tracking chambers then two sets of calorimeters and finally a second unit of tracking chambers, each particle leaves a different trace in this detector (Figure 1.3).


Figure 1.2 The Compact Muon Solenoid [2]


Figure 1.3 The different components of a detector [2]

A muon is a particle which passes through calorimeters without interacting much, but which leaves a track of its passage in the internal and external tracking chambers. This is why the external detector is called a Muon detector.

Electrons leave a signal in the inner detectors then deposit their energy in the electromagnetic calorimeter, whereas photons do not leave any trace in the internal detectors, but deposit their energy in the electromagnetic calorimeter.

Charged Hadrons ( $\boldsymbol{K}^{\mathbf{\pm}}, \pi^{ \pm} \ldots$ ) leave a signal in the inner detectors then deposit their energy in the hadronic calorimeter; few neutrons are produced in the proton-proton collision, but they deposit energy in the hadronic calorimeter.

A particle which emerges from the collision will meet first the tracking system made of silicon detectors (pixels and strips). The positions of the particles crossing them will be measured with precision, which will be used for the reconstruction of the trajectory. The first layer of calorimeter (the electromagnetic calorimeter) is designed to measure electrons and photons.

Hadrons, participating in the strong interaction, deposit their energy in the hadron calorimeter (HCAL). Muons crossing HCAL without stopping are then tracked by muon chambers in the Barrel and the Endcap (Figure 1.4).

Neutrinos, barely interacting, will escape from all direct detections. Some of the data will account for their presence: while adding all the momentum of all the particles detected by the CMS, the physicists can determine where the neutrinos passed.


Figure 1.4 A view of the particle track after collision [2,3]

The Compact Muon Solenoid, situated 100 meters underground, will be operational for at least 11 years. For that, a perfect resolution of the position of the Cathode Strip Chambers in the Endcap (and also in the Barrel) and long-term stability are necessary. Various types of sensors (linear movement, angular movement) will be installed on the CSC and calibrated before. The study of the tolerance and the repetition of the reading of the sensors will improve the estimate of the position of the CSC which will be used in the reconstruction of the tracks followed by the particles.

Particle detectors cannot really "see" the particle. Physicists use tracking chambers in order to make visible the traces of the particles (Figure 1.5). There are several old types of tracking chambers: bubble chambers, cloud chambers, spark chambers. The majority of the modern tracking chambers produce weak electronic signals which are recorded in a data base. A computer makes it possible thereafter to reconstruct the traces and to display them on a screen.


Figure 1.5 One example of the reconstruction of the paths of particles [2]

The trace of the particle provides much information such as the charge of the particle and the momentum of the particle. Tracking makes it possible to distinguish the particles with high momentum, propagating in straight lines, and the particles with weak momentum, creating tight spirals.

To obtain more information, a calorimeter is associated with a tracking chamber. Calorimeters are very important since they measure the energy by stopping and absorbing completely most of particles produced in the interaction of the primary particle with the detector material. As described previously, Muons (but also neutrinos) often escape from a calorimeter (Figure 1.3). The CMS and the three other LHC detectors (ATLAS, LHCb and ALICE) are based on the model described above.

A solenoid is primarily a cylinder around which solenoidal electric wire is wound. The passage of an electrical current in the electric wire creates a magnetic field that curves the trajectory in the central barrel area. Most of the interesting events will produce one or more muons. The area of the Endcap of the CMS thus
has as much importance as the area of the barrels. In the Endcap (Figure 1.6), the Muons are measured by the detection of particles track with the Cathode Strip Chambers.


Figure 1.6 A longitudinal view of a quarter of the Compact Muon Solenoid [4]


Figure 1.7 The Compact Muon Solenoid Endcap system [4]

### 1.3.3 The Cathode Strip Chambers on the CMS Endcap disks

The Cathode Strip Chambers (Figure 1.8) are designed as trapezoidal objects and laid out in four discs; they form the principal system of detection of the Muon Endcap, where the magnetic field is very intense, but inhomogeneous. Each CSC consists of 6 trapezoidal planes with a maximum length of 3.4 m for a maximum width of 1.5 m (Figure 1.9). The Endcap is made of four layers of chambers, placed behind the calorimeters and the coil, inserted into the big red disks called the iron yoke plates (Figure1.10), which return the magnetic field.

These layers are composed of three different types of detector:

Drifts tubes (DT) in the central part of the Barrel, Cathodes Strip Chambers (CSC) in the Endcap and Resistive Plates Chambers (RPC) in the Barrel and the Endcap. DT and CSC are used to obtain a precise measurement of the position - i.e. the momentum of the muons - whereas the RPC provide fast information (a few nanoseconds) used for the first level of triggering.


Figure 1.8 A Cathode Strip Chamber composed of anode wires and strips [5]


Figure 1.9 A close up view of a Cathode Strip Chambers [5]


Figure 1.10 Fifty-four Cathode Strip Chambers installed on the ME +2 disk of the CMS detector [2]

The position of the Cathode Strip Chambers on each disc (ME $\pm 2$, ME $\pm 3$, and $\mathrm{ME} \pm 4$ ) forms two concentric rings: the inner and outer ring composed successively of 18 and 36 chambers, respectively. Disc ME $\pm 1$ is made of three rings of 36 chambers (Appendix A). The chambers overlap so that $100 \%$ of the volume of the detector is covered to detect the track of the incident particles. The supports of muon chambers on the 15 m diameter Endcap yoke disks are positioned to an accuracy of 0.2 mm .

### 1.3.4 Composition of Cathode Strip Chambers

The Cathode Strip Chambers are proportional chambers made up of a very large number of parallel anode wires. Each wire acts like an individual detector. A muon passing through a chamber will produce a signal on the nearest wire. This signal will be proportional to the amount of ionization created (Figure 1.11).

In these multi-wire chambers, the plane of the cathode is segmented in strips orthogonal to the anode wires. When a muon crosses the CSC, the atoms of the gas are ionized. The atoms split into a negatively charged electron and a positively charged ion. The electrons released in the gas migrate towards the area of the wire whereas the ions migrate towards the cathode (Figure 1.12).


Figure 1.11 The process of ionization by collision is the basis of avalanche multiplication $[6,7]$


Figure 1.12 Avalanche Multiplication [6,7]

The higher the electric field is, the greater the electrons will move towards anode wires causing more ionized gas and more released electrons. These new free electrons which in their turn ionize gas and create new electrons generate an "avalanche" of electrons. This avalanche, developed around the anode wire, indicates the passage of the particles by inducing a charge in the field of the cathode, allowing a reading in two dimensions.

## Chapter 2

## Experimental Details

### 2.1 Sensors

Sensors are devices (electronic, mechanical, optical...) which can translate a movement, a light, a frequency into an electric signal. This electric signal will be used for calibrating the sensors. The various sensors used for aligning the CSCs are mechanical sensors indicating a linear displacement or an angular displacement. The analog electric signal is extracted from a linear movement applied to the sensors, which is also of an analog type.

### 2.1.1 Potentiometric sensors: principle of operation

The resistive track is placed on the fixed part of the sensor and the mechanical movement is coupled with a wiper which moves on the fixed part. The displacement of a sensor moves the wiper of a potentiometer (Figure 2.1). Thus, resistance (or voltage) between a fixed point and the moving part of the potentiometer is a function of the position to be measured.

The main component (Figure 2.2) is the element influenced by the linear movement of the stepper motor which is transformed into an intermediate electric signal, interpreted by the sensing device of the sensor. In the case of a linear potentiometer of type R (Figure 2.3), the main component of the sensor is the capstan associated with the axis of rotation of the sensor.


Figure 2.1 Potentiometric displacement sensor [8]


Figure 2.2 Operation of a sensor [8]

### 2.1.2 Linear position sensors

The linear position sensors are rectilinear potentiometers. Two types of linear potentiometers are calibrated:

### 2.1.2.1 R Sensors - Wire extension potentiometers

They consist of a stainless steel displacement cable placed around an internal capstan that is directly coupled to a precision potentiometer (Figure 2.3). Operationally, the extension cable is attached to a moving table (Figure 2.4) and, the position transducer is mounted in a fixed position.

As movement occurs, the cable extracts and retracts rotating a capstan and sensing device that produce an electric signal proportional to the linear extension of the cable. The tension on the wire rope extension is maintained with an internal spring.


Figure 2.3 Wire extension potentiometers


Figure 2.4 Structure of R sensor [9]


Figure 2.5 Circuit Diagram [9]

According to their electrical source, one distinguishes between active and passive sensors. The three types of sensors used are passive sensors because they require an external source of energy. An internal spring maintains the tension on the cable and is used as a mechanism of retraction.

The circuit diagram (Figure 2.5) describes a potentiometer with 3 terminals. The specific sensor used is the model LX - PA-2 which has an effective linear range of 50 mm . The specified accuracy of the LX-PA-2 sensors measured as a percentage of the full scale of measurement $\pm 1.0 \%$.

When the sensors will be positioned on the Cathode Strip Chambers, the scientists and engineers will be interested to obtain the "absolute" position.

Two types of R sensors are used in the alignment system of the Endcap. R1 sensors provide the connections between inner (IN) and outer (OUT) ring of Cathode Strip Chambers (Figure 2.6) whereas the R2 sensor connects the outer ring of CSCs to the transfer plate, which is the mechanical connection between R and Z coordinates (Figure 2.7).

The wire rope is attached to a fixed point called R-Post (Figure2.7). When movement occurs in the detector, in order to know the absolute position of each CSC with respect to the transfer plate or another CSC, each R1 and R2 sensor is positioned on a plate or raised tower with respect to a referenced dowel pin on that plate or tower. These sensors will give the radial distance of the Cathode Strip Chamber (referenced by a dowel pin) compared to the fixed R-post.


Figure 2.6 Close-up view - R1 sensor placed between the Inner Cathode Strip Chamber (ME $+2-2$ ) and the Outer one (ME $2-1$ ) for the ME +2 disk. [10]


Figure 2.7 Close view of the position of R2 sensor between ME2/2 Outer and the Transfer Plate [10]

### 2.1.2.2. Z sensors

Z sensors (Figure 2.8) are linear potentiometers with high speed tracking conductive plastic providing good resolution. In order to forestall occasional shocks and vibrations a platinum alloy wiper composed of multi finger wipers is used. Series LCP8 refers to the smallest linear potentiometer characterized by a life expectancy estimated at 20 million strokes.


Figure 2.8 Linear potentiometer «Z» sensors. Model LCP8S-10-10K [11]

Theoretically, the electrical resistance of a material increases with length. As a slider is moved along the potentiometer, the displacement is deduced from the measurement of the resistance. A linear potentiometer is simply a voltage divider, with $L$ being the total length of the resistor, and $x$ being the displacement to be measured, as sketched in figure 2.5.

As displacement, x , changes, the slider moves along the resistor. Type LCP8 is characterized by a slider, guided by a rail and a stainless steel shaft (including a spring return). If we refer to Figure 2.9, the main component in this case is the conductive plastic provided with multi-finger wipers. Due to the movement of the slider on the conductive plastic, the platinum alloy is scraped on the conductive plastic (Figure 2.9). This alloy is selected for its long life and low
noise. Additionally marked by an anti backlash wave washer and a durable plastic housing, this makes a powerful and stable potentiometer with a stroke length of 10 millimeters. These potentiometers are fairly accurate, but wear out eventually due to the physical contact at the slider. The contact point itself can be electrically noisy.

## ELEMENT:

Conductive Plastic (shown):
Provides essentially infinite resolution,
long life, high speed tracking ability, and good high frequency characteristics.
Wirewound:
Provides better stability and lower temperature coefficients.

```
                                    GOLD PLATED TERMINALS:
```

```
                                    GOLD PLATED TERMINALS:
``` Do not corrode or tarnish GUIDE RAILS: Reduce setability shift.

STAINLESS STEEL SHAFT: Non-corrosive.

SHAFT MODIFICATIONS: and spring return. Simplifies linkage to your system.

PRECIOUS METAL WIPER::
Platinum alloy wiper for long life and low noise. Conductive plastic models employ multi-finger wipers preventing intermittence in higher shock and vibration applications.

Figure 2.9 Construction of linear motion potentiometer LCP8S-10-10K [11]

Around each ME disk at six different positions, the Z coordinate is measured with these sensors. At the farthest end from the transfer plate, aluminum tubes touching Z sensors will record the Z coordinate for each EMU station.

\subsection*{2.1.2.3 Angular sensors - Inclinometers}

The dual axial Model 900 H sensor (Figure 2.10), manufactured by Applied Geomechanics Incorporated (AGI) [12], is an inclinometer with wide range ( \(\pm 10\)
degrees) and is specified for high repeatability over 0.02 degrees of arc at constant temperature. This device measures angular position in two axes with a resolution of \(\pm 0.01\) degrees using a precision electrolytic level sensor.


Figure 2.10 Inclinometers

As shown in figure 2.10, the sensing element is the glass half filled with a conductive liquid. When the " 0 " level is achieved the fluid covers 5 internal electrodes to equal depth. When the sensor is tilted, the depth of fluid on the 5 electrodes changes varying the resistance between pairs of electrodes. Electronics detect changes in resistivity between electrodes that are caused by motion of the gas bubble. This device converts these changes to a DC output that is proportional to the tilt angle.

Inclinometers measure angles with respect to the vertical gravity vector. The bubble, in the liquid glass case, will always orient itself perpendicular to the gravity vector.

Inclinometers are placed around each ME station at six different locations representing the six different types of clinometers \(\left(15^{\circ}, 45^{\circ}, 75^{\circ},-15^{\circ},-45^{\circ},-75^{\circ}\right)\)
which have to be calibrated for ME \(+2 /-2 /+3 /-3 / 4 /-4\). However, three different types \(\left(20^{\circ}, 40^{\circ}, 60^{\circ}\right)\) will be mounted for ME \(+1 / 2\) and ME \(+1 /-2\).

\subsection*{2.2 Design of a semi-automated test bench}

The objective is to calibrate angular and linear position response of the sensors. The calibration bench must be powerful and stable allowing a measurement of the sensors on the order of a few micrometers. Reproducibility of the calibration must be tested. Their repetitions and their improvements will require a complete and optimized Data Acquisition Solution for system monitoring, control and instrument characterization.

\subsection*{2.2.1 The concept of the calibration system}

The objective is to calibrate the output response of these various analog sensors previously described and study the achievable absolute position resolution which is determined by the calibration uncertainty. After conditioning an analog signal through an analog interface card provided by Fermilab, the signal will be acquired by a DAQ Unit, Agilent HP 34970A, which converts the signal from analog to digital and transmits to a computer. With the software Igor-Pro, the signal will be analyzed.

All sensors mounted on their plate are screwed on their respective stand. A stepper motor drives the linear mover with a step size of \(6 \mu \mathrm{~m}\) (Figure 2.11). As movement occurs, sensors in contact with the extension cable or with surface are calibrated. For the R sensors, the cable is attached to the fixed R post; as the stepper motor rotates, the cable is fed out and the potentiometer an electric output signal proportional to the prolongation of the cable.


Figure 2.11 Florida Tech Calibration Bench

We must make certain that the instrumentation (Stepper motor, DAQ unit) we are using is calibrated. The DAQ unit has been operated through its \(6 \frac{1}{2}\) digits resolution (Appendix C). The calibration of the stepper motor will be described in more details in the next section. Our calibration system provides an absolute measurement by quantifying for each individual distance and angular sensors the linearity of their output response and the corresponding calibration uncertainty.

\subsection*{2.2.2 The structure of the Acquisition System}

As shown in figure 2.12, the analog signal acquisition is controlled by Virtual Instrumentation, with National Instruments (NI) data acquisition hardware. A National Instruments multifunction (E Series) Data Acquisition board was used for the control of the stepper motor. The acquisition of the output from the sensors is controlled by a National Instrument PCI-GPIB interface, an Agilent Data

Acquisition Unit (HP-34970A), and an analog board from Fermilab. Specifications of these components can be found in Appendix D-1.


Figure 2.12 The Structure of the Virtual Instrumentation

The computer for the system is a 400 MHz Pentium III, running Windows 2000, with a total of 256 MB of RAM. The stepper motor is controlled through the PCI 6023 E via the SCB-68 connector. All sensors are connected to the Fermilab analog board. The sensor response is digitized using the DAQ Agilent HP-34970A
connected to the 34901A multiplexer channel which has a system speed of 60 channels/sec. The Agilent 34970A allows for data logging and transfer through 20 channels simultaneously via a PCI-GPIB interface, sufficient to transfer data at about \(8 \mathrm{MB} / \mathrm{s}\) at maximum transfer rate. This instrument was acquired specifically for this purpose. Once the DAQ unit scans and loads the output sensor, the measurement process will start. All the measurement data is stored and analyzed using Igor Pro

\subsection*{2.2.3 Characteristic of PCI -6023 E}

The PCI boards are "Plug and Play" analog, digital and timing I/O boards for the PCI bus computer. This board features 12 bit ADCs with 16 analog inputs, eight TTL compatible digital I/O, and two 24 bit counter/timers for timing I/O and up to \(200 \mathrm{kS} / \mathrm{s}\) sampling. The configuration and calibration of this PCI board is done via a National Instrument MITE bus interface chip that connects the board to the PCI I/O bus and implements the PCI local Bus specification.

Configuration and control of serial, GPIB, and also VXI instruments is achieved through an interface called VISA, the Virtual Instrument Software Architecture application programming interface(API). In our experiment, the PCI 6023 E board uses a device with a high resolution ( 12 bits \(\pm 0.5 \mathrm{LSB}\) ) and the PCIGPIB (Transfer Rate \(\sim 1-8 \mathrm{MB} / \mathrm{s}\) ).

\subsection*{2.3 Structure of the Virtual Instrument}

LabVIEW (Laboratory Virtual Instrument Engineering Workbench) is a commonly used software program developed by National Instruments [13]. LabVIEW uses a language based on "data driven dataflow" language plus additional "graphical control flow" such as loops.

\subsection*{2.3.1 Control Interface : LabVIEW}

With LabVIEW, the main change is the appearance of virtual instrumentation which replaces part of the signal acquisition, processing, and display in traditional instruments, by computers. The front panel of your traditional instrument is replaced by a computer monitor. In addition, Virtual Instrumentation supports a variety of control systems: Plug-in Data Acquisition Board (DAQ), General Purpose Instrument Bus (GPIB), and VXI frames.

LabVIEW is a graphical programming language that allows building:
- block diagrams representing the code itself;
- a front panel for monitoring and controlling the system.

It enables the user to make modifications at any time to accommodate every changing application and unforeseen problem.

A virtual instrument (Appendix D) allowed control of the stepper motor. After that, a mechanical cross calibration provided a determination of the actual distance the stepper moved (Figure 2.13). Error bars represent the average percent difference between the actual distance the stepper moved and the theoretical distance requested by the VI. For the distance measured with dial indicator, the
percentage difference is \(0.66 \%\) whereas for the distance measured with the vernier caliper the percentage difference is \(0.35 \%\).


Figure 2.13 Cross Calibration of the linear mover

Knowing the correlation, 200 steps corresponding to one revolution, the Virtual Instrument was modified so that the motor is controlled by the distance and not by the number of pulses.

The acquisition of the signal of the various sensors is controlled by the HP34970A. The challenge with this system was to combine the motion control and the data acquisition. The Real-Time System Integration bus synchronizes them. RTSI, Real-Time System Integration bus, is a high-speed digital bus designed to facilitate system integration by high-speed real-time communication between National Instruments devices with no external cabling [14].

The VI works as follows:
- The program generates a "pulse train" of 100 Hz at the output of the SCB 68 connector block, connected to the input of the stepper motor driver;
- The DAQ unit reads out the sensor response and the reference voltage through the analog board;
- The VI records these values with the distance moved in a text file;
- A main loop controlled by the start/stop button commands the number of readings or scans.

The sequence structure inside the main loop has two frames. The first frame (Appendix F), used for the control of the stepper motor, is described in the next sections. The second frame acquires the sensor response and the reference voltage by twice calling the same sub-VI, "HP34970A single pt.vi". These sub-VIs are configured to read out simultaneously the Sensor Output (V) and the Reference Voltage (V) from the Agilent - HP 34970A (device 1). The diagram panel for this frame is shown in Figure 2.14.

The "HP34970A switch".vi controls the HP3409A Matrix Switch and allows specifying which channel you wish to close or to open. This sub-vi also initialize the DAQ unit (HP 34970A).

Two modes of scanning are supported: continuous or step mode, selectable by indicating the total range and the scan interval. If the total range and the scan interval are the same, the motor will run continuously. Otherwise for every " \(x\) " inches, the stepper motor will stop and acquire data.

On the front panel (Appendix D), the type of sensor and the channel number can be selected by a Boolean control. An indicator called "Motor Scan" under the status section (Appendix E) shows the number of steps as the scan progresses to cover the desired limit. The VI stops when the scans are finished, then returns to its starting location by switching the direction of the stepper motor. Finally, the position and the data are appended to a data file in text format for later analysis.

The "While" loop repeats the sub diagram inside it until the conditional terminal receives a particular Boolean value. The Boolean value is set to "stop if TRUE". The While Loop executes only once. The iteration (i) terminal provides the current loop iteration count, which is zero for the first iteration. A section is used to check if the calibration scan has been performed entirely. In the "Status" sections on the front panel (Appendix E), the expected number of scans is calculated in the "total number of scans" terminal. On its left, a display of the scan's iteration allows to check if the calibrated distance has been fully completed.


Figure 2.14 Diagram of the second frame

\subsection*{2.3.2 Motor Control with LabVIEW}

A LabVIEW Virtual Instrument for generating digital TTL signals is used to provide the stepping sequence \((\mathrm{f}=100 \mathrm{~Hz})\) for a two-phase stepper motor.

The advantage of LabVIEW is that no hardware (except a computer and data acquisition card) is required to generate a signal. A stepper motor control system is developed using LabVIEW through a block connector SCB68 using Pulse Delay technique.

\subsection*{2.3.2.1 Characteristics of the CSK243 ATA stepper motor}

The CSK 2 phase stepping motor series [15] includes high resolution types for which the full step mode is \(1.8 \%\) step. The angular distance moved corresponds to the number of pulse input with a stopping accuracy of \(\pm 0.05^{\circ}\) (with no load).

The driver requires a DC Supply Voltage of 24 V and a current of 1.4 A maximum with the motor rated current set to \(0.95 \mathrm{~A} /\) phase. The standstill current reduction (current down) ratio is set to approximately \(50 \%\). In order to prevent the motor and driver from becoming too hot and also to increase the motor's standstill holding torque, the motor's running current and standstill current have been lowered. However, reducing too much the current flow to the motor will smooth the rotation whereas increasing it will increase the stiffness and will also provide more torque (since the torque is almost proportional to current). The current down ratio percent, defined as the ratio of standstill current setting to running current setting, has been lowered to \(44 \%\).

The motor has a step angle of \(1.8^{\circ}\), Resistance per phase of \(4.2 \Omega /\) phase, and maximum holding torque of \(0.16 \mathrm{~N} . \mathrm{m}\). The direction signal is changed using
the "pulse input mode switch". Set to " 1 pulse input mode", the motor rotates clockwise; set to " 2 pulse input mode", counterclockwise.

\subsection*{2.3.2.2 Stepper Motor Configuration}

The stepper motor configuration consists of three basic elements:
- The controller (PCI-6023-E via I/O connector SCB 68) capable of generating step pulses for the driver.
- The Driver converts the controller signals into the power necessary to energize the motor windings.


Figure 2.15 Stepper Motor Configuration System [15]

The stepper motor is a device for converting digital pulses into mechanical shaft rotation. The CSK-243ATA is a two-phase hybrid motor, combining a permanent magnet motor and the multi-toothed stator poles from a variable reluctance motor.

The principle of the permanent magnet motor consists in using the principle of a magnetic field on a weak magnet placed on the rotor (low number of steps/revolution). Applying a current to each phase will cause the rotor to rotate by adjusting the changing magnetic fields.

The variable reluctance motor does not use a permanent magnet, so that the rotor can move without constraint. However, a current applied to stator pole A through the motor windings will cause the rotor to align with the pole A (Figure 2.16). This process continues with the other poles.


Figure 2.16 Structure of the 2-phaseStepping Motor (1.8 deg/step) and Cross section perpendicular to shaft [15]

In order to reach a sufficient resolution (number of steps per revolution), the magnet of the rotor is split into two rotors mechanically shifted. Between these two discs, a permanent magnet is inserted. The number of teeth on the rotor (50) is different from that of the stator. When the coil is excited, rotors place the North and South tooth in such a way that the flux crossing the rotor is maximal. It's possible to make each step-angle smaller by the driver ( \(0.9 \mathrm{deg} /\) step), but the step angle discrepancies increases.

In our project, the motor is coupled to a 20 cm threaded rod by a brass joint. The axis of the motor must be aligned with the threaded rod (Figure 2.17) to reduce the vibrations which would cause a reduction of the life of the ball bearing of the motor. The resolution of the entire driving system "stepper motor + threaded rod + movable table "is quantified by a cross calibration using a vernier caliper (resolution 0.001 ") and a dial indicator (resolution 0.001 ").


Figure 2.17 The driving system "stepper motor + threaded rod"

\subsection*{2.3.2.3 Stepper motor connections}

Two counters (Figure 2.18) of the block connector SCB-68 are used to produce a finite pulse train of the input of the motor's driver. All counters have a source input, a gate, and an output. Each pulse generated by a counter consists of a delay phase (phase 1) followed by a pulse phase (phase 2) of the desired polarity. Counter [0] is used to generate a continuous pulse train while counter [1] generates a minimum pulse delayed in order to control the stepper motor by our Virtual Instrument.

This "pulsewait".vi shown in Figure 2.19 uses the "Generator Pulse Train.vi", "Counter Stop.vi" and "Wait ms.vi" to produce a finite pulse train on the OUT pin\#2 of the counter[0]].


Figure 2.18 Connection between the counter 0 and 1 to generate a finite pulse train on the pulse/cw pulse input.

This VI uses the Generate Pulse Train.vi to produce a finite pulse train on the counter [0]. Counter [0] is set up to generate pulses while its gate input is high. This finite pulse train is created by gating a continuous counter (counter [0]) with a single minimum delayed pulse from counter [1]. The Wait (ms).vi is used as a delay before the counters are reset. The speed of the motor can be adjusted by this function. Finally, the "Counter Stop.vi" stops and resets the counters.


Figure 2.19 Diagram of the Pulse wait subvi

\section*{Parameters:}

Gate mode: the ungated/software start ignores the gate source and starts when the VI is called.

Pulse polarity: high pulse means that phasel of the pulse is a low TTL level and phase 2 is a high level.

Duty cycle: \(\frac{\text { phase } 2}{\text { period }}\) where period \(=\) phase \(1+\) phase 2
A signal with a duty cycle of 0.5 is chosen since a high duty cycle will lead to a long pulse phase relative to the delay phase.

The width of the gating pulse is set to equal the actual period of the continuous pulse ( \(\mathrm{T}=1 / 100 \mathrm{~Hz}\) ) times the number of pulses ( N ). When using the calibration mode (step by step acquisition mode), each pulse is triggered at a fix delay of 1 ms for any defined number of pulse as shown in Figure 2.19.

Number of Pulses: If number of pulses \(=0\), the output is continuous.
If \(\mathrm{N}>0\), the output is N pulses.
If \(\mathrm{N}=-1\), a continuous pulse train is stopped.

As shown in the figure 2.18, the pulse signal is generated on the output pin\#2 of counter [0] controlled by the "continuous pulse generator" Virtual Instrument. The OUT pin\#2 is connected to the driver of the stepper motor.

The gate input (pin3) is used to activate counter [0] and to control a continuous pulse train. The OUT pin\#40 of counter 1 is connected to the GATE pin\#3 of counter [0].

\subsection*{2.4 Cross Calibrations}

A cross calibration of the calibration setup has been performed for each type of sensor. It is performed to verify the calibration consistency of the stepper motor to ensure that accurate steady distance measurement are provided by the control system managed by LabVIEW.

\subsection*{2.4.1 \(R\) and \(Z\) sensor}

The curve (Figure 2.20) shows a systematic comparison of distance readings using a Mechanical Dial Indicator (Figure 2.21) to identify the deviation of the
distance inferred from the VI from the mechanical measurement. Measured offsets from the Cross Calibrations have been inserted into the LabVIEW program for each type of sensors, summarized in the table 2.1 below.


Figure 2.20 Cross Calibration for R1 sensor (ME \(+3 / 1-1\) TP4sens \(+31 \_04>\) OUT). Error bars cannot been seen due to small errors in the distance measured with dial indicator \(\pm 0.00025 \mathrm{~cm}\)


Figure 2.21 Mechanical Dial Indicator

A cross calibration was performed each time our mechanical bench was modified. Our last results are summarized in the table 2.1. The method of the cross calibration (Range, Channel readout) is the same as the procedure for the mass calibration of linear and angular sensors for which you can find technical details in Appendix G.
\begin{tabular}{|c|c|c|c|c|c|}
\cline { 2 - 7 } \multicolumn{1}{c|}{} & R1 & R2 & R2-Tower & Z1 and Z2 & INC + direction \\
INC - direction \\
\hline Scale Factor & 0.9964 & 1.0036 & 0.9986 & 0.99728 & 1.003121
\end{tabular} 1.0081362 .

Table 2.1 Offset or Scale Factor for different type of Analog Sensors

\subsection*{2.4.2 Clinometers}

For the clinometers, the cross calibration method consists of a test to verify that accurate angles are measured using two different ways:
1. The distance moved by the stepper motor lead to an angle that can be calculated using this formula:
\[
\theta_{\text {geomerty }}=\arctan \left(\frac{\Delta x+x_{0}}{y}\right)
\]
2. A rotary laser level reflects through a mirror attached to the clinometers adaptor (Figure 2.22). For each type of clinometers, a different adaptor has been built. The Inclinometer is screwed onto the adaptor. As the stepper motor turns, the table in contact with the clinometers by a blade is tilted. As in the cross calibration for R and Z sensor, the table is equipped with a high precision dial indicator (accuracy \(0.0001 ")\).

The rotary laser level unit is located at 30 cm from the mirror. The reflection on the wall of the original beam allows us to calculate the angle moved using this equation:
\[
\theta_{\text {reflection }}=\frac{1}{2} \arctan \left(\frac{h}{L}\right)
\]


Figure 2.22 Sketch of the lateral view of the experimental set-up for clinometers


Figure 2.23 Photograph of the lateral view of the experimental set-up for clinometers

We find the zero level by using a 6 meter tube filled with water hanging along the lab (Figure 2.23). Two marks drawn on the walls with a pencil will be our level reference. We then fix the rotary laser level on these marks and take data. We moved the table in steps of " \(\Delta x\) " and take values of the tiltmeter voltage, of the " \(\Delta \mathrm{x}\) " using the dial indicator and of the height of the reflected beam on the wall. This operation allows measuring simultaneously, with respect to the zero level reference, the voltage increment, and the value of the moved angle by two different ways. Figures 2.24 and 2.25 show the Cross Calibration curve in X and Y direction for \(-15^{\circ}\) Inclinometers.

\subsection*{2.5 Calibration Procedure}

The calibration of R and Z sensors entails calibrating the absolute distance between a dowel pin or hole on the sensor mount to a post ( \(R\) sensor) or surface ( \(Z\) sensor).

\subsection*{2.5.1 R and Z sensors}

The main sensor mount (Figure 2.26) with one sensor and two dowel pins, is positioned by means of the dowel pins on a stand, built and designed at Florida Institute of Technology. Our calibration bench was modified several times in order to satisfy the accuracy of the sensor output to be less than 150 micrometers.


Figure 2.24 Cross Calibration X direction - 15 deg


Figure 2.25 Cross Calibration Y direction - 15 deg

The configuration of the calibration bench and the calibration procedure are such that:
1. The movable table and the mounts with sensors are parallel to each other with a precision of \(\pm 0.001\) inch.
2. The line connecting the fixed " R -Post" to one of the dowel pins is orthogonal to the displacement. This absolute distance is measured each time a calibration for the R sensor output is done (Figure 2.28).


Figure 2.26 The main sensor mount with one R1 sensor on plate ME+3/1/14-ANOR is positioned by means of two dowel pins and a spacer on a stand.


Figure 2.27 Calibration procedure for R sensors Line up reference points


Figure 2.28 Calibration Alignment
3. A reference bar represents and quantifies with an uncertainty of \(\pm 1 / 1000\) inches the absolute distance to calibrate. The reference bar is manually positioned between R post and R stand until \(0 \%\) of the reference bar dowel pin stick out from the dowel hole (Figure 2.29).


Figure 2.29 Reference bar representing an absolute initial distance

The following pictures (Figure 2.30-2.32) show the different reference bars used for the three types of R sensor: R1, R2 and R2 Tower.


Figure 2.30 Position of R2 Reference Bar between R post and R2 stand


Figure 2.31 Position of R2 Tower Reference Bar


Figure 2.32 Position of R1 Reference Bar
4. The calibration procedure. The mount with the R sensor (Figure 2.33) is removed from the R -stand initial distance re-established with the reference bar, the mount remounted and a calibration performed. Five trials of the same sensors are taken in order to reduce the measurement uncertainties; this increases the precision of the calibration. Each time the absolute distance is checked using the reference bar (accuracy \(\sim 1 / 1000\) inches). The average of the five trials will produce the calibration values for the sensor to be calibrated.


Figure 2.33 Position of R1 sensor on R1 stand after establishing initial absolute distance with reference bar

\subsection*{2.5.2 Z sensor}

For the Z sensor, a reference bar (accuracy \(\sim 1 / 9000\) inches) is also used to check the absolute distance before each calibration. Calibration procedure and detailed picture show the exact position of the reference bar (Figure 2.34).


Figure 2.34 Position of \(Z\) reference bar

The analog interface board has a voltage regulator which is applied across the fixed terminals of the potentiometer. The voltage of the regulator can vary; in consequence for each calibration, the sensor output voltage and the reference voltage are recorded simultaneously.

\subsection*{2.5.3 Sensor Angles}

When plotting the sensor output versus the total extension of the cable, three linear curves appear since the cable moves around the internal capstan of the sensor three times (Figure 2.35).

In comparison with simulations, the length of displacement of the Cathode Strip Chambers will be much smaller than the length of the cable. Taking
this into account, the calibration of the response of the R sensors is carried out only about 5 cm on its first range whereas the Z sensors are calibrated over their full length (Appendix G).


Figure 2.35 Typical R Sensor Response over its full range.

\subsection*{2.5.3 Inclinometers}

The inclinometers are screwed on the inclinometers stand via adaptors. After adjusting the "zero level" with the rotary laser level and by matching on the wall the reflected beam with the original beam, the inclinometers are calibrated from \(-12^{\circ}\) to \(12^{\circ}\). As for previous sensors, for each trial (five in all), the "zero degree level" is rechecked between all measurements.

\section*{Chapter 3}

\section*{Analysis and Results}

In order to calibrate the analog sensors we checked the expected linear response of each sensor by taking five trials and calculated their average slope, yintercept, and respective standard deviations and relative percent errors.

We are required to calibrate the different types of linear and angular sensors with a precision of \(150 \mu \mathrm{~m}\) for R sensors, \(1000 \mu \mathrm{~m}\) for Z sensors or better. The calibration accuracy of these sensors is determined by estimating the uncertainty in their absolute distance.

\subsection*{3.1 Sources of Error}

Systematic errors [16] may results from:
- Unavoidable influences of the surroundings on the measurement (e.g. the temperature dependence of measuring instruments). During each calibration, the temperature is recorded.
- An unsuitable measurement method (e.g. calibration method). The initial calibration method turned out to be unsuitable; the next section will discuss it more in details and how we took care of it.
- Any operator mistakes during the performance of the measurement. An extensive list of possible errors such as the distance to be calibrated, the absolute position, or the channel configuration. This list has been regularly updated and as a consequence, a procedure manual was developed (Appendix G).

These systematic errors cannot be excluded entirely but we can keep this error as small as possible by carefully following the procedure measurement.

Random errors [16] also affect our results. Their causes can be:
- Due to vibration, the stepper motor coupling device might have some small random slippage,
- The value of the laser level on the wall is read too low or too high according to the position of the reader's head....

These random errors always deviate our measured results from the "true" value in one direction or the other. If the measurement is frequently repeated, deviations balance each other.

From these principles [16, 17], we conclude that for any measuring method, the result of a single measurement is not reliable since it can deviate more or less from the true value. Repetition of the measurement with the same measuring method we will give us a better estimate of the true value.

\subsection*{3.2 R sensors}

R sensors are characterized by three types: R1 sensors, R2 sensors and R2 tower sensors. We are required to calibrate the three types of R sensors with a precision of \(150 \mu \mathrm{~m}\).

\subsection*{3.2.1 Uncertainty in the absolute \(R\) calibration}

Many different checks were performed to ensure proper calibration of the R sensors. The tests consisted of quantifying uncertainties in the R sensors absolute calibration. Five different tests were conducted:

Tolerance in the dowel hole/pin for R1 and R2 sensors. To quantify this error, 30 trials of the reproducibility of the sensor response against distance were performed. The method reestablishes the initial absolute distance between each measurement. The detailed results of this test are described in section 3.2.3. Another test to estimate the tolerance in the dowel hole is to "wiggle" the plate in its stand to obtain the maximum deviation in the dowel hole. Our final precision in the dowel hole tolerance is \(\delta \mathrm{x}{ }_{\text {[TDOWEL] }}= \pm 75 \mu \mathrm{~m}\). This uncertainty has been measured by plotting the Histogram of the Y-intercept for 30 measurements as shown in Figure 3.5 .

Tolerance in the dowel hole/pin for R2 Tower sensors. The method is the same and all the statistical analysis is shown in Appendix H. Our precision in the dowel hole tolerance is \(\delta \mathrm{x}_{\text {[TDOWEL] }}= \pm 180 \mu \mathrm{~m}\).

Initial absolute distance with reference bar (Figure 3.1). The reference bar is manually positioned between R post and stand by slightly shifting the movable table until \(0 \%\) of the reference bar dowel pin sticks out from the dowel hole. However, due to the intrinsic dowel hole tolerance, the deviation when \(0 \%\) of the reference bar protrude is estimated to be \(\delta \mathrm{x}_{\text {[REFBZERO] }}= \pm 50 \mu \mathrm{~m}\). To measure this quantity, the stepper motor rotates (with the smallest step size of \(0.00025^{\prime \prime}\) ) until the percent of the reference bar protruded was around \(90 \%\). Thus, driving step by step the movable table until \(0 \%\) of the reference bar protrude establishes the deviation of the dowel hole tolerance. Consequently, when establishing initial distance the operator has to be carefully support the reference bar until it reaches this position.


Figure 3.1 Uncertainty in initial absolute distance with R reference bar.

This quantity ( \(\delta \mathrm{x}_{\text {[REFBZERO] }}\) ) is a measure of how well the dowel pin fits into the dowel hole. The uncertainty ( \(\delta \mathrm{x}_{\text {[REFBZERO] }}\) ) in the absolute distance in the reference
bar confirms our measurements of the uncertainty ( \(\delta \mathrm{x}_{\text {[TDOWEL] }}\) ) of the tolerance in the dowel hole since \(\delta \mathrm{x}_{\text {[REFBZERO] }}<\delta \mathrm{x}_{\text {[TDOWEL] }}\).

Calibration of stepper motor was already discussed in section 2.4. The stepper motor accuracy is estimated to be \(\delta \mathrm{x}_{\text {[STEPMOTOR] }}= \pm 5 \mu \mathrm{~m}\).

Non-parallel mover axis and line connecting R post and dowel hole. By using a vernier caliper with resolution of \(0.001^{\prime}\) 'and a laser level, the small deviation was established by measuring the deviation shown by the laser level:
\(\delta \mathrm{x}_{\text {[LParallel] }} \pm 2 \mu \mathrm{~m}\).

\subsection*{3.2.2 Mechanical workpiece uncertainties}

Dimensional accuracy. The workpiece ( R stand, Z stand, clinometers adaptor) were designed to be square with a precision of \(\pm 0.001\) ". The accuracy of the two R reference bars were measured using a CNC precision tool by taking 15 measurements:

R2 reference bar: \(8.99322 \pm 0.00012 \mathrm{in}=228.427 \pm 0.003 \mathrm{~mm}\) (at \(24^{\circ} \mathrm{C}\) )
R1 reference bar: \(18.00535 \pm 0.00017 \mathrm{in}=457.336 \pm 0.004 \mathrm{~mm}\) (at \(24^{\circ} \mathrm{C}\) )
The uncertainty in the reference bars is estimated to be: \(\delta x= \pm 4 \mu \mathrm{~m}\)

The dynamic movement uncertainty. A PVC element initially coupled the threaded rod and the table. This piece contributed to vibration error and as a consequence to a large guidance uncertainty estimated to be around \(120 \mu \mathrm{~m}\) over a 5 cm range. Delrin Acetal Polyoxymethylene (POM) resin was used to rebuild this element in
order to prevent disturbance in the uncertainty in the guiding of the stepper motor. This material includes a high rigidity over temperature, resistance to repeated impact, mold low and screw deposit. The stepper motor accuracy with the Acetal element is now estimated to be \(\pm 5 \mu \mathrm{~m}\).

Thermal deformation. Changes in temperature cause thermal effects on brass including thermal expansion. For the longest rod the main thermal deformation occurs along the length of the rod, and is given by:
\(\delta_{\text {brass }}=\alpha_{\text {brass }}(\Delta T) L \quad\) where
\(\alpha_{\text {brass }}\) linear coefficient of expansion of brass \(=20 \times 10^{-6} / /^{\circ} \mathrm{C}\)
\(\Delta T\) temperature change the material experiences
\(L\) initial length of the rod
For a temperature increase of \(3{ }^{\circ} \mathrm{C}\), the resulting change in length of the reference bar is about \(\delta \mathrm{x}_{[\text {Thexp] }}=25 \mu \mathrm{~m}\).

The total uncertainty in \(R\) sensors was obtained from the four sensor tests and from the machining error. As the errors are independent [16], the total uncertainty in absolute R1 calibration for our system can be calculated using the equation:
\[
\begin{aligned}
& \delta x_{\text {total }}=\sqrt{\delta x_{\text {REFBZERO }}^{2}+\delta x_{\text {TDOWEL }}^{2}+\delta x_{\text {STEPMOTOR }}^{2}+\delta x_{\text {LPARALLEL }}^{2}+\delta x_{\text {ThEXP }}^{2}+\delta x_{\text {RefB }}^{2}} \\
& \delta x_{\text {total }}=100 \mu \mathrm{~m}
\end{aligned}
\]

The uncertainty in the absolute distance at CMS is calculated using the same formula \(\quad \delta X_{\text {total }}^{\text {CMS }}=\sqrt{\left(\delta X_{\text {total }}^{\text {calib }}\right)^{2}+\left(\delta x_{\text {TDowEL }}\right)^{2}}=120 \mu \mathrm{~m} \quad\) with \(\quad\) taking \(\quad\) into consideration:
the total uncertainty in absolute R1 calibration for our system \(\delta x_{\text {total }}\) and, the uncertainty in the dowel hole since the sensors will be mounted on the chambers and the uncertainty in the CMS dowel pin has to be added.

In order to ensure an equal treatment of all sensors, the calibrating method remained the same for all R sensors. A summary of the uncertainty in the absolute distance for all R sensors and a summary of the uncertainty in the absolute R distance at CMS are shown in Table 3.1, Table 3.2 and Table 3.3 respectively.

\section*{Random uncertainties:}
- Dowel hole/pin tolerances \(\quad \pm 75 \mu \mathrm{~m}\)
- Initial absolute distance with reference bars \(\pm \mathbf{5 0} \boldsymbol{\mu m}\)

\section*{Systematic uncertainties:}
- Calibration of stepper motor (over 5 cm range) \(\pm \quad 5 \quad \mu \mathrm{~m}\)
- Mechanical accuracy of reference bars \(\pm 4 \mu \mathrm{~m}\)
- Thermal expansion of longest ref. bars \(\left( \pm 3^{\circ} \mathrm{C}\right) \pm 25 \quad \mu \mathrm{~m}\)
- Non-parallel mover axis and line connecting \(\pm 2 \mu \mathrm{~m}\) R-post and dowel hole

Total calibration Uncertainty \(\pm 100 \quad \mu \mathrm{~m}\)

Table 3.1 A summary of the uncertainty in the absolute R1 sensors calibration

\section*{Random uncertainties:}
- Dowel hole/pin tolerances
\(\pm 75 \mu \mathrm{~m}\)

\section*{Systematic uncertainties:}
- Total Calibration Uncertainty
\(\pm 100 \mu \mathrm{~m}\)
Total: \(\quad \pm \mathbf{1 2 5} \boldsymbol{\mu m}\)
Required : \(\leq \pm 430 \mu \mathrm{~m}\) (from simulation)

Table 3.2 A summary of the uncertainty in the absolute R1 distance at CMS
\begin{tabular}{|l|l|l|l|}
\cline { 2 - 4 } \multicolumn{1}{c|}{} & R1 sensors & R2 sensor & R2 Tower sensor \\
\hline Total Calibration Uncertainty & \(100 \mu \mathrm{~m}\) & \(189 \mu \mathrm{~m}\) & \(92 \mu \mathrm{~m}\) \\
\hline Total Uncertainty at CMS & \(125 \mu \mathrm{~m}\) & \(200 \mu \mathrm{~m}\) & \(120 \mu \mathrm{~m}\) \\
\hline
\end{tabular}

Table 3.3 A summary of the Total calibration uncertainty \(\delta x_{\text {total }}\) and the total uncertainty at CMS \(\delta x_{\text {total }}^{\text {CMS }}\) for R1, R2 and R2 tower sensors.

\subsection*{3.2.3 Initial Results for \(\mathbf{R}\) sensor:}

Using the initial calibration stand, thirty measurements of the sensor response were taken and three out of thirty are plotted in the Figure 3.2. Between two measurements, the calibration procedure includes removing the plate from the stand, then reestablishing the initial absolute distance with the reference bar, remounting the plate and remeasuring. The average characteristic equation and the
linear fit completed the final calibration for each sensor and and for each trial respectively.


Figure 3.2 Sensor Response (V) vs. Distance (cm) from R post center to dowel hole center over a total length of 5 cm .30 measurements of the extension of the R sensors LX-PA-2 S/N 3310410 on plate ME+2/2/8-AN-OR were taken. 3 measurements are shown.

The frequency distribution of the slope and of the \(y\)-intercept of each linear fit required at least 30 values to tell us about the variation of the values in the vicinity of the mean value. The mathematical measure of the variation is the root of the sum of the squares of the deviation of \(x\) from their average value, or the root mean square (rms) value.


Figure 3.3 Histogram of 30 measurements of the slope ( \(\mathrm{V} / \mathrm{cm}\) ) of the linear curve (Sensor Response (V) vs. Distance (cm)) of the extension of the R sensors (LX-PA-2-S/N 3310+10 Plate ME+2/2/8 -A-N-OR) with original dowel holes.

\subsection*{3.2.4 R sensor before Mass Calibration.}

The Histogram of the \(y\)-intercept (Figure 3.4) reveals a voltage rms of 0.609 V . Knowing the mean of the histogram of the slope, the variation can be deducted:
\[
\sigma(x)=\frac{0.0609 \mathrm{~V}}{2.04529 \mathrm{~V} / \mathrm{cm}} 10^{4}=298 \mu \mathrm{~m}
\]

This large variation in the calibrated line quantifies a systematic error in measuring the absolute distance. A major part of my job was to understand and reduce sources of systematic errors.

In this experiment, the source of deviation was that the dowel holes had unacceptably large tolerances. We drilled some new tighter dowel holes; the correction did significantly improve the precision. Another set of data were taken with new holes giving us a \(\pm 75 \mu \mathrm{~m}\) variation in the y -intercept as shown on figure 3.5 .


Figure 3.4 Histogram of 30 measurements of the Y -intercept \((\mathrm{V})\) of the linear curve (Sensor Response (V) vs. Distance (cm)) of the extension of the R sensors (LX-PA-2-S/N 3310+10 Plate ME \(+2 / 2 / 8\)-A-N-OR) with original dowel holes.


Figure 3.5 Histogram of 30 measurements of the Y -intercept \((\mathrm{V})\) of the linear curve (Sensor Response (V) vs. Distance (cm)) of the extension of the R sensors (LX-PA-2-S/N 3310+10 Plate ME+2/2/8 -A-N-OR) with new dowel holes.

A sanity check taking 5 trials of the sensor response without dismounting and remounting the plate between measurements gives us an rms of \(16 \mu \mathrm{~m}\) for the y -intercept, allowing us to conclude that the larger discrepancy is indeed due to the dismounting and remounting procedure and not an intrinsic problems of the linear mover. Knowing the mean of the histogram of the slope equal to \(2.04709 \mathrm{~V} / \mathrm{cm}\) and the voltage rms of the histogram of the Y-intercept (Figure 3.6), the variation in the calibration method is calculated using this equation:
\[
\sigma(x)=\frac{0.0032 \mathrm{~V}}{2.04709 \mathrm{~V} / \mathrm{cm}} 10^{4}=16 \mu \mathrm{~m}
\]


Figure 3.6 Sanity check: Histogram of 5 measurements of the Y-intercept (V) of the linear curve (Sensor Response (V) vs. Distance (cm)) of the extension of the R sensors (LX-PA-2-S/N 3310+10 Plate ME+2/2/8 -A-N-OR) with new dowel holes.

The tolerance of the dowel hole is double checked by a wiggling test: the plate is placed on the R sensor stand with dowel pin in dowel holes and is wiggled while we simultaneously record the sensor response (Figure 3.7).

The figure 3.8 shows two peaks representing the edge of the holes. The error in the dowel hole \((100 \mu \mathrm{~m})\) is consistent with the results from the histogram with the new dowel holes.


Figure 3.7 Sensor Response (V) vs. Time (s) for a constant extension of the R sensors (LX-PA-2-2-33110410) when wiggling the plate ME+2/2/8-AN-OR on the R stand.


Figure 3.8 Histogram of 61 measurements of the Sensor Response (V) of the R sensors (LX-PA-2-S/N \(3310+10\) Plate ME+2/2/8 -A-N-OR) at rest when wiggling the plate on the R stand with new dowel holes without removing the plate between measurements.

\subsection*{3.2.6 Statistical analysis and results for the 12 R sensors of the ME+2 disk}

The characteristic response curve is the measure of the output voltage against the distance moved. The result of the fit (continuous line) is shown on the same graph (Figure 3.9).


Figure 3.9 Calibration result: output response of one of the sensors as a function of distance. The average percent difference in the scale factor is used but error bars are too small to be distinguished.

The results of the Gaussian fit shown on the graph (Figure 3.10) lead to an overall sensor-to-sensor variation in the slope of \(0.68 \%\) for all R sensors.

A closer look, as shown in figure 3.11 and 3.12, reveals that each type of R sensors has different response values due to different angles formed by the cable and the virtual line joining the reference dowel pin and the R post for the three types of R sensors. In the side legend of figure 3.12, sensor response with different ranges for the R2 sensor (R2TP4 sens \(+22-20>\) OUT) was calibrated over two ranges due to a kink in the extension wire.


Figure 3.10 Histogram of the slope ( \(\mathrm{V} / \mathrm{cm}\) ) for all R sensors on ME +2 disk


Figure 3.11 Zooms-in of the histogram of the slope ( \(\mathrm{V} / \mathrm{cm}\) ) for all R sensors on ME +2 disk reveal systematic differences between the three sensor types.


Figure 3.12 Histogram of the Y-intercept (V) for the 12 R sensors of the ME+2 disk

The approach to measure the deviation in the absolute distance is to make a histogram the frequency distribution of the Y-intercepts for the 12 R sensors. The sensor to sensor variation on the relative statistical error on the slope as derived from the linear fits (Figure 3.13) has a Gaussian profile at a relative percent error of \(0.021 \%\) with a standard deviation equal to \(0.015 \%\). It proves that the deviation in the relative changes for the 12 R sensors is reasonably small ( \(0.015 \%\) ). For the sensor-to-sensor variation on the y-intercept (Figure 3.14), the typical Gaussian profile reveals a deviation in the relative statistical error in the absolute distance equal to \(0.017 \%\). Plotting the histogram of the mean reference voltage (Figure 3.15) for the 12 R sensors on ME+2 disk reveals a variation in the voltage regulator of \(.01 \%\). An analysis of the ratio of the sensor response by the reference voltage consists of taking into consideration the variation in the reference voltage. The
sensor-to-sensor variation in the slope (Figure 3.16) for R1 sensor for the Ratio \((0.16 \%)\) is consistent with the results from the Histogram of the slope (Figure 3.10) of the Sensor Response versus Distance ( \(0.22 \%\) ).


Figure 3.13 Histogram of relative statistical errors on the slope of ME+2 R sensors


Figure 3.14 Histogram of relative statistical errors on the Y -intercept of ME+2 R sensors


Figure 3.15 Histogram of the mean reference voltage of ME +2 R sensors


Figure 3.16 Histogram of the mean slope of the Ratio (Response Sensor / Reference Voltage) vs. Distance

\subsection*{3.3 Z sensors}

We are required to calibrate the Z sensors with a precision to within 1000 \(\mu \mathrm{m}\). As for the R sensor, we checked the calibration accuracy by determining the possible systematic and random uncertainty in the absolute distance.

\subsection*{3.3.1 Uncertainty in the absolute Z calibration}

The same assortment tests quantifying the absolute R calibration are performed for the absolute Z sensor calibration:

Tolerance in the dowel hole/pin. Our final precision in the dowel hole tolerance is \(\delta \mathrm{x}_{\text {[tDowel] }}= \pm 15 \mu \mathrm{~m}\). This uncertainty has been measured by plotting the Histogram of the Y-intercept for 5 measurements as shown in section 3.3.2 Figure 3.20).

Initial absolute distance with reference bar. (Figure 3.17) The reference bar is smoothly positioned by pushing it until full contact between linear mover and the reference bar is established. However, due to the \(\pm 50 \mu \mathrm{~m}\) dowel hole tolerance, the deviation when no gap exists between the linear mover and the reference bar is estimated to be \(\delta \mathrm{x}_{\text {[REFBZERO] }}= \pm 50 \mu \mathrm{~m}\).

Calibration of stepper motor is the same for R and Z sensor. The stepper motor accuracy is estimated to be \(\delta \mathrm{x}\) [STEPMOTOR] \(\pm 5 \mu \mathrm{~m}\).

The dimensional accuracy. The accuracy of the Z reference bar was measured using a CNC precision tool by taking 15 measurements:

Z reference bar: \(1.15325 \pm 0.0009 \mathrm{in}=29.293 \pm 0.002 \mathrm{~mm}\) (at \(24^{\circ} \mathrm{C}\) ), so the uncertainty in the reference bars is estimated to be \(\delta x= \pm 2 \mu \mathrm{~m}\).


Figure 3.17 Uncertainty in initial absolute distance with Z reference bar

The thermal deformation. Changes in temperature cause thermal effects on brass including thermal deformation. For a temperature increase of \(3{ }^{\circ} \mathrm{C}\), the change in length of the reference bar is about \(\delta \mathrm{x}_{\text {ThExp }}=2 \mu \mathrm{~m}\).

The total uncertainty for our system in absolute Z calibration can be calculated using the equation [16]:
\(\delta x_{\text {total }}^{\text {calib }}=\sqrt{\delta x_{{ }_{\text {REFBZERO }}}+\delta x_{\text {TDOWEL }}^{2}+\delta x_{\text {STEPMOTOR }}^{2}+\delta x_{\text {ThExp }}^{2}+\delta x_{\text {Refi }}^{2}} \sim 53 \mu \mathrm{~m}\).

The uncertainty in the absolute distance at CMS will be equal to \(\delta x_{\text {CMS }}^{\text {total }}=\sqrt{\left(\delta x_{\text {total }}^{\text {calib }}\right)^{2}+\delta x_{\text {TDOWEL }}^{2}}=55 \mu \mathrm{~m}\).

A summary of the uncertainty in absolute Z sensors calibration is shown in Table 3.4 and 3.5

\section*{Random uncertainties:}
- Dowel hole/pin tolerances \(\quad \pm 15 \mu \mathrm{~m}\)
- Initial absolute distance with reference bars \(\quad \pm 50 \mu \mathrm{~m}\)

\section*{Systematic uncertainties:}
- Calibration of stepper motor (over 1 cm range)
\(\pm 5 \mu \mathrm{~m}\)
- Mechanical accuracy of reference bar
\(\pm 2 \mu \mathrm{~m}\)
- Thermal expansion of ref. bar \(\left( \pm 3^{\circ} \mathrm{C}\right) \quad \pm \quad 2 \mu \mathrm{~m}\)

Total Calibration Uncertainty \(\quad \pm 53 \mu \mathrm{~m}\)

Table 3.4 A summary of the uncertainty in the absolute Z sensors calibration

\section*{Random uncertainties:}
- Dowel hole/pin tolerances \(\quad \pm 15 \mu \mathrm{~m}\)

Systematic uncertainties:
- Total Calibration Uncertainty \(\quad \pm 53 \mu \mathrm{~m}\)

Total: \(\quad \leq \pm 55 \mu \mathrm{~m}\)
Required : \(\leq \pm \mathbf{1 0 0 0} \boldsymbol{\mu m}\) (from simulation)

Table 3.5 A summary of the uncertainty in absolute Z distance at CMS

\subsection*{3.3.2 Initial Results for \(\mathbf{Z}\) sensor:}

5 measurements of the sensor response were taken and are plotted on figure 3.18. Between two measurements, the calibration method is always to remove the plate from the stand, then reestablish the initial absolute distance with the reference bar, remount the plate, and remeasure.

A Z sensor non-linearity is observed in figure 3.18. This maximum nonlinearity corresponds to \(\Delta \mathrm{x}=125 \mu \mathrm{~m}\). The maximum non-linearity The Histogram of the slopes (Figure 3.19) reveals a variation of \(4.7 \mu \mathrm{~m}\) over a full range of 10 mm , this dispersion in our calibrated line quantify a systematic small error in the measuring relative changes in distances. The variation in the relative changes in distances is calculated using this formula:
\[
\begin{aligned}
& \sigma_{\Delta x}=\left(\frac{\sigma(\langle\text { slope }\rangle)}{\langle\text { slope }\rangle}\right)(\text { Range }) \\
& \sigma_{\Delta x}=\left(\frac{0.047}{100}\right) * 1.05 * 10^{4}=4.7 \mu \mathrm{~m}
\end{aligned}
\]

5 calibrations measurements per sensor,
\[
\sigma_{\Delta x}=\left(\frac{0.047}{100}\right) * 1.05 * 10^{4}=4.7 \mu \mathrm{~m}
\]

The systematic uncertainty due to dowel hole tolerance is determined by plotting the frequency distribution of the y-intercept (V) revealing a systematic uncertainty of \(15 \mu \mathrm{~m}\) (Figure 3.20):
\[
\sigma_{x}=\frac{0.0158 \mathrm{~V}}{10.3798 \mathrm{~V} / \mathrm{cm}} 10^{4}=15 \mu \mathrm{~m}
\]


Figure 3.18 ZLCP1 Sensor Response (V) vs Distance (cm) - 5 measurements of ZLCP1 were taken. Each measurement contains 108 points.


Figure 3.19 Histogram of 5 measurements of the slope \([\mathrm{V} / \mathrm{cm}]\) of the Sensor (ME+2 TP1-ZLCP1) Response vs. Distance.


Figure 3.20 Histogram of 5 measurements of the Y-intercept [V] of the sensor (ME+2 TP1-ZLCP1) Response vs. Distance.

This tolerance of the dowel hole is double checked. The method is to wiggle the plate placed on the Z stand and simultaneously to record the sensor response (Figure 3.21). The frequency distribution of the Sensor Response (Figure 3.22) shows only one peak perhaps due to the fact that one of the dowel holes is a slot. With an rms of the histogram of 0.003 V , the uncertainty in the dowel hole is estimated to be within \(2.89 \mu \mathrm{~m}\) using the following formula:
\[
\sigma_{x}=\frac{0.003 \mathrm{~V}}{10.3798 \mathrm{~V} / \mathrm{cm}} 10^{4}=2.89 \mu \mathrm{~m}
\]


Figure 3.21 Sensor Response (V) vs. Time (s) for a constant extension of the Z sensor (ME+2-ZLCP2-OUT) when wiggling the plate on the Z stand.


Figure 3.22 Histogram of 60 measurements of the Sensor Response (V) of the Z sensors (ME+2 ZLCP2 -OUT) at rest when wiggling the plate on the Z stand

\subsection*{3.3.3 Statistical Analysis and Results for the twelve Z-sensors of the ME+2 disk}

The characteristic response curve is the measure of the output voltage against the distance moved. The results of the fit (continuous line) are shown in Figure 3.23.


Figure 3.23 Output response of one of the sensors as a function of the distance.

The results of the uncertainty in the relative changes in distance, based on the Histogram of the slope (Figure 3.24), lead to a sensor-to-sensor variation on slopes of \(0.63 \%\). The sensor-to-sensor variation on the relative statistical error on the Y-intercept as derived from the linear fits has a typical Gaussian profile at a relative percent error of \(0.019 \%\) with a standard deviation equal to \(0.007 \%\) (Figure 3.25).

A second analysis takes into consideration the variation in the reference voltage for each measurement by defining a Ratio, equal to the sensor response divided by the reference voltage. The sensor-to-sensor variation in the slope for \(Z\) sensors for the Ratio is \(0.62 \%\) (Figure 3.26).


Figure 3.24 Histogram of the slopes ( \(\mathrm{V} / \mathrm{cm}\) ) for all Z sensors of the ME+2 disk


Figure 3.25 Histogram of relative statistical errors on the Y-intercept of ME+2 R sensors


Figure 3.26 Histogram of the slopes for V/Vref of ME+2 R sensors

\subsection*{3.4 Inclinometers}

As mentioned before, six types of Inclinometers monitor each disk. Every sensor has to be calibrated. A study of the uncertainty in the absolute zero degree calibration will be followed by a comparison of our calibration results with the manufacturer's specifications.

\subsection*{3.4.1 Uncertainty in the zero degree Inclinometer calibration}

Initial zero degree level. The rotary laser level is adjusted to fit the line marked on the wall. The width of the laser level on the wall leads to an uncertainty in our zero degree level. The Inclinometer is moved until the reflected laser beam fits the upper and the lower part of our reference zero degree level and simultaneously the sensor response is recorded. Plotting the frequency distribution of the Sensor Response (Figure 3.27) allows us to determine the uncertainty in our zero level to be \(\delta_{\theta}=\) \(\pm 0.020^{\circ}\).
\(\delta_{\theta}=\frac{0.0051 \mathrm{~V}}{0.246 \mathrm{~V} /{ }^{\circ}}=0.020^{\circ}\), where
average scale factor for \(-15^{\circ}=0.246 \mathrm{~V} /{ }^{\circ}\)


Figure 3.27 Histogram of 30 measurements of the Sensor Response for the zero degree measurement

Calibration of stepper motor. The stepper motor accuracy is estimated to be:
\(\delta \theta_{\text {[STEPMOTOR] }}= \pm 0.0027^{\circ}\) in the positive direction and
\(\delta \theta_{\text {[STEPMOTOR] }}= \pm 0.0018^{\circ}\) in the negative direction
\[
\begin{aligned}
& \delta_{\theta}=\left(\frac{\sigma_{\text {slope }}}{\langle\text { slope }>}\right) *(\text { range }), \text { where } \\
& <\text { slope }>=13.526^{\circ} / \mathrm{cm}+\text { direction, x axis } \\
& \sigma_{\text {<lope }>}=0.040^{\circ} / \mathrm{cm}, \text { and } \\
& <\text { slope }>=14.522^{\circ} / \mathrm{cm} \text {-direction, x axis } \\
& \sigma_{\text {<slope }}=0.029^{\circ} / \mathrm{cm} \\
& \text { range }=0.93 \mathrm{~cm}
\end{aligned}
\]

In table 3.6, the stepper motor accuracy is estimated for the X and Y axis and for each direction.
\begin{tabular}{|c|c|c|c|c|}
\cline { 2 - 5 } \multicolumn{1}{c|}{} & \multicolumn{2}{c|}{ Xaxis \(^{c \mid}\)} & \multicolumn{2}{c|}{\(Y_{\text {axis }}\)} \\
\cline { 2 - 5 } \multicolumn{1}{c|}{} & + & \(\cdot\) & + & \(\cdot\) \\
\hline \(8 \theta_{\text {[stepyd }}\) & 0.0027 & 0.0018 & 0.0022 & 0.0047 \\
\hline
\end{tabular}

Table 3.6 Stepper motor accuracy in the X and Y axis and for each direction


Figure 3.28 Correlation between the distances moved and measured by the mechanical dial indicator and the tilt. Error bars represent the propagated error in the angle calculated by geometry and in the angle calculated by reflection for each data point.

The errors for each measured angle are calculated by the method of propagation of error. The propagated error for the angle calculated by reflection was calculated using this formula:
\[
\sigma_{\theta_{\mathrm{R}}}=\left(\frac{-1}{1+\left(\frac{h}{L}\right)^{2}}\right)\left(\sqrt{\left(\frac{\sigma_{h}}{h}\right)^{2}+\left(\frac{\sigma_{L}}{L}\right)^{2}}\right)\left(\frac{h}{L}\right)
\]

For the angle calculated by geometry, the propagated error formula is:
\[
\sigma_{\theta_{G}}=\left(\frac{-1}{1+\left(\frac{\Delta x+x_{0}}{y}\right)^{2}}\right)\left(\sqrt{\left(\frac{\sigma_{\Delta x+x_{0}}}{\Delta x+x_{0}}\right)^{2}+\left(\frac{\sigma_{y}}{y}\right)^{2}}\right)\left(\frac{\Delta x+x_{0}}{y}\right)
\]

As shown in figure 3.28, the propagated error in the angle measured by geometry is larger by a factor of 10 . The correlation between the angle measured by reflection and the distance measured by the mechanical dial indicator is equal to \(13.526 \pm 0.0187 \% \mathrm{~cm}\) for the positive x direction.

In table 3.7, the correlation between \(\Delta \mathrm{x}\) and \(\Delta \theta\) for each axis and direction is presented.
\begin{tabular}{|l|c|c|c|c|}
\cline { 2 - 5 } \multicolumn{1}{c|}{} & \multicolumn{2}{c|}{ Xaxis } & \multicolumn{2}{c|}{ Y axis } \\
\cline { 2 - 5 } \multicolumn{1}{c|}{} & + & \(\cdot\) & + & \(\cdot\) \\
\hline\(\Delta \theta / \Delta x\) & 13.526 & 14.522 & 13.371 & 14.13 \\
\hline\(\Delta \theta_{0}\) & 0.0187 & 0.009 & 0.0174 & 0.017 \\
\hline
\end{tabular}

Table 3.7 The correlation between \(\Delta \theta\) and \(\Delta \mathrm{x}\) and the value of \(\Delta \theta_{0}\)

The estimated uncertainty in the inclinometers sensors was obtained from these tests. The total uncertainty for our system in absolute zero degree level calibration can be calculated using the equation:
\(\sqrt{\delta_{\theta \text { ZEROLINE }}^{2}+\delta_{\theta \text { STEPMOTOR }}^{2}}=0.020^{\circ}\) for positive and negative direction for X and Y axis. A summary of the uncertainty in the Inclinometers Calibration is shown in Table 3.8.

\section*{Random uncertainties:}
- Initial \(0^{\circ}\) level with rotary laser level (for all Inclinometer) \(\pm \mathbf{0 . 0 2 0}^{\mathbf{o}}\)

\section*{Systematic uncertainties:}
- Calibration of stepper motor for \(X\) axis


Table 3.8 A summary of the uncertainty in the absolute angle for Inclinometers

\subsection*{3.4.2 Calibration precision for \(\mathbf{- 1 5}{ }^{\circ}\) Inclinometers for ME+2 disk}

We calibrated the output response (V) of each sensor and quantify the statistical error in the relative changes in angle and the statistical error in the laser level.

\subsection*{3.4.2.1-15 \(5^{\circ}\) Inclinometers in the positive X direction}

5 trials were taken for calibrating \(-15^{\circ}\) inclinometers in the positive X direction for ME +2 disk. A 0.19 relative error in the slopes [Volt \({ }^{\circ}\) ] (Figure 3.29) quantifies a statistical error in measuring relative changes in angle equal to \(\pm 0.023^{\circ}\). This variation is calculated using this formula:
\[
\begin{aligned}
& \sigma_{\Delta \theta}=\left(\frac{\sigma\langle\text { slope }\rangle}{\langle\text { slope }\rangle}\right)(\text { Range }) \\
& \sigma_{\Delta \theta}=\left(\frac{0.19}{100}\right) * 12=0.023^{\circ}
\end{aligned}
\]

The systematic uncertainty due to the precision of the rotary laser level is determined by plotting the frequency distribution of the \(y\)-intercept \((\mathrm{V})\) revealing a systematic uncertainty of \(0.13^{\circ}\) (Figure 3.30):
\[
\sigma_{\theta}=\frac{0.0290 \mathrm{~V}}{0.2293 \mathrm{~V} /{ }^{\circ}}=0.13^{\circ}
\]

\subsection*{3.4.2.2-15 \(5^{\circ}\) Inclinometers in the negative X direction}

The histogram of the slope (Figure 3.31) reveals a relative error of \(0.46 \%\) determining a variation on the relative changes in angle equal to \(\sigma_{\Delta \theta}=0.055^{\circ}\). A systematic uncertainty in the laser level is determined by plotting the frequency distribution of the y -intercept ( \(\mathrm{V} /{ }^{\circ}\) ) (Figure 3.32) and is calculated using the following formula
\[
\sigma_{\theta}=\frac{0.0279 \mathrm{~V}}{0.2501 \mathrm{~V} /{ }^{\circ}}=0.11^{\circ} .
\]


Figure 3.29 Histogram of 5 measurements of the slope \(\left[\mathrm{V} /{ }^{\circ}\right]\) for \(\mathrm{ME}+2\) inclinometers 5X-Y N7227 in the positive X direction.


Figure 3.30 Histogram of 5 measurements of the Y-intercept [V] for ME+2 inclinometers 5X-Y N7227 in the positive X direction.


Figure 3.31 Histogram of 5 measurements of the slope \(\left[\mathrm{V} /{ }^{\circ}\right]\) for ME+2 incline \(5 \mathrm{X}-\) Y N7227 in the negative X direction.


Figure 3.32 Histogram of 5 measurements of the Y-intercept [V] for ME+2 incline 5X-Y N7227 in the negative X direction.

Using the same method, the uncertainty in \(\sigma_{\theta}\) and \(\sigma_{\Delta \theta}\) for -15 degrees inclinometers is estimated in the X and Y direction and for each direction. The table 3.9 summarizes the uncertainties in the relative change in the angle and the uncertainties in absolute zero level.
\begin{tabular}{|l|l|l|l|l|}
\cline { 2 - 5 } \multicolumn{1}{c|}{} & \multicolumn{2}{c|}{ X axis } & \multicolumn{2}{c|}{ Y axis } \\
\hline Direction & + & - & + & \multicolumn{1}{c|}{-} \\
\hline\(\sigma_{\Delta \theta\left[{ }^{\circ}\right]}\) & 0.024 & 0.055 & 0.015 & 0.06 \\
\hline\(\sigma_{\theta\left[{ }^{\circ}\right]}\) & 0.13 & 0.11 & 0.12 & 0.097
\end{tabular}

Table 3.9 Uncertainties in angle \(\sigma_{\Delta \theta}\) from slopes and in absolute zero level \(\sigma_{\theta}\).

\subsection*{3.4.3 Calibration Results for ME+2-15 \({ }^{\circ}\) Inclinometers}

Figures 3.33-3.36 show the Scale Factor calibration results for one inclinometer: ME \(+2-15^{\circ}\) inclinometer. This inclinometer was calibrated by plotting its sensor response against the tilt in the positive and negative X and Y directions. Then, we compared the Scale Factor \(\left[{ }^{\circ} /\right.\) Volt] with those quoted in the manufacturer's technical (Table 3.10) report.

\section*{X direction}


Figure 3.33 Sensor Response [V] vs Angle [Degrees] calculated from linear displacement in the +X direction
\begin{tabular}{|c|c|}
\hline \multirow[t]{2}{*}{} & Scale Factor [Degrees/Volt] \\
\hline & \multirow[t]{2}{*}{\({ }_{4.236}{ }^{(+)} \mathrm{X}\) direction} \\
\hline Geomechanics Technical Note & \\
\hline FIT Calibration with Temperature Factor coefficient & \(4.0314 \pm 0.0003\) (stat) \\
\hline & (-) X direction \\
\hline Geomechanics Technical Note & 4.243 \\
\hline FIT Calibration with Temperature Factor coefficient & \(4.394 \pm 0.0007\) (stat) \\
\hline
\end{tabular}

Table 3.10 Results for Scale Factor [Degrees/Volt] for ME \(+2-15^{\circ}\) inclinometer in the positive and negative X direction.


Figure 3.34 Sensor Response [V] vs Angle [Degrees] calculated from linear displacement in the -X direction

\section*{\(\underline{Y}\) direction}


Figure 3.35 Sensor Response [V] vs Angle [Degrees] calculated from linear displacement in the +Y direction


Figure 3.36 Sensor Response [V] vs Angle [Degrees] calculated from linear displacement in the - Y direction
\begin{tabular}{|l|c|}
\multicolumn{1}{c|}{} & Scale Factor [Degrees/Volt] \\
\multicolumn{1}{c|}{} & \((+)\) Y dire ction \\
\hline Geomechanics Technical Note & 4.243 \\
\hline FIT Calibration with Temperature & \(4.021 \pm 0.0006\) (stat) \\
Factor Correction & \\
\hline Geomechanics Technical Note & \((-)\) Y direction \\
\hline FIT Calibration with Temperature & 4.243 \\
Factor Correction & \(4.3098 \pm 0.0109\) (stat) \\
\hline
\end{tabular}

Table 3.11 Results for Scale Factor [Degrees/Volt] for ME \(+2-15^{\circ}\) inclinometer in the positive and negative Y direction

\subsection*{3.4.3 Statistical Analysis for eight \(\left(-15^{\circ}\right)\) inclinometers in positive and negative X direction.}

The sensor-to-sensor variation on the slope for positive and negative directions (Figure 3.37) has Gaussian profiles one representing most of the inclinometers calibrated in the positive direction with a relative percent error of \(3.3 \%\) with a standard deviation equal to 0.0079 V/degree. As shown in Figure 3.37, the left Gaussian fit represents the slope of all \(-15^{\circ}\) inclinometers for the positive direction plus two \(-15^{\circ}\) inclinometers for the negative direction. The right histogram represents six \(-15^{\circ}\) inclinometers for the negative direction. The histogram of the relative \% errors for the eight clinometers (Figure 3.38) at the positive and negative angle reveals a \(0.55 \%\) relative error in the slope.

Measuring the variation in the absolute angle by plotting the frequency distribution of the Y-intercept (Figure 3.39) for the eight \(-15^{\circ}\) Inclinometers give us a relative error of \(7.7 \%\) with a standard deviation equal to 0.201 [V]. The Histogram of the relative \% error (Figure 3.40) for the eight clinometers in the positive and negative direction reveals a small relative error of \(0.13 \%\) in the Y intercept. Plotting the histogram of the mean reference voltage (Figure 3.41) for the eight Inclinometers disk shows a variation in the voltage regulator of \(.016 \%\).


Figure 3.37 Histogram of the slope \(\left(\mathrm{V} /{ }^{\circ}\right)\) for all \(-15^{\circ}\) inclinometers in \(\pm \mathrm{x}\) direction.


Figure 3.38 Histogram of the relative statistical errors on the Y-intercept \(\left(\mathrm{V}^{\circ}\right)\) for all \(-15^{\circ}\) inclinometers in the \(\pm \mathrm{x}\) directions


Figure 3.39 Histogram of the Y-intercept (V) for all \(-15^{\circ}\) inclinometers in the \(\pm \mathrm{x}\) directions


Figure 3.40 Histogram of the relative statistical error on the Y-intercept (V) for all \(15^{\circ}\) inclinometers in the \(\pm \mathrm{x}\) directions


Figure 3.41 Histogram of the Mean Reference Voltage (V) for all \(-15^{\circ}\) inclinometers in the \(\pm \mathrm{x}\) directions

\subsection*{3.4.4 Statistical Analysis for eight \(\left(-15^{\circ}\right)\) inclinometers in the \(Y\) axis}

The variation of the slope for the eight inclinometers of \(-15^{\circ}\) angle type represented by the histogram of the mean of the slopes for the eight inclinometers has a relative error of \(4.5 \%\) with a standard deviation equal to \(0.011 \mathrm{~V} /{ }^{\circ}\). This larger deviation can be explained by the fact that each inclinometer doesn't have the same value (Figure 3.42) but their mean slope in the positive and negative direction are close. That's why we observed a large relative statistical error for the frequency distribution of the relative error in the slope (Figure 3.43).

As shown in Figure 3.44, the deviation in the absolute angle for \(-15^{\circ}\) inclinometers in the Y directions gives us a sensor-to-sensor variation of \(10 \%\). As previously mentioned, since each (ME) inclinometer has its intrinsic Scale Factor
\(\left[\mathrm{V} /{ }^{\circ}\right]\), the distribution of all (ME) \(-15^{\circ}\) inclinometers has a large variation in the \(\mathrm{Y}-\) intercept. Figure 3.45 demonstrates that each inclinometer has their Y-intercept mean in the negative and positive direction relatively close but spread from 2.0 V to 2.93 V. The variation of the mean reference voltage shown in Figure 3.46 reveals a small deviation less than \(0.0025 \%\).


Figure 3.42 Histogram of the slope \(\left(\mathrm{V} /{ }^{\circ}\right)\) for all \(-15^{\circ}\) inclinometers


Figure 3.43 Histogram of the relative statistical error on the Y-intercept \(\left(\mathrm{V} /{ }^{\circ}\right)\) for all \(-15^{\circ}\) inclinometers


Figure 3.44 Histogram of the Y-intercept (V) for all \(-15^{\circ}\) inclinometers


Figure 3.45 Histogram of the mean Y-intercept (V) for all - \(15^{\circ}\) inclinometers


Figure 3.46 Histogram of the Mean Reference Voltage (V) for all \(-15^{\circ}\) inclinometers

\section*{Chapter 4 Summary and Future directions}

The thesis presents a flexible and easy way to calibrate linear and angular sensors. The aim of the author was to find the most efficient way to build a multitask test bench allowing us to calibrate these different types of sensors. A control interface using LabVIEW was constructed in order to control the test bench and to acquire any sensor output data. This method of calibration provides a direct measurement of the sensor response. All calibrations are well within the calibration precisions required by CMS.

The work involved an understanding of the overall precision of each sensor calibration. Five trials will be sufficient to achieve a reasonably small uncertainty over the fully calibrated distance. The sensor response and the related Reference Voltage for each trial were measured and analyzed. For each trial a fit line, characterized by its slope and its y-intercept, is recorded and the average of the 5 trials gives us our average linear fit describing the linear output of each sensor. These measurements will be used as input for reconstruction and monitoring of the CSC chambers. A statistical analysis of the sensor-to-sensor variation is done for all R sensors and Z sensors for the ME +2 disk. For inclinometers, it has been shown that the determination of the zero degree level is very sensitive to variations in the X and Y direction.

The future work will be to finish calibrating all sensors and making the calibration data available to the reconstruction and monitoring software.
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\section*{Appendix A}


\section*{Appendix B}

\section*{Clinometers Position}


Cathode Strip chambers arrangement and placement on the iron disk.
They are arranged to form four disks called stations ME 1/2/3/4 [4]

\section*{Appendix C}

\section*{Data Acquisition Technical Support}

\section*{Measurement Characteristics \({ }^{(0)}\)}
\begin{tabular}{l} 
DC Voltage \\
Measurement Method \\
\\
A-D Linearity \\
Input Resistance \\
\(100 \mathrm{mV}, 1 \mathrm{~V}, 10 \mathrm{~V}\) ranges \\
\(100 \mathrm{VV}, 300 \mathrm{~V}\) ranges \\
Input Bias Current \\
Input Protection \\
\hline True RMS AC Voltage \\
Measurement Method \\
\\
Crest Factor \\
Additional Crest Factor \\
Errors (non-sinewave)
\end{tabular}
\begin{tabular}{lll} 
& Crest Factor \(2-3 \quad 0.15 \%\) of reading \\
& Crest Factor \(3-4 \quad 0.30 \%\) of reading \\
& Crest Factor \(4-5 \quad 0.40 \%\) of reading \\
Input Impedance & \(1 \mathrm{M} \Omega \pm 2 \%\) in parallel with 150 pF \\
Input Protection & 300 Vrms all ranges \\
\hline Resistance & \\
Measurement Method & Selectable 4 -wire or 2 -wire 0 hms \\
& Current source referenced to LO input \\
Offset Compensation & Selectable on \(100 \Omega, 1 \mathrm{k} \Omega, 10 \mathrm{k} \Omega\) ranges \\
Maximum Lead Resistance & \(10 \%\) of range per lead for \(100 \Omega\) and \\
& \(1 \mathrm{k} \Omega\) ranges. \(1 \mathrm{k} \Omega\) on all other ranges \\
Input Protection & 300 V on all ranges
\end{tabular}

Frequency and Period
Measurement Method

\section*{Measurement Meth}

Voitage Ranges
Gate Time
Gate Time
Measurement Timeout
Same AC Vounting technique
Same as AC Voltage function
\(1 \mathrm{~s}, 100 \mathrm{~ms}\), or 10 ms
Selectable \(3 \mathrm{~Hz}, 20 \mathrm{~Hz}, 200 \mathrm{~Hz}\) LF limit
\begin{tabular}{ll}
\hline DC Current & \\
Shunt Resistance & \(5 \Omega\) for \(10 \mathrm{~mA}, 100 \mathrm{~mA} ; 0.1 \Omega\) for 1 A \\
Input Protection & 1 A 250 V fuse on 34901 A module
\end{tabular}

\section*{True RMS AC Current}
\(\left.\begin{array}{ll}\begin{array}{l}\text { True RMS AC Current } \\ \text { Measurement Method }\end{array} & \begin{array}{l}\text { Direct coupled to the fuse and shunt. } \\ \text { AC coupled True RMS measurement }\end{array} \\ & \text { (measures the ac component only) }\end{array}\right\}\)
\begin{tabular}{ll}
\hline Thermocouple & \\
Conversion & ITS-90 software compensation \\
Reference Junction Type & Internal, Fixed, or External \\
Open thermocouple Check & Selectable per channel. Open \(>5 \mathrm{k} \Omega\) \\
\hline
\end{tabular}
\begin{tabular}{ll}
\hline Thermistor & \(44004,44007,44006\) series \\
\hline RTD & \(\alpha=0.00385\) (DIN) and \(\alpha=0.00391\) \\
\hline
\end{tabular}

Measurament Noise Rejection 60 (50) Hz \({ }^{(1)}\)
\begin{tabular}{ll} 
do CMRR & 140 dB \\
ac CMRR & 70 dB
\end{tabular}

\section*{integration Time \(\quad 70 \mathrm{~dB}\) \\ Normal Mode Rejection \({ }^{\text {(2) }}\)}
\(200 \mathrm{plc} / 3.33 \mathrm{~s}(4 \mathrm{~s}) \quad 110 \mathrm{~dB}^{\text {p }}\)
100 ple/1.67s (2s)
\(20 \mathrm{plc} / 333 \mathrm{~ms}(400 \mathrm{~ms})\)
\(10 \mathrm{plc} / 167 \mathrm{~ms}(200 \mathrm{~ms})\)
\(2 \mathrm{plc} / 33.3 \mathrm{~ms}(40 \mathrm{~ms})\)
\(2 \mathrm{plc} / 33.3 \mathrm{~ms}(40 \mathrm{~ms})\)
\(1 \mathrm{plc} / 16.7 \mathrm{~ms}(20 \mathrm{~ms})\)
< 1 plo

105 dB
\(105 \mathrm{~dB}^{\text {al }} 100 \mathrm{~dB}^{\text {m }}\)
\(95 \mathrm{~dB}^{\text {mi }}\)
95 dB
90 dB
90 dB
60 dB
0 dB

\section*{Operating Characteristics \({ }^{(4)}\)}
\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|l|}{Single Channel Measurement Rates \({ }^{\text {a] }}\)} \\
\hline Function & Resolution \({ }^{\text {* }}\) & reading/s \\
\hline dcV. 2-wire Resistance & \begin{tabular}{l}
\(61 / 2\) digits ( 10 plc ) \\
\(51 / 2\) digits ( 1 plc) \\
\(41 / 2\) digits ( 0.02 plc )
\end{tabular} & \[
\begin{aligned}
& 6(5) \\
& 57(47) \\
& 490
\end{aligned}
\] \\
\hline Thermocouple & \[
\begin{aligned}
& 0.1^{\circ} \mathrm{C}(1 \mathrm{plc}) \\
& (0.02 \mathrm{plc})
\end{aligned}
\] & \[
\begin{aligned}
& 49(47) \\
& 280
\end{aligned}
\] \\
\hline RTD, Thermistor & \begin{tabular}{l}
\(0.01^{\circ} \mathrm{C}\) ( 10 plc ) \\
\(0.1^{\circ} \mathrm{C}\) ( 1 plc ) \\
\(1^{\circ} \mathrm{C}\) ( 0.02 plc )
\end{tabular} & \begin{tabular}{l}
6 (5) \\
47 (47) \\
280
\end{tabular} \\
\hline acV & \begin{tabular}{l}
\(61 / 2\) Slow ( 3 Hz ) \\
\(61 / 2 \operatorname{Med}(20 \mathrm{~Hz})\) \\
\(61 / 2\) Fast ( 200 Hz ) \\
\(61 / 2^{\text {m }}\)
\end{tabular} & \[
\begin{aligned}
& 0.14 \\
& 1 \\
& 8 \\
& 100
\end{aligned}
\] \\
\hline Frequency, Period & \begin{tabular}{l}
\(61 / 2\) digits (1s gate) \\
\(51 / 2\) digits ( 100 ms ) \\
\(41 / 2\) digits ( 10 ms )
\end{tabular} & \[
\begin{aligned}
& 1 \\
& 9 \\
& 70
\end{aligned}
\] \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline \multicolumn{2}{|l|}{System Speeds \({ }^{\text {P1] }}\)} \\
\hline INTO Memory & ch/s \\
\hline single channel dcV & 490 \\
\hline 34902A scanning dcV & 250 \\
\hline 34907A scanning digital in & 250 \\
\hline 34902A scanning dcV with scaling \& 1 alarm fail & 220 \\
\hline 34907A scanning totalize & 170 \\
\hline 34902A scanning temperature & 160 \\
\hline 34902A scanning acV \(V^{\text {a }}\) & 100 \\
\hline 34902A scanning dcV/Ohms on alternate channels & 90 \\
\hline 34901A/34908A scanning dcV & 60 \\
\hline \multicolumn{2}{|l|}{INTO and OUT of memory to GPIB or RS-232 (init fetch)} \\
\hline 34902A scanning dcV & 180 \\
\hline 34902A scanning dcV with timestamp & 150 \\
\hline \multicolumn{2}{|l|}{OUT of memory to GPIB \({ }^{\text {+ }}\)} \\
\hline Readings & 800 \\
\hline Readings with timestamp & 450 \\
\hline Readings with all format options ON & 310 \\
\hline \multicolumn{2}{|l|}{OUT of memory to RS-232} \\
\hline Readings & 600 \\
\hline Readings with timestamp & 320 \\
\hline Readings with all format options ON & 230 \\
\hline \multicolumn{2}{|l|}{DIRECT to GPIB or RS-232} \\
\hline 34902A scanning dcV & 200 \\
\hline single channel MEAS DCV 10 / MEAS DCV 1 & 25 \\
\hline single channel MEAS DCV/ MEAS OHMS & 12 \\
\hline
\end{tabular}

\footnotetext{
(20
(1) For \(1 \mathrm{~K} \Omega\) unbalance in LO lead
2) For power line frequency \(\pm 0.1 \%\)
3) For power line frequency \(\pm 1 \%\) use 80 dB or \(\pm 3 \%\) use 60 dB
(4) Reading speeds for 60 Hz and ( 50 Hz ) operation
(5) For fixed function and range, readings to memory, scaling and alarms off, AZERO OFF
[8] Maximum limit with delault settling delays defeated
I) Speeds are for \(41 /\) digits, delay 0 , display off, sutozero off.

Using 115 kbaud RS 232 sotting
(8) 1 solation voltage (ch - ch, ch - earth) 300 Vdc , ac rms
[10] Assumes relative time format (time since sigits \(=15\) bits
10] Assumes relative time format (time since start of scan)
}

Data sheet specifications Agilent 34970 A (1) [13]

Accuracy Specifications \(\pm(\% \text { of reading }+\% \text { of range })^{[1]}\)
Includes measurement error, switching error, and transducer conversion error
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & Range \({ }^{\text {[1] }}\) & Frequency, etc. & \[
\begin{aligned}
& 24 \text { Hour } \\
& 23^{\circ p} \mathrm{C} \pm 1^{\circ} \mathrm{C} \\
& \hline
\end{aligned}
\] & \[
\begin{aligned}
& 90 \text { Day } \\
& 23^{\circ} \mathrm{C} \pm 5^{\circ} \mathrm{C}
\end{aligned}
\] & \[
\begin{aligned}
& 1 \text { Year } \\
& 23^{\circ} \mathrm{C} \pm 5^{\circ} \mathrm{C}
\end{aligned}
\] & Temperature Coefficient \(0^{\circ} \mathrm{C}-18^{\circ} \mathrm{C}, 28^{\circ} \mathrm{C}-55^{\circ}\) \\
\hline \multicolumn{7}{|l|}{DC Voltage} \\
\hline & 100.0000 mV & & \(0.0030+0.0035\) & \(0.0040+0.0040\) & \(0.0050+0.0040\) & \(0.0005+0.0005\) \\
\hline & 1.000000 V & & \(0.0020+0.0006\) & \(0.0030+0.0007\) & \(0.0040+0.0007\) & \(0.0005+0.0001\) \\
\hline & 10.00000 V & & \(0.0015+0.0004\) & \(0.0020+0.0005\) & \(0.0035+0.0005\) & \(0.0005+0.0001\) \\
\hline & 100.0000 V & & \(0.0020+0.0006\) & \(0.0035+0.0006\) & \(0.0045+0.0006\) & \(0.0005+0.0001\) \\
\hline & 300.000 V & & \(0.0020+0.0020\) & \(0.0035+0.0030\) & \(0.0045+0.0030\) & \(0.0005+0.0003\) \\
\hline \multicolumn{7}{|l|}{True RMS AC Voltage \({ }^{[\mid] \mid}\)} \\
\hline & 100.0000 mV & \(3 \mathrm{~Hz}-5 \mathrm{~Hz}\) & \(1.00+0.03\) & \(1.00+0.04\) & \(1.00+0.04\) & \(0.100+0.004\) \\
\hline & to 100.0000 V & \(5 \mathrm{~Hz}-10 \mathrm{~Hz}\) & \(0.35+0.03\) & \(0.35+0.04\) & \(0.35+0.04\) & \(0.035+0.004\) \\
\hline & & \(10 \mathrm{~Hz}-20 \mathrm{kHz}\) & \(0.04+0.03\) & \(0.05+0.04\) & \(0.06+0.04\) & \(0.005+0.004\) \\
\hline & & \(20 \mathrm{kHz}-50 \mathrm{kHz}\) & \(0.10+0.05\) & \(0.11+0.05\) & \(0.12+0.05\) & \(0.011+0.005\) \\
\hline & & \(50 \mathrm{kHz}-100 \mathrm{kHz}\) & \(0.55+0.08\) & \(0.60+0.08\) & \(0.60+0.08\) & \(0.060+0.008\) \\
\hline & & \(100 \mathrm{kHz}-300 \mathrm{kHz}^{\text {² }}\) & \(4.00+0.50\) & \(4.00+0.50\) & \(4.00+0.50\) & \(0.20+0.02\) \\
\hline & 300.0000 V & \(3 \mathrm{~Hz}-5 \mathrm{~Hz}\) & \(1.00+0.05\) & \(1.00+0.08\) & \(1.00+0.08\) & \(0.100+0.008\) \\
\hline & & \(5 \mathrm{~Hz}-10 \mathrm{~Hz}\) & \(0.35+0.05\) & \(0.35+0.08\) & \(0.35+0.08\) & \(0.035+0.008\) \\
\hline & & \(10 \mathrm{~Hz}-20 \mathrm{kHz}\) & \(0.04+0.05\) & \(0.05+0.08\) & \(0.06+0.08\) & \(0.005+0.008\) \\
\hline & & \(20 \mathrm{kHz}-50 \mathrm{kHz}\) & \(0.10+0.10\) & \(0.11+0.12\) & \(0.12+0.12\) & \(0.011+0.012\) \\
\hline & & \(50 \mathrm{kHz}-100 \mathrm{kHz}\) & \(0.55+0.20\) & \(0.60+0.20\) & \(0.60+0.20\) & \(0.060+0.020\) \\
\hline & & \(100 \mathrm{kHz}-300 \mathrm{kHz}^{\text {¹ }}\) & \(4.00+1.25\) & \(4.00+1.25\) & \(4.00+1.25\) & \(0.20+0.05\) \\
\hline \multicolumn{7}{|l|}{Resistance \({ }^{\text {(1) }}\)} \\
\hline & \(100.0000 \Omega\) & 1 mA current source & \(0.0030+0.0035\) & \(0.008+0.004\) & \(0.010+0.004\) & \(0.0006+0.0005\) \\
\hline & \(1.000000 \mathrm{k} \Omega\) & 1 mA & \(0.0020+0.0006\) & \(0.008+0.001\) & \(0.010+0.001\) & \(0.0006+0.0001\) \\
\hline & \(10.00000 \mathrm{k} \Omega\) & \(100 \mu \mathrm{~A}\) & \(0.0020+0.0005\) & \(0.008+0.001\) & \(0.010+0.001\) & \(0.0006+0.0001\) \\
\hline & \(100.0000 \mathrm{k} \Omega\) & \(10 \mu \mathrm{~A}\) & \(0.0020+0.0005\) & \(0.008+0.001\) & \(0.010+0.001\) & \(0.0006+0.0001\) \\
\hline & \(1.000000 \mathrm{M} \Omega\) & \(5.0 \mu \mathrm{~A}\) & \(0.002+0.001\) & \(0.008+0.001\) & \(0.010+0.001\) & \(0.0010+0.0002\) \\
\hline & \(10.00000 \mathrm{M} \Omega\) & 500 nA & \(0.015+0.001\) & \(0.020+0.001\) & \(0.040+0.001\) & \(0.0030+0.0004\) \\
\hline & \(100.0000 \mathrm{M} \Omega\) & \(500 \mathrm{nA} / 10 \mathrm{M} \Omega\) & \(0.300+0.010\) & \(0.800+0.010\) & \(0.800+0.010\) & \(0.1500+0.0002\) \\
\hline \multicolumn{7}{|l|}{Frequency and Period \({ }^{\text {m }}\)} \\
\hline & 100 mV & \(3 \mathrm{~Hz}-5 \mathrm{~Hz}\) & 0.10 & 0.10 & 0.10 & 0.005 \\
\hline & to 300 V & \(5 \mathrm{~Hz}-10 \mathrm{~Hz}\) & 0.05 & 0.05 & 0.05 & 0.005 \\
\hline & & \(10 \mathrm{~Hz}-40 \mathrm{~Hz}\) & 0.03 & 0.03 & 0.03 & 0.001 \\
\hline & & \(40 \mathrm{~Hz}-300 \mathrm{kHz}\) & 0.006 & 0.01 & 0.01 & 0.001 \\
\hline \multicolumn{7}{|l|}{DC Current (34901A only)} \\
\hline & 10.00000 mA & \(<0.1 \mathrm{~V}\) burden & \(0.005+0.010\) & \(0.030+0.020\) & \(0.050+0.020\) & \(0.002+0.0020\) \\
\hline & \[
\begin{aligned}
& 100.0000 \mathrm{~mA} \\
& 1.000000 \mathrm{~A}
\end{aligned}
\] & \[
\begin{aligned}
& <0.6 \mathrm{~V} \\
& <2 \mathrm{~V}
\end{aligned}
\] & \[
\begin{aligned}
& 0.010+0.004 \\
& 0.050+0.006
\end{aligned}
\] & \[
\begin{aligned}
& 0.030+0.005 \\
& 0.080+0.010
\end{aligned}
\] & \[
\begin{aligned}
& 0.050+0.005 \\
& 0.100+0.010
\end{aligned}
\] & \[
\begin{aligned}
& 0.002+0.0005 \\
& 0.005+0.0010
\end{aligned}
\] \\
\hline \multicolumn{7}{|l|}{True RMS AC Current (34901A only)} \\
\hline & 10.00000 mA & \(3 \mathrm{~Hz}-5 \mathrm{~Hz}\) & \(1.00+0.04\) & \(1.00+0.04\) & \(1.00+0.04\) & \(0.100+0.006\) \\
\hline & and \({ }^{4 / 1} 1.000000 \mathrm{~A}\) & \(5 \mathrm{~Hz}-10 \mathrm{~Hz}\) & \(0.30+0.04\) & \(0.30+0.04\) & \(0.30+0.04\) & \(0.035+0.006\) \\
\hline & & \(10 \mathrm{~Hz}-5 \mathrm{kHz}\) & \(0.10+0.04\) & \(0.10+0.04\) & \(0.10+0.04\) & \(0.015+0.006\) \\
\hline & \(100.0000 \mathrm{~mA}^{(1)}\) & \(3 \mathrm{~Hz}-5 \mathrm{~Hz}\) & \(1.00+0.5\) & \(1.00+0.5\) & \(1.00+0.5\) & \(0.100+0.06\) \\
\hline & & \(5 \mathrm{~Hz}-10 \mathrm{~Hz}\) & \(0.30+0.5\) & \(0.30+0.5\) & \(0.30+0.5\) & \(0.035+0.06\) \\
\hline & & \(10 \mathrm{~Hz}-5 \mathrm{kHz}\) & \(0.10+0.5\) & \(0.10+0.5\) & \(0.10+0.5\) & \(0.015+0.06\) \\
\hline Temperature & Type & 1-Year Accuracy \({ }^{\text {al }}\) & & \multicolumn{2}{|l|}{Extended Range 1-Year Accuracy \({ }^{(1)}\)} & \\
\hline \multirow[t]{8}{*}{Thermocouple \({ }^{\text {1/I }}\)} & B & \(1100^{\circ} \mathrm{C}\) to \(1820^{\circ} \mathrm{C}\) & \(1.2{ }^{\circ} \mathrm{C}\) & \(400^{\circ} \mathrm{C}\) to \(1100^{\circ} \mathrm{C}\) & \(1.8{ }^{\circ} \mathrm{C}\) & \multirow{8}{*}{\(0.03{ }^{\circ} \mathrm{C}\)} \\
\hline & E & \(-150^{\circ} \mathrm{C}\) to \(1000^{\circ} \mathrm{C}\) & \(1.0^{\circ} \mathrm{C}\) & \(-200^{\circ} \mathrm{C}\) to \(-150^{\circ} \mathrm{C}\) & \(1.5^{\circ} \mathrm{C}\) & \\
\hline & J & \(-150^{\circ} \mathrm{C}\) to \(1200^{\circ} \mathrm{C}\) & \(1.0^{\circ} \mathrm{C}\) & \(-210^{\circ} \mathrm{C}\) to \(-150^{\circ} \mathrm{C}\) & \(1.2{ }^{\circ} \mathrm{C}\) & \\
\hline & K & \(-100^{\circ} \mathrm{C}\) to \(1200^{\circ} \mathrm{C}\) & \(1.0^{\circ} \mathrm{C}\) & \(-200^{\circ} \mathrm{C}\) to \(-100^{\circ} \mathrm{C}\) & \(1.5{ }^{\circ} \mathrm{C}\) & \\
\hline & N & \(-100^{\circ} \mathrm{C}\) to \(1300^{\circ} \mathrm{C}\) & \(1.0^{\circ} \mathrm{C}\) & \(-200^{\circ} \mathrm{C}\) to \(-100^{\circ} \mathrm{C}\) & \(1.5{ }^{\circ} \mathrm{C}\) & \\
\hline & R & \(300^{\circ} \mathrm{C}\) to \(1760^{\circ} \mathrm{C}\) & \(1.2{ }^{\circ} \mathrm{C}\) & . \(50^{\circ} \mathrm{C}\) to \(300^{\circ} \mathrm{C}\) & \(1.8{ }^{\circ} \mathrm{C}\) & \\
\hline & S & \(400^{\circ} \mathrm{C}\) to \(1760^{\circ} \mathrm{C}\) & \(1.2{ }^{\circ} \mathrm{C}\) & - \(50^{\circ} \mathrm{C}\) to \(400^{\circ} \mathrm{C}\) & \(1.8{ }^{\circ} \mathrm{C}\) & \\
\hline & \(T\) & \(-100^{\circ} \mathrm{C}\) to \(400^{\circ} \mathrm{C}\) & \(1.0^{\circ} \mathrm{C}\) & \(-200^{\circ} \mathrm{C}\) to \(-100^{\circ} \mathrm{C}\) & \(1.5{ }^{\circ} \mathrm{C}\) & \\
\hline RTD & \(\mathrm{R}_{0}\) from \(49 \Omega\) to \(2.1 \mathrm{k} \Omega\) & \(-200^{\circ} \mathrm{C}\) to \(600^{\circ} \mathrm{C}\) & \(0.06{ }^{\circ} \mathrm{C}\) & & & \(0.003^{\circ} \mathrm{C}\) \\
\hline Thermistor & \(2.2 \mathrm{k}, 5 \mathrm{k}, 10 \mathrm{k}\) & \(-80^{\circ} \mathrm{C}\) to \(150^{\circ} \mathrm{C}\) & \(0.08{ }^{\circ} \mathrm{C}\) & & & \(0.002{ }^{\circ} \mathrm{C}\) \\
\hline
\end{tabular}
[1] Specifications are for 1 hr warm-up and \(61 / 2\) digits. Slow ac filter
(2] Relative to calibration standards
[3] 20\% over range on all ranges except 300 Vdc and ac ranges and 1 Adc and ac urrent ranges
[4] For sinewave input \(>5 \%\) of range. For inputs from \(1 \%\) to \(5 \%\) of range and \(<50 \mathrm{kHz}\), add \(0.1 \%\) of range additional error
[5] Typically \(30 \%\) of reading error at 1 MHz , limited to \(1 \times 10^{\prime} \mathrm{V} \mathrm{Hz}\)
[6] Specifications are for 4 -wire ohms funetion or 2 -wire ohms using Scaling to remove the offset. Without scaling, add \(4 \Omega\) additional orror in 2 -wire Ohms function
[7] Input > \(\mathbf{1 0 0 ~ m V}\). For 10 mV to 100 mV inputs multiply \% of reading error \(x\) 8] Specified only for inputs \(>10 \mathrm{~mA}\)
19) For total measurement accuracy, add temperature probe error

Data sheet specifications Agilent 34970 A (2) [13]

\section*{Modules Specifications}

The Agilent 34970A accuracy specifications already include the switching offset and reference junction errors shown below. These errors are listed separately for determining system error with external measurement devices.

Up to three modules, in any combination, can be inserted into a single mainframe. The 34970A's internal DMM connections are accessible only
through the 34901A, 34902A, and 34908A lowfrequency multiplexers.

On-module screw terminals accept wire sizes from 16 gage to 22 gage. Twenty-gage wire is recommended for high channel count applications. The 34905A and 34906A RF Multiplexers use SMB connectors. A standard set of (10) BNC-to-SMB adapter cables is provided with each RF module for convenient BNC connections.

[1] Not recommended for connection to ac line without external transient suppression [8] Isolation within channel 1 to 20 or 21 to 40 banks is -40 dB 12] Channel to-channel or channel- to-earth
13) Errors included in DM
\([8]\) Isolation within channel 1 to 20 or 21 to 40 banks is -40 dB
\([7]\) Applies to resistive loads only 14) 50 n source, \(50 \Omega\) load
[8] Thermocouple measurements not recon
module duo to common lo configuration
Data sheet specifications Agilent 34970 A (3) [13]

\section*{12-Bit E Series Multifunction DAO Specifications}

Specifications - NI 607xE, NI 6062E, NI 6040E, NI 602xE
These specifications are typical for \(25^{\circ} \mathrm{C}\) unless otherwise noted.
Analog Input
Input Characteristics
\begin{tabular}{l|l}
\multicolumn{2}{c}{ Number of Channels } \\
\hline 6070 E & 16 single-ended or 8 differential \\
6062 E & (software selectable per channel) \\
6040 E & \\
\(602 \times \mathrm{E}\) & \\
6071 E & \begin{tabular}{c}
64 single-ended or 32 differential \\
\\
\\
\hline
\end{tabular} software selectable per channel) \\
\hline
\end{tabular}

Resolution.................................................. 12 bits, 1 in 4,096
\begin{tabular}{l|c}
\multicolumn{2}{c}{ Maximum Sampling Rate } \\
\hline \(607 \times \mathrm{E}\) & \(1.25 \mathrm{MS} / \mathrm{s}\) \\
6062 E & \(500 \mathrm{kS} / \mathrm{s}\) \\
6040 E & \(500 \mathrm{kS} / \mathrm{s}\) single-channel scanning \\
& \(250 \mathrm{kS} / \mathrm{s}\) multichannel scanning \\
6023 E & \(200 \mathrm{kS} / \mathrm{s}\) \\
6024 E & \\
6025 E & \\
6020 E & \(100 \mathrm{kS} / \mathrm{s}\) \\
\hline
\end{tabular}
\begin{tabular}{l|c|c|c}
\hline \multicolumn{4}{c}{ Input Signal Ranges } \\
\hline Device & Range (Software Selectable) & Bipolar Input Range & Unipolar Input Range \\
\hline \(607 \times \mathrm{xE}\) & 20 V & \(\pm 10 \mathrm{~V}\) & - \\
6062 E & 10 V & \(\pm 5 \mathrm{~V}\) & 0 to 10 V \\
6040 E & 5 V & \(\pm 2.5 \mathrm{~V}\) & 0 to 5 V \\
6020 E & 2 V & \(\pm 1 \mathrm{~V}\) & 0 to 2 V \\
& 1 V & \(\pm 00 \mathrm{mV}\) & 0 to 1 V \\
& 500 mV & \(\pm 250 \mathrm{mV}\) & 0 to 500 mV \\
& 200 mV & \(\pm 100 \mathrm{mV}\) & 0 to 200 mV \\
& 100 mV & \(\pm 50 \mathrm{mV}\) & 0 to 100 mV \\
& 20 V & \(\pm 10 \mathrm{~V}\) & - \\
6023 E & 10 V & \(\pm 5 \mathrm{~V}\) & - \\
6024 E & 1 V & \(\pm 500 \mathrm{mV}\) & - \\
6025 E & 100 mV & \(\pm 50 \mathrm{mV}\) & - \\
& & & \\
\hline
\end{tabular}

Input coupling
DC
Maximum working voltage
(signal + common mode)
Input should remain within \(\pm 11 \mathrm{~V}\) of ground

\begin{tabular}{l|c|c}
\multicolumn{3}{c}{ DNL } \\
\hline Device & Typical & Maximum \\
\hline \(607 \times E\) & \(\pm 0.5 \mathrm{LSB}\) & \(\pm 1.0 \mathrm{LSB}\) \\
6040E & & \\
6023E & & \\
PCl-6024E & & \\
6025E & & \\
6020E & \(\pm 0.2 \mathrm{LSB}\) & \(\pm 1.0 \mathrm{LSB}\) \\
6062E & \(\pm 0.75 \mathrm{LSB}\) & \(-0.9,+1.5 \mathrm{LSB}\) \\
DAQCard-6024E & & \\
\hline
\end{tabular}

Data sheet specifications NI PCI 6023E (1) [13]

\section*{12-Bit E Series Multifunction DAO Specifications}

Specifications - NI 607xE, NI 606xE, NI 6040E, NI 602xE (continued)

Amplifier Characteristics
\begin{tabular}{|c|c|c|}
\hline & \multicolumn{2}{|r|}{Input Impedance} \\
\hline Device & \multirow[t]{2}{*}{Normal Powered On} & Powered Off \\
\hline 6070 E & & \multirow[t]{2}{*}{820 ,} \\
\hline 6062 E & with 100 pF & \\
\hline 6040E & \multirow{5}{*}{\(100 \mathrm{G} \Omega\) in parallel with 100 pF} & \multirow{5}{*}{\(4.7 \mathrm{k} \Omega\)} \\
\hline PC1-6071E & & \\
\hline PXI-6071E & & \\
\hline 6023E, 6024E, & & \\
\hline \(6025 E\) & & \\
\hline 6020E & \(100 \mathrm{G} \Omega\) in parallel with 50 pF & \(3 \mathrm{k} \Omega\) \\
\hline \multicolumn{3}{|l|}{Input bias current \(\qquad\) \(\pm 200 \mathrm{pA}\)} \\
\hline \multicolumn{3}{|l|}{Input offset current. \(\qquad\) \(\pm 100 \mathrm{pA}\)} \\
\hline \multicolumn{3}{|c|}{CMRR, \(\mathrm{DC}_{0}\) to 60 Hz} \\
\hline Device & Range & MRR (dB) \\
\hline \multirow[t]{3}{*}{607xE} & 20 V & 95 \\
\hline & 10 V & 100 \\
\hline & 100 mV to 5 V & 106 \\
\hline 6040E & 10 to 20 V & 85 \\
\hline \multirow[t]{2}{*}{6062 E} & 5 V & 95 \\
\hline & 100 mV to 2 V & 100 \\
\hline 6023 E & 10 to 20 V & 85 \\
\hline 6024E & 100 mV to 1 V & \multirow[t]{2}{*}{90} \\
\hline \(6025 E\) & & \\
\hline 6020 E & 100 mV to 20 V & 90 \\
\hline
\end{tabular}

Dynamic Characteristics
\begin{tabular}{l|c|c}
\multicolumn{3}{c}{ Bandwidth } \\
\hline Device & Small Signal (-3dB) & Large Signal (1\% THD) \\
\hline \(607 \times \mathrm{KE}\) & 1.6 MHz & 1 MHz \\
6062 E & 1.3 MHz & 250 kHz \\
6040 MH & 600 kHz & 350 kHz \\
6023 & 500 kHz & 225 kHz \\
PCl-6024E & & \\
6025E & & \\
DAOCard-6024E & 500 kHz & 265 kHz \\
DAOPad-6020E & 150 kHz & 200 kHz \\
\hline
\end{tabular}

\begin{tabular}{l|c|c}
\multicolumn{3}{c}{ Crosstalk, DC to 100 KHz} \\
\hline Device & Adjacent Channels & All Other Channels \\
\hline \(607 \mathrm{XE}, 6062 \mathrm{E}, 6040 \mathrm{E}\) & -75 dB & -90 dB \\
Gח7xF & -60 dB & -80 dB
\end{tabular}

Data sheet specifications NI PCI 6023E (2) [13]

\section*{12-Bit E Series Multifunction DAQ Specifications}


Transfer Characteristics
Rolative accuracy
At ere calitration
GO62EE DAOCard-GO24E G062L. DAOCar
Al others All others.
Betare caileration.
\({ }^{\mathrm{ONL}}{ }^{\text {At }}\)
Ater calicration

All othern -
Bofore calit
Monotencity.
Ginin arrax frolitive to ertomal teferencol)

Voltage Output
Dutper couping
Outpet impodancen- - - \(\quad 0.1 \Omega\) maximum



Portection.
Shon-ciecuit to ground Shoreticuit to
\(0 \mathrm{~V} \mid t 200 \mathrm{mV}\)

Extemal (continued)
 11 \(607 \times \mathrm{E}, 6062 \mathrm{C}\)
6020 E Input impedance.
Bondwith \((3 \mathrm{~dB})\) 10 OTHE, 60040E.............. 1 M
 Dynamic Characteristics
\begin{tabular}{|c|c|c|}
\hline Davice & Soutling Time for foull-Scale Step & Slew Rate \\
\hline 607xe & 3 ps to 00.5 LS8 securncy & \(20 \mathrm{~V} / \mu \mathrm{ss}\) \\
\hline  & & \\
\hline 602E & 10 ps to 0.0 .5158 accuracy & \(10 \mathrm{~V} / \mathrm{Ms}\) \\
\hline Device & Hiogltehing Disabled & Regliteling Enabled \\
\hline 607x, 604xE & 220 mV & \(\pm 4 \mathrm{mV}\) \\
\hline PCH-8024E 6025 E & atz mV & N/A \\
\hline DAOCend 6024 E & \(\pm 13 \mathrm{mV}\) & N/A \\
\hline \({ }^{6020 E}\) & 2100 mV & N/A \\
\hline 6082 E & t80 mV & *30 mV \\
\hline
\end{tabular}


Stability
Gian temperature coefficient (except 0024E, 002SE)
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High-Performance GPIB Interfaces for PCI and PXI


Data sheet specifications PCI GPIB (1) [13]


SCB 68 E series I/O connector Pinout [13]

\section*{Appendix D}


Front Panel of CMS EMU.VI (1)

\section*{Appendix E}


Front Panel of CMS EMU.VI (2)

\section*{Appendix F}


Diagram Panel for CMS EMU.VI
First sequence - Control of Stepper Motor


Diagram Panel for CMS EMU.VI
Details of the subvi called " Pulse wait.vi"

\section*{Appendix G}

\section*{Procedure Manual}


\section*{Remark :}
- R2 tower range changed to 3.8 (from 2.2)
- R2 sensor range changed to 3.6 (from2.2)
- R2 sensor range changed to 3.6 (from2)
- *** keep Z1 connected during scan
- * with z sensor connected

\section*{Appendix H}

Tolerance in the dowel hole/pin for R2 Tower sensors


3 out of 30 trials of : Sensor Response vs. Distance for R2 Tower


Histogram of 30 trials of the slope of the graph: Sensor Response vs. Distance.
\[
\begin{aligned}
& \frac{\sigma\langle\text { slope }\rangle}{\langle\text { slope }\rangle}=0.0045 \% \\
& \sigma_{\Delta x}=2.46 \mu \mathrm{~m} \text { over a full range }(50 \mathrm{~mm})
\end{aligned}
\]

With 5 calibration measurements per sensor :
\[
\rightarrow \sigma_{\Delta x}=2.46 * \sqrt{\frac{30}{5}}=6 \mu \mathrm{~m} \text { over a full range }(50 \mathrm{~mm})
\]


Histogram of 30 trials of the Y-intercept of the graph: Sensor Response vs. Distance.
\[
\begin{aligned}
& \sigma(y-\text { int } c p t)=0.036 \mathrm{~V} \\
& \text { and }<\text { slope }\rangle=2.0048 \mathrm{~V} / \mathrm{cm} \\
& \rightarrow \sigma(x)=\frac{0.036 \mathrm{~V}}{2.0048 \mathrm{~V} / \mathrm{cm}} 10^{4}=180 \mu \mathrm{~m}
\end{aligned}
\]```

