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The Interconnections of the LHC Cryomagnets at
CERN: Strategy Applied and First Results of the

Industrialization Process
J. Ph. Tock, F. Bertinelli, P. Fessia, A. Jacquemod, A. Musso, and A. Poncet

Abstract—The final interconnections of the LHC supercon-
ducting magnets in the underground tunnel are performed by
a contractor on a result-oriented basis. A consortium of firms
was awarded the contract after competitive tendering based on a
technical and commercial specification.

The implementation of the specific technologies and tooling de-
veloped and qualified by CERN has required an important effort
to transfer the know-how and implement the follow-up of the con-
tractor.

This paper summarizes the start-up phase and the difficulties
encountered. The organization and management tools put in place
during the ramping-up phase are presented. In addition to contrac-
tual adaptations of the workforce, several configuration changes to
the workflows were necessary to reach production rates compat-
ible with the overall schedule and with the different constraints:
availability of magnets, co-activities with magnets transport and
alignment, handling of non-conformities, etc. Also the QA proce-
dures underwent many changes to reach the high level of quality
mandatory to ensure the LHC performance.

The specificities of this worksite are underlined and first figures
of merit of the learning process are presented.

Index Terms—Industrialization process, interconnections, LHC,
superconducting magnets.

I. INTRODUCTION

THE Large Hadron Collider (LHC) is a 27-km long cir-
cular particle accelerator, presently under final assembly

at CERN, Geneva. The interconnection of the main components
is taking place in an underground tunnel, of 3.8 m diameter.
(Fig. 1).

The final assembly phase of the superconducting compo-
nents, mainly cryomagnet-to-cryomagnet and cryomagnet-to-
cryogenic line, requires the inter-connection of the vacuum,
electrical, cryogenics and thermal insulation systems [1]. In
this paper, the term interconnection (IC) includes all connecting
activities of the lines between two cryomagnets. The main ones
are:

— connection of beam lines (working pressure below
mbar) by TIG welding,

— inductive soldering of the main busbars (6 off 13 kA splices
per IC) [2],
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Fig. 1. View of the LHC tunnel filled with cryomagnets.

Fig. 2. Cryomagnets ready for IC.

— ultrasonic welding of the auxiliary and spool pieces bus-
bars (up to 66 off 600 A splices) [3], [4],

— connection of the cryogenic lines (about 25 leak tight stain-
less steel TIG welds),

— installation of multi-layer thermal insulation (3 blankets
amounting to 40 layers) and thermal screens (aluminum
and stainless steel),

— closure of the insulation vacuum.
Fig. 2 shows two adjacent magnets ready for interconnection

and after definitive closure in Fig. 3.

II. SCOPE OF WORK

The LHC is made of eight arcs and eight insertions (Fig. 4)
[5]. Table I summarizes the quantity of interconnections be-
tween cryogenic components and also with the cryogenic
line (the so-called jumpers) per zone and gives also the cor-
responding quantity of different types, which is inversely
proportional to the standardization.

The arc is composed of 23 identical FODO cells, each
comprising 6 cryodipoles and 2 Short Straight Sections (SSS)
housing quadrupoles. 1464 interconnections of 5 types be-
tween cryomagnets and 176 jumpers are required to assemble
the 8 arcs. Although complex, the interconnection work can
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Fig. 3. Closed IC between cryodipoles.

Fig. 4. Schematic layout of the LHC.

TABLE I
TYPES OF INTERCONNECTIONS

be considered as a repetitive activity that can be effectively
specified and divided into work packages to be carried out, on
a result-oriented basis, by an external company.

The insertion region (Fig. 5) is a part of the ring between
two arcs, consisting of one central Long Straight Section (LSS),
flanked by a Dispersion Suppressor (DS) on each side [6].

In the DS zones, 215 interconnections of 30 types and 32
jumpers are carried out. As most of the activities are similar to
those of the arc, except for the connection of the line-N auxiliary
bus bar line [3], a mixed approach has been chosen: the standard
activities are carried out by the contractor on a result-oriented

basis while the non standard ones are carried out in collabora-
tion between CERN staff and a dedicated industrial team on a
resource-oriented basis.

In the LSS [7], 134 interconnections of 86 types and 102
jumpers are performed. Even if this work is highly non stan-
dard, it involves similar technologies, applied in the same dif-
ficult environment as in the arcs and DS regions. Therefore it
was considered more efficient to have the work executed by the
same contractor and to profit in this way from the experience
acquired in the arcs, but on a resource-oriented basis, under the
direct supervision and responsibility of the CERN team that has
designed, developed and validated all the interconnection pro-
cedures.

III. CONTRACTING PROCESS

Applying this philosophy, and conforming to the manage-
ment decision to have this work carried out by an external con-
tractor, a market survey aiming at identifying qualified poten-
tial bidders was launched by CERN in Spring 2002 among 70
firms. In April 2003, a technical and commercial specification
was sent out to one firm and four consortia, qualified during the
market survey process. It was written on a result-oriented basis
for the standard parts, representing the major volume of work,
and resource-oriented with provision for variations and adapta-
tion to the actual needs for the non-standard ones. This allows
coping with non-conformities and unforeseen additional work.
A 2-days bidders conference was organized to explain thor-
oughly the specification and to provide detailed answers to the
questions from the potential bidders. The offers were analyzed
to check their conformity with the specification in the technical,
management and commercial domains. Subsequently, a consor-
tium of three firms was awarded the contract in September 2003.

IV. TOOLING

The IC work implies the application of validated technolo-
gies and specifically developed tooling, meeting the tight and
unique constraints of the LHC tunnel and achieving the high
level of performance required by the LHC machine. For each
specific tooling, a functional specification was established and
integrated in the call for tender. During the bidders conference,
the CERN-developed tooling was also presented to the con-
tractor as an example to demonstrate the feasibility of the spec-
ification. The goal was to prompt the contractor to improve the
tooling and make it more industrial, more adapted to series pro-
duction and more efficient to use. There was room for improve-
ment with respect to the CERN tooling because these were lab-
oratory tools, with a lot of built-in flexibility and designed to
find the optimum operating parameters and to assemble “only”
110 m of the LHC machine during the full-scale validation on a
test string called STRING 2 [8].

Presenting an existing set of tooling fulfilling the functional
specification was also important to avoid overestimation of its
cost by the contractor.

The first phase of the contract was devoted to the procurement
of the tooling in collaboration with CERN. During this phase,
the contractor has heavily benefited from the considerable ex-
perience acquired during the development phase, thus avoiding
traps already identified, thanks to a strong involvement of the
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Fig. 5. Definition of the collider parts.

CERN team. This approach, though necessitating important re-
sources, was successful, as only minor adaptations had to be
made to the contractor procured tooling during the production
phase.

The technical requirements could only be reached thanks to a
comprehensive technology transfer at the beginning of the pro-
duction, a deep commitment of all parties involved and a very
close follow-up from CERN supervision throughout the whole
production.

V. EVOLUTION OF THE CONTRACT

Following serious difficulties encountered with the installa-
tion of the cryogenic distribution line, a recovery plan was de-
fined in order to minimize their impact [9]. As can be seen
on the tunnel cross section (Figs. 1 and 6), the cryogenic line
must be installed and validated before installation of the cry-
omagnets. Major interventions on the cryoline with the cryo-
magnets in place are difficult and time consuming because of
the poor access. The cryoline difficulties induced therefore de-
lays to the installation of the first cryomagnets and consequently
to the start of their interconnection in the tunnel. To accelerate
the repair of the cryogenic distribution line, it was decided to
bring into play the resources available through the interconnec-
tion contractor, by invoking the contractual provision for addi-
tional works. These extra resources eased the installation of the
cryogenic line and, as a side effect, provided some experience
to the contractor for work in the difficult tunnel environment
and also in managing the interfaces and the various intervening
teams.

The first interconnections became available in sector 8-1 in
May 2005, more than one year later than initially planned. In
order to minimize the impact of this delay, the number of work
fronts was increased from 4 to 7, requiring additional sets of
tooling and extra supervision staff. Also, the initial schedule was
foreseeing a sequence of activities where no co-activity would
occur between transport, cryogenic distribution line installation
and interconnection. The increased parallelism [9] applied in
view of minimizing the impact of the additional delays has gen-
erated unforeseen co-activity resulting in working conditions far
from those specified. Furthermore, as it was not possible to work
in chains of magnets, non-optimum interconnection sequences
had to be followed, with additional intermediate tests. The first

Fig. 6. LHC tunnel cross section.

sector, 8-1, was heavily affected by co-activity and consequently
efficiency was low. As soon as all components were in place and
available for interconnection, the top priority was placed on in-
terconnecting the second sector (7-8) in order to pressure test
it and then immediately afterwards to cool it down in order to
validate its cryogenics performance.

Starting from the third sector, 4-5, the situation improved con-
siderably where:

— the intricate workflow of activities was optimized,
— the relations between the various intervening teams were

fully understood by all the actors,
— the co-activity was reduced to the minimum,
— chains of magnets were available, making series produc-

tion work possible.
All this, together with the learning process, allowed the ini-

tially foreseen interconnection production rate to be reached and
even exceeded. More than 90% of the interconnection work is
today completed. A preliminary analysis of the learning process
by sector is shown in Fig. 7. There, the total interconnection time
to complete one sector (1/8 of the LHC machine) is given for the
8 sectors in arbitrary units, normalized at 1 for the last sector.
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Fig. 7. Start-to-finish time for each sector.

Fig. 8. Spool pieces cabling.

This analysis is preliminary; for the 5 last sectors, the scheduled
end date is taken into account.

From this, it can be seen that the production rate has been
increased by more than 4 with respect to the first sectors; that
the priority put on the sector 7-8 had a positive effect on this
sector. From the 4th sector (3-4) onwards, the gain was low
(33%). The last sector (1-2) is benefiting from all the available
resources so becoming the one most rapidly completed. This
evolution incorporates not only the learning process but also the
availability of resources and the effects of the priorities defined
by management.

VI. QUALITY INDICATORS

Many parameters linked to quality have been monitored con-
stantly during production. The overall analysis is not yet com-
pleted. An example is given below.

During interconnection, cabling takes place in 2 locations,
for the spool pieces (Fig. 8) (20 off splices) and in the line-N
box (Fig. 9) (up to 48 off splices) [3]. There are 406 such line-N
boards having almost each a different scheme. The cables are
labeled; it is checked independently several times. Despite the
care shown by the cabling operators, some errors occurred.
However an efficient electrical quality control allowed errors to
be identified and corrected well before the circuits were pow-
ered. The quantity of non-conformities (NC) is proportional
to the inattentiveness of the operators for this specific activity.
The production rate was increased but it had to be ensured that
this was not detrimental to quality. Fig. 10 shows the evolution
through the sectors of the two relevant families of NCs.

In Fig. 10, for the line N cabling, it can be seen that the
number of NC increased dramatically in sector 3-4. This was

Fig. 9. Line N cabling board and the corresponding scheme.

Fig. 10. Evolution of cabling non-conformities.

linked to the introduction of a new team and has triggered a re-
inforcement of the supervision of the operators to come back
within acceptable limits. This was effective in the next sectors.

For the spool piece cabling NC, no obvious link with the in-
crease of the production rate can be evidenced.

Other quality indicators, like the percentage of leak tight
welds for example, are presently under analysis. It can not
be concluded that the quality decreased with the increase of
production rate.

VII. CONCLUSION

Supported by a beforehand exhaustive validation of the tech-
nologies, tooling and procedures internally at CERN [8] and
backed up by a team of dedicated experts, the signature of a
procurement contract on a fixed cost basis after competitive ten-
dering was a key to incite the contractor to optimize its resources
and to work with CERN in the overall benefit of the project. The
flexible strategy tailored to the peculiarities of each zone proved
to be efficient.

This very preliminary analysis will be expanded and detailed
in a further paper when all the data will be available and a thor-
ough study will have been performed. Comparisons with a sim-
ilar contract in charge of the assembly of the LHC cryomagnets
at CERN will be drawn [10].

Lessons learnt and results obtained in the frame of this con-
tract will be applicable to future similar projects and could be
used for the on-going studies.
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