
1758 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 54, NO. 5, OCTOBER 2007

Iterative Track Fitting Using Cluster Classification in
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Abstract—This paper addresses the problem of track fitting of a
charged particle in a Multi Wire Proportional Chamber (MWPC)
using cathode readout strips. When a charged particle crosses
a MWPC, a positive charge is induced on a cluster of adjacent
strips. In the presence of high radiation background, the cluster
charge measurements may be contaminated due to background
particles, leading to less accurate hit position estimation. The
Least Squares method for track fitting assumes the same position
error distribution for all hits and thus loses its optimal properties
on contaminated data. For this reason, a new robust algorithm
is proposed. The algorithm first uses the known spatial charge
distribution caused by a single charged particle over the strips,
and classifies the clusters into “clean” and “dirty” clusters. Then,
using the classification results, it performs an iterative Weighted
Least Squares fitting procedure, updating its optimal weights each
iteration. The performance of the suggested algorithm is compared
to other track fitting techniques using a simulation of tracks with
radiation background. It is shown that the algorithm improves
the track fitting performance significantly. A practical implemen-
tation of the algorithm is presented for muon track fitting in the
Cathode Strip Chamber (CSC) of the ATLAS experiment.

Index Terms—CSC detector, hit quality, MWPC, track fitting.

I. INTRODUCTION

THE Large Hadron Collider (LHC) accelerator [1] and its
experiments present new challenges for particle tracking

within Multi Wire Proportional Chambers (MWPC). The inven-
tion of the MWPC was one of the milestones in the history of
particle detectors and in experimental HEP [2]. When an ener-
getic particle passes through a MWPC, it ionizes a local region
of the gas that fills the chamber. The electrons drift towards a
nearby anode wire and a charge avalanche is established. The
cathode planes are divided into parallel strips, which run per-
pendicularly to the wires, or at a suitable angle. The avalanche
induces a positive signal with known spatial distribution on a
cluster of adjacent strips. The concept is that with the knowledge
of the interpolated total charge, calculating the relative magni-
tudes of both the charge on each strip and the position of the
strip in the cluster will provide the information required to de-
rive the centroid of the charge. The centroid is the point in the
chamber where the ionization cluster originated, thus, it signs
the position in which the charged particle’s track traversed the
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chamber. The MWPC consists of several separated layers. Each
layer possesses its own set of wires and strips, and provides a
measurement of the particle track. In the presence of high radi-
ation background, background particles may produce hits near
the particle track and contaminate the particle cluster charge.
In such cases, the hit position estimation error will be usually
larger than the error of an ideal uncontaminated cluster. The
Least Squares (LS) [3] method for track fitting assumes the same
position error distributions for all clusters, and by that loses its
optimal properties when the data is contaminated.

Note that while the term “error” is sometimes used in the
physics literature to denote uncertainty, in this paper it refers
to the difference between the measured and true values.

Many algorithms have been developed to improve the track
fitting in MWPC [4]. Gordeev et al. [5] described an iterative
method for track fitting in high radiation background. This tech-
nique, denoted here as the Outlier Rejection Fit (ORF) algo-
rithm, applies the LS procedure with a sequential removal of the
outliers. The algorithm’s first step is a LS fitting applied to all the
available hits. Then, the hit with the largest residual is omitted,
and the procedure is repeated. Another algorithm for tracking
in a high radiation background was introduced by Golutvin et
al. [6]. It is a robust algorithm for track fitting in the MWPC of
the CMS experiment [7], which applies an Iterative Weighted
Least Squares procedure for a contaminated data model. This
algorithm is denoted here as the Robust Fit algorithm.

A contaminated cluster can be often identified previously to
the track fitting procedure, and the identification can be used as
additional information for modifying the tracking model. How-
ever, none of the above mentioned algorithms identifies the con-
taminated data before the track fitting process.

In this paper, a new track fitting algorithm, based on a mod-
ified tracking model is proposed. The new algorithm, denoted
as the Modified-Robust-Fit (MRF) algorithm performs a statis-
tical test to classify the MWPC clusters into “clean” and “dirty”
clusters. Using the cluster classification results, the algorithm
calculates the optimal weights for an iterative Weighted Least
Squares procedure. Using a Monte-Carlo simulation for tracks
with radiation background, the performance of the algorithm is
compared to the ORF and the Robust Fit algorithms. It is shown
that the use of the cluster classification improves the track fitting
performance.

The rest of the paper is organized as follows: In Section II
the method for cluster classification is described. In Section III
a track fitting procedure that uses the cluster classification is
described. In Section IV the Monte-Carlo software simulation
is presented together with a comparison of the results using
different track fitting techniques. The results are discussed in
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Fig. 1. The Mathieson spatial distribution (solid line) and an example of the
charge induced on the strips according to this distribution (dashed line).

Section V. In Section VI a practical implementation of the al-
gorithms for the ATLAS CSC detector [8] is described. The con-
clusions are presented in Section VII.

II. THE CLUSTER CLASSIFICATION

When a charged particle traverses a MWPC layer, the charge
induced on a cluster of adjacent strips has a Mathieson spatial
distribution [9], as depicted in Fig. 1. The use of the symmetric
Mathieson distribution provides accurate hit position estima-
tion, with a well understood position error (see, for example [8]).
In the presence of high radiation background, the cluster charge
distribution can be contaminated by background hits, producing
a “dirty” cluster. Since a minor disturbance of the signal on even
one of the cluster strips may increase the position estimation
error, it is important to identify the “dirty” clusters and use them
correctly within the track fitting procedure. The “dirty” clusters
are identified as those which are either close to other clusters, or
have a spatial charge distribution different from the Mathieson
distribution. Well separated clusters with a Mathieson charge
distribution, are identified as “clean” clusters. The comparison
between the cluster charge distribution and the expected theoret-
ical one is done by calculating a hit quality value, based on the
statistical cluster model described in the following subsection.

A. The “Clean” Cluster Model

The charge induced on each strip by a single particle traveling
perpendicularly through the detector can be modeled as a deter-
ministic signal with unknown parameters in a white Gaussian
noise. This model is only valid for a “clean” cluster, where there
is no other interference except from electronic noise. It is as-
sumed that the time of signal arrival has been estimated
separately; thus, the unknown parameters are the amplitude of
the signal and the hit position in space. Let represent the
(continuous) charge strength at a certain layer for a given time

(1)

where is the hit position, is the amplitude and is the
additive noise, assumed to be a white Gaussian process with
known spectrum density (the background noise level can be
measured during the calibration process). The function

is a deterministic spatial distribution of the charge over the
strips, in distance from the hit position .Let be the
charge induced on the n-th strip:

(2)

where is the strip width and is the center of the n-th strip.
Similarly, is the integrated noise over the n-th strip:

(3)

Thus, the total charge induced on strip is given by:

(4)

Note that this is all true for a particle that traverses the
chamber perpendicular to the strip layers. A deviation from that
weakens the assumption that the signal can be modeled using
only two unknown parameters. However, since a particle that
does not traverse the chamber perpendicularly is probably not
the particle of interest, its spatial distribution will be different
from the Mathieson distribution and hence it will most probably
be classified as a “dirty” cluster.

B. The Hit Quality Calculation

In the case of a “clean” cluster, of (3) is assumed to be
an independent and identically distributed Gaussian sequence.
Thus, the probability of the data
is:

(5)

where is
the noise variance and is the number of strips. The parameters

and are estimated using the Maximum Likelihood (ML)
method:

(6)

and its solution for any is given by:

(7)

Substituting (7) into (6) shows that the ML estimation of is
obtained by solving the following one dimensional optimization
problem:

(8)
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The quality of the cluster is determined using a one-sided
Generalized likelihood Ratio Test (GLRT) [10]; that is, a cluster
is considered to be “clean” if it is well separated from other
clusters and:

(9)

where is a predefined threshold. Practically, a hit quality value
is defined, and the suggested test is:

(10)

where is a predefined threshold.

III. TRACK FITTING USING CLUSTER CLASSIFICATION

Track fitting algorithms can be developed by estimating the
unknown track parameters given a tracking model. The perfor-
mance of these algorithms depends on the accuracy and the ro-
bustness of the model. It will be shown that the cluster classifica-
tion results can be used for a better modeling of the hit measure-
ment errors, and thus it improves the track fitting performance.

It is assumed that the particle track in the MWPC is very close
to a straight line model:

(11)

where is a vector of the calculated hit
positions, is a vector of measurement errors,
and is the vector of the track parameters where is
the slope of the track and is the intersection of the track with
the vertical chamber coordinate. The matrix is defined as:

(12)

where is the coordinates of the i-th detector layer and is
the number of layers. The hit position error for the “clean” clus-
ters is assumed to have an independent and identical Gaussian
distribution:

(13)

where is the error variance. The hit position error for the
“dirty” clusters is assumed to have an independent and identical
Gaussian distribution with different error variance,

(14)

where .
The vector is defined as the cluster

classification results from the test performed in (10). Thus,
can be either “clean” or “dirty”. The log-likelihood of the hit
positions given the track candidate with vector parameters
and is given by:

(15)

Given the correct classification of the clusters, the problem
of finding the maximum of (15) is equivalent to solving the
Weighted Least Squares (WLS) problem [3]:

(16)

where is the measurement error which is defined as:

(17)

The optimal weights are:

(18)

If , then and the optimal weights of (18)
can be approximated by:

(19)

In this case, the WLS of (16) is equivalent to an ordinary
Least Squares (LS) using the “clean” clusters only, and can be
rewritten as:

(20)

where is an indication function:

(21)

In this paper, the algorithm applying (16) is denoted as the
WLS Fit, and the one applying (20) is denoted as the Restricted
Fit.

In high radiation background the classification of the clusters
into “clean” and “dirty” is not always correct, and the WLS tech-
nique may loose its optimal properties. Assume that the proba-
bilities of the correct classification of a cluster are:

(22)

where the approximation in the first expression is due to the
assumption that a “clean” cluster has always a Mathieson shape
and thus it is identified correctly.

It is shown in Appendix A that the use of (22) changes the
Gaussian cluster error distribution, which becomes:

(23)

where , the effective contamination factor is given by:

(24)
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The contamination factor is defined as the probability of
having a “dirty” cluster. Note that since:

(25)

, and therefore the use of the cluster classification reduces
the effects of cluster contamination.

It is shown in Appendix A that the maximum likelihood pro-
cessor for the hit positions, which uses the modified error model
of (23), is implemented by an iterative Weighted Least Squares
with weights for the k-th iteration step, given by:

(26)

where is a contamination argument, defined in
(A-16). This iterative WLS fit is denoted as the Modified Ro-
bust Fit (MRF). The weights for the iterative fit are recalculated
each iteration using the estimated parameters from the previous
iteration.

IV. MONTE CARLO SIMULATION AND RESULTS

In order to evaluate the performance of the MRF algorithm,
a Monte-Carlo simulation program was produced. The program
generated 10 000 events (tracks) with various layer numbers ,
contamination factor values , and correct classification proba-
bilities as described in (22). At each layer the track produced
a hit with a statistically independent, Gaussian distributed po-
sition error. The variance of the error, , for the i-th layer has
a binomial distribution according to the contamination proba-
bility

(27)

The values of and were chosen to be similar to the values
measured for the ATLAS Cathode Strip Chambers (CSC) [8]
with the expected radiation background:

(28)

The MRF technique was compared to the LS algorithm [3], the
ORF algorithm [5], and the Robust Fit algorithm [6]. The Ro-
bust Fit algorithm uses a contaminated data model for all clus-
ters, without distinction between “clean” and “dirty” clusters,
as detailed in Appendix A. Note that only the MRF technique
uses the hit quality and classifies the clusters into “clean” and
“dirty” clusters.

Fig. 2 presents the track position standard deviation error for
different number of layers . The track position error is defined
as the distance between the simulated track and the estimated
track in the center of the chamber. In Fig. 2 the simulation pa-
rameters were chosen to be similar to the values measured for
the ATLAS CSC, namely is 0.85 and is 0.25. It can be seen
that the track position error of each algorithm decreased as the

Fig. 2. The track position standard deviation error as a function of the number
of detector layers for different track fitting techniques.

Fig. 3. The track position error as a function of the contamination factor for
different track fitting techniques.

number of layers increased. The MRF algorithm has the lowest
track position error among the compared algorithms—less than
half of the error of the other algorithms for .

Fig. 3 presents the track position standard deviation error for
different contamination factor values for the compared al-
gorithms. The other simulation parameters were chosen to be

and . Using means that there is no
cluster classification error and thus the MRF algorithm has no
advantage over the WLS. It can be seen in Fig. 3 that the per-
formance of other algorithms degraded with , reaching
mm at . In contrast, the use of the cluster classifica-
tion improved the track fitting results significantly. In the range
of the MRF error was almost constant at 0.004
mm. Since even with LHC like radiation background is not
expected to be much higher than 0.3, a MWPC detector with 8
layers can estimate the track position in a high radiation back-
ground with low error, by using the hit quality.
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Fig. 4. The track position standard deviation error as a function of the number
of detector layers for track fitting techniques that use the hit quality.

The MRF technique handles the problem of wrong cluster
classification using an iterative procedure. The WLS and the
Restricted techniques ignore that problem and use the cluster
classification results without applying an iterative procedure.
In order to evaluate the advantage of the MRF technique over
the WLS and the Restricted techniques, these algorithms were
compared. Note that the Restricted technique requires at least
two “clean” clusters in order to estimate the track parameters,
where the other techniques don’t have this limitation. In order
to be able to compare the algorithms, several modifications have
been made to the Restricted algorithm. In the case where there
is only one “clean” cluster, the error is defined as the distance
between the real track and the position estimation of the “clean”
cluster. Where there are no “clean” clusters, the track parame-
ters are calculated by applying the LS technique using all the
(“dirty”) clusters. Fig. 4 shows the track position standard de-
viation error of these algorithms as a function of the number of
layers. The simulation parameters used are identical to those de-
scribed for Fig. 2. It can be seen that the MRF technique has the
best performance for , and the advantage was significant
for .

Fig. 5 shows the standard deviation error of the track position
obtained with the MRF, the Restricted and the WLS techniques
for different probability values of quality classification . The
other simulation parameters were chosen to be and

. Fig. 5 demonstrates the advantage of the iterative proce-
dure for handling a wrong cluster classification. It can be seen
that as the value of parameter decreased, the performance of
the WLS and the Restricted fitting techniques was reduced sig-
nificantly, while the MRF technique was less affected. Thus, the
MRF technique is more robust to wrong cluster classification.

V. DISCUSSION

The objective of the present study was to derive a track fit-
ting technique that uses the hit quality to improve performance.

Fig. 5. The track position error as a function of the good quality classification
value for track fitting techniques that use the cluster classification.

It was initially expected that the use of additional information
would improve the track fitting performance. However, since the
cluster classification into “clear” and “dirty” is not always cor-
rect, it was not clear whether the use of the cluster classification
would improve the track fitting performance in all cases. The
MRF algorithm which uses the cluster classification was com-
pared to the LS, ORF and Robust techniques. It can be seen
in Fig. 2 that the MRF algorithm has significantly better per-
formance, even when the classification of the cluster might be
wrong. It can be seen that significantly better performance can
be achieved for . In Fig. 3 it can be seen that the gap
between the MRF fitting performance and those of the other al-
gorithms becomes larger as the contamination factor increases.
In the LHC like radiation background, the contamination factor
might be large, and thus the use of the cluster classification will
significantly improve performance.

The MRF handles the wrong cluster classification by using
an iterative procedure. It can be seen in Fig. 4 that this iterative
procedure has better performance than the other algorithms
proposed in this paper, when the number of layers is bigger
than 5. For the performance of all the algorithms that use
the cluster classification is about the same. The reason for this
may be the lack of sufficient statistics to exploit the robustness
of the WRF algorithm. However, in Fig. 5 it can be seen that
for the performance of the MRF algorithm is much
better then the WLS and the Restricted algorithms. When the
probability of wrong cluster classification becomes larger, the
gap between the algorithm performances becomes bigger. This
gap demonstrates the robustness of the MRF to wrong cluster
classification.

Although the track fitting performance is much better for
, the current MWPC used for the LHC experiments has a

limited number of layers. The Cathode Strip Chambers (CSC)
of the ATLAS experiment has only 4 layers, and the CSC of the
CMS experiment [7] have 5 layers. In the next section an ex-
ample of the use of cluster classification for track fitting in the
ATLAS CSC is presented.
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Fig. 6. Charge distribution over the precision strips [8].

VI. TRACK FITTING IN THE ATLAS CSC—EXAMPLE

The CSC detector is part of the ATLAS muon spectrometer
[8]. It is a MWPC that consists of four layers and has two sets
of cathode strips that are mutually perpendicular. There are 192
strips oriented orthogonal to the anode wires, denoted as the
precision strips, and 48 strips parallel to it. The precision strips
provide an optimal spatial resolution of about 70 microns [11].
Fig. 6 demonstrates the charge induction over the precision
strips.

The CSC is located in a high radiation area, where the fluxes
of photons and neutrons can reach well above 2800 Hz/cm .
This can lead to a situation where uninteresting particle hits are
close to the muon track and contaminate the muon clusters. In
order to study the performance in the presence of high back-
grounds, a CSC chamber was tested at the Gamma Irradiation
Facility (GIF) at CERN during July 2004. This facility pro-
vides a high energy muon beam in conjunction with a variable
high intensity radioactive gamma source 664 GBq Cs. Vari-
able lead absorbers were used to change the radiation intensity.
The beam illuminated area of the chambers was determined by
trigger counters. A detailed description of a previous test beam
setup for the CSC prototype is described by Gordeev [5]. The
main difference between that test and more recent one is the lack
of an independent high resolution Si detector (“telescop”) in the
second experiment.

In order to evaluate the performance of the different track fit-
ting techniques, the recent test beam data is used with an av-
erage background rate of 3 KHz/cm (about five times larger
than the ATLAS expected background rate). The algorithm re-
sults should have been compared to the real tracks (“truth”).
However, in the discussed test beam there were no independent
measurements to cross check the information collected with the
CSC.

In order to overcome this problem, the data received when
the gamma source was not activated (clean data) was used for
generating a “truth” reference. Only clean data events with 4
hits, one from each layer of the CSC were taken as the “truth”.
Then, the position of each cluster was calculated using the ratio
algorithm [5] and a linear regression was applied for finding the
track. This track is considered as the “truth”.

The generated “truth” was combined with data taken when
the source was activated (noisy data). Then, a muon detection
algorithm [12], based on a Hough transform, was applied for
finding the track candidates to be used in the fitting process. The

Fig. 7. Histogram of cluster position error. The error was calculated as the
distance between the estimated cluster position and the “truth”. The histogram
was fitted using two mixed Gaussian functions.

different track fitting techniques were implemented on the test
beam data, and their track fitting efficiencies were compared.

In order to evaluate the contamination factor , which is used
by the MRF and the Robust fit algorithms, the cluster estimated
hit positions were compared to the “true” track hit positions.
Fig. 7 presents a histogram of the cluster position error in a noisy
environment. The histogram was fitted using a symmetric mixed
Gaussian function:

(29)

where

(30)

It can be seen in Fig. 7 that the experimental data fits a sym-
metric mixed Gaussian distribution with mm and

mm. It is assumed that the distributions functions
and represent the hit position distributions of the “clean”
and “dirty” clusters correspondingly. The contamination level

was calculated using the ratio between the Gaussian function
areas:

(31)

Thus, about fifth of the clusters are assumed to be “dirty”
clusters.

The classification of the cluster was performed by applying
the statistical test described in (10). The threshold value was
chosen according to the hit quality range for the clean and noisy
data. Fig. 8 depicts histograms of the hit quality values for clean
and noisy data. It can be seen that for clean data, the hit quality
does not exceed the value of 41. However, much larger values
are obtained for the noisy data. The identification of the “clean”
and “dirty” clusters is done using (10), where the quality value

is chosen to be 31 as suggested by Fig. 8.
The track fitting efficiency is defined as the fraction of tracks

that were identified in a distance of 0.5 mm (about tenth of a
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Fig. 8. Hit quality values for the test-beam data. The upper figure is the quality
values for clean data (without interfering photon source), and the lower figure
is the quality values for noisy data (with interfering photon source). The line is
a suggested threshold value for the decision on “clean” or “dirty” clusters.

Fig. 9. The track fitting efficiencies for the different track fitting methods.

strip width) from the generated “truth”. The different track fit-
ting techniques were implemented on the test beam data, and
their track fitting efficiencies were compared. Fig. 9 shows the
track fitting efficiency for the different track fitting techniques
were the Restricted algorithm was modified as described in Sec-
tion IV. It can be seen that the techniques that use the cluster
classification achieve significantly better results than all other
techniques. The efficiency results of these techniques are ap-
proximately the same; in agreement with the simulation results,
as seen in Fig. 4, for . Since the Restricted technique has
low complexity and achieves fitting efficiency that is equal to

Fig. 10. A binary channel which illustrates the probabilities of making the de-
tection decisions given the cluster identification. For example, given a “dirty”
cluster, the probability of good classification is �.

the one of the MRF technique, it is preferable to use it over the
other techniques.

VII. CONCLUSION

In the presence of high radiation background, the commonly-
used LS fitting technique loses its optimal properties. The dis-
tinction between “clean” and “dirty” clusters is proved to im-
prove the track fitting efficiency, and leads to a better perfor-
mance than other track fitting algorithms designed to handle
high radiation background. If the number of detector layers is
larger than 6, the MRF algorithm is superior to all other algo-
rithms, even when the cluster classification might be wrong.
Moreover, it was shown that the track fitting performance is
much better if the number of detector layers is larger than 6.
For the CSC case, where the number of layers is 4, the MRF al-
gorithm is not better than the Restricted algorithm that uses only
the good-quality hits. Where the number of layers is small, as
in the CSC, it is possible to get less than two “clean” clusters, a
situation which leads to a poor local track fitting. In these cases
the use of information from of other detectors can be useful, and
overall fitting that uses the “clean” and “dirty” clusters with the
appropriate weights might be the right technique.

APPENDIX A
THE MRF AND ROBUST TECHNIQUES

Consider the straight track model described in (11):

(A-1)

The hit position error of a “clean” cluster is Gaussian dis-
tributed with variance

(A-2)

The hit position error of a “dirty” cluster is Gaussian dis-
tributed with variance

(A-3)

where .
When the classification of the clusters is not perfect, the prob-

abilities of a correct cluster classification can assumed to be:

(A-4)

The decision channel is schematically described in Fig. 10.
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When the cluster is classified as a “dirty” cluster, the position
error distribution can be written as:

(A-5)

It can be easily seen from Fig. 10 that:

(A-6)

and thus

(A-7)

When a cluster is classified as a “clean” cluster, the position
error distribution includes an additional term arising from the
probability of wrong cluster classification:

(A-8)

where and is calculated by:

(A-9)

It is assumed that the hit position error vector is statistically
independent and identical for the “clean” clusters and for the
“dirty” clusters. Thus, the log-likelihood of the data given the
track candidate with vector parameters and the cluster classi-
fication vector is given by:

(A-10)

If the data is sorted according to the cluster classification re-
sult, then:

(A-11)

where

(A-12)

(A-13)

Using the notation the derivatives of of
(A-10) follow as:

(A-14)

where

(A-15)

(A-16)

Equations (A-14) are similar to the standard WLS equations,
where the numerical weight coefficients are replaced with a
weight function. Since the optimal depend on the error

, the WLS technique can be solved iteratively where the
weights for the k-th iteration step are given by:

(A-17)

When the cluster classification results are not available,
the position error distribution described in (A-7) and (A-8)
can be simplified by using a single term of mixed Gaussians
distribution:

(A-18)

In this case, the maximum likelihood solution of the data
given the track candidate with vector parameters is similar to
(A-14) with:

(A-19)

(A-20)

The use of the mixed Gaussian model described in
(A-18)–(A-20) are denoted as the Robust technique, and
is very similar to the method discussed in [6].
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