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ABSTRACT. Beam conditions and the potential detector damagelting from their anomalies
have pushed the LHC experiments to build their d&am monitoring devices. The ATLAS
Beam Conditions Monitor (BCM) consists of two stat (forward and backward) of detectors
each with four modules. The sensors are requirédiéoate doses up to 500 kGy and in excess
of 10" charged particles per émver the lifetime of the experiment. Each modulgides two
diamond sensors read out in parallel. The statiares located symmetrically around the
interaction point, positioning the diamond sensarsz = £184 cm and = 55 mm (a pseudo-
rapidity of about 4.2). Equipped with fast eleciosn(2 ns rise time) these stations measure
time-of-flight and pulse height to distinguish etemesulting from lost beam particles from
those normally occurring in proton-proton interan8. The BCM also provides a measurement
of bunch-by-bunch luminosities in ATLAS by counting-time and out-of-time collisions.
Eleven detector modules have been fully assemhtedtested. Tests performed range from
characterisation of diamond sensors to full modakts with electron sources and in proton
testbeams. Testbeam results from the CERN SPS ahmeadule median-signal to noise of 11:1
for minimum ionising particles incident at a 45-dsgy angle. The best eight modules were
installed on the ATLAS pixel support frame that waserted into ATLAS in the summer of
2007. This paper describes the full BCM detect@teay along with simulation studies being
used to develop the logic in the back-end FPGAadéence hardware.

KEYWORDS Beam-line instrumentation (beam position and ifgafonitors; beam-intensity
monitors; bunch length monitors); Solid state dites; Timing detectors; Instrumentation and
methods for time-of-flight (TOF) spectroscopy.
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1. Introduction

One of the worst-case scenarios in Large Hadrotideol(LHC) operation arises when several
proton bunches hit the collimators designed to gmiothe detectors. While the accumulated
radiation doses from such unlikely accidents cques to those acquired during several days
of normal operation, and as such pose no majorribotibn to the integrated dose, the
enormous instantaneous rate might cause detectoagia The ATLAS Beam Conditions
Monitor (BCM) is designed to detect such incideatsl trigger an abort before they happen.
Further, beam gas interactions are a worry, eslhetiahe early days of LHC running.

Common elements of both of these backgrounds aetkiey initiate charged particle
showers, originating well up- or down-stream of WELAS interaction point. Given two
detector stations placed symmetrically about tieraction point at &, showering particles hit
the BCM stations with a time differendé = 2z/c At the LHC design luminosity collisions add
coincident signalsAt =0) in these detectors every at every bunch crossiigng?. To optimally
distinguish these two classes of events the BChibstashould be located ~3.8 m apart at+

1.9 m, resulting inft of 12.5 ns(figure l1).
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Figure 1. Sketch of ATLAS detector with two BCM stationszat +1.9 m and a sketch of a background
event on the TAS collimator and a genuine inteoactivent.

The BCM also provides complementary luminosity meamentdI]l] to those coming
from LUCID the main ATLAS luminosity monitorAdding the BCM information to the
ATLAS trigger will allow corrections for bunch-todinch luminosity variation. Finally, during
the commissioning of the LHC collider, when traakidetectors are switched off, the BCM is
likely to be the first detector to report protonlisions in ATLAS.

2. Beam conditions at the LHC

The BCM is suspended from the ATLAS Beam Pipe Scppioucture (BPSS) that also supports
the pixel detector. This places the BCM sensoradits ofr ~ 55 mm, about 20 mm outside the
beam pipe, giz| = 183.8 cm upstream and downstream of the inierapbint, corresponding to a
pseudo-rapidity of ~ 4.2. The resultingz gives an almost idedk of 12.3 ns.

An estimatdE] predicts about one particle pef ofnsensor from a single 7 TeV proton
hitting the TAS collimator — the collimator nearésthe ATLAS interaction point. This is to be
compared with ~% particle/émesulting from minimum bias proton interactionseimch bunch
crossing (every 25 ns) at LHC design luminosityl6t* cri®s™ [1]] To be optimally able to
distinguish these two situations the BCM should de@sitive to single minimum ionising
particles (MIPs). Given MIP sensitivity one is thatso able to use BCM information for
proton-proton collision luminosity assessment. Witbton interactions inducing signals every
25 ns fast processing of the MIP signals is pararhod fast rise time (~1 ns), narrow pulse
width (=3 ns) and base line restoration in 10 nsnaessary to prevent pile-up. The radiation
field at this location will expose the BCM senstwrd 0 particles, mostly pions, per érand an
ionisation dose of ~500 kGy in 10 years of LHC ofiera An additional constraint stems from
the fact that BCM is integrated into the BPSS aadeced with layers of pixel services. This
renders it almost inaccessible, with any inten@ntiequiring a disassembly of a substantial
part of the pixel services, an action unlikely ® dpproved. Thus a simple and robust design
was privileged.
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Figure 2. Schematic layout of a diamond particle detector.

Electrodes \ _—

3. Detector modules

The BCM detector modules include two novel parte first,a set of diamond sensors that sit in the
very intense radiation region less than 6 cm rgdisdm the LHC beams. The passage of charged
particles, either from proton-proton collisionstioe secondary products of lost protons, ionises the
diamond, generating MIP signals. Second, at adaeghus, but still only 5 cm from the diamond
sensors themselves, sits a two stage RF amplifardoosts the signal from the diamond and
transmits it, in analogue form, 15 m off the dedetd be digitised. In this section we will disctiss

two main components of the detector modules —itlmaahd sensors and the signal pre-amplifiers.

3.1 Diamond sensor material

Chemical Vapour Deposited (CVD) diamond possessasesremarkable properties which
make it an attractive material for use in the BC¥tem. Increasingly, solid-state particle
detectors are required to have fast signals, apetahigh rate and, very often, operate in high
radiation environments reliably for several ye&#hile silicon, the de-facto standard of solid-
state detectors, is very well established in partietector applications, diamond detectors are
competitive in environments that place a premium radiation hardness and fast signal
formation such as the ATLAS BCM.

Typical designs for diamond particle sensors arsethaon a bulk of free-standing CVD
material, usually a few hundred micrometers thiekh electrodes on opposite sides of the
diamond bulk as shown 2. Prior to depositof contacts the diamond surfaces are
polished, smoothing the surface on the growth aitlé removing significant amounts of low-
grade material from the substrate side. Metal atathat form suitable carbides are evaporated
or sputtered on both diamond surfaces and anned&ledovering layer of, for example,
Aluminium is applied to allow wire-bond connectiaiesthe readout electronics. The dimension
of electrodes, deposited with lithography, rangenfrtens of micrometers to centimeters. For
sensor operation, a bias voltage is applied betweerelectrodes to generate a drift field. A
traversing charged particle will ionise the atomshie crystal lattice and leave a trail of primary
ionisation charge of 36 electron—hole pairs perrmireter, denoted asy@, along its
path. The drift of electrons and holes in the agapklectric field induces a current pulse on the
electrodes. The induced currehtcan be calculated by the Shockley—Ramo thedréffif[or
a uniform constant field between the two electrames

| = Quenv/d, (3.1)



Figure 3. A 13cm diameter wafer of polycrystalline CVD diandgprior to dicing the BCM sensors.

where Qe, denotes the total generated ionisation chavgie drift velocity, andd the gap
between the electrodes, which is equal to the tia@sk of the sensor. Readout electronics then
measures either the current amplitude or, in cdsdharge sensitive amplifiers, the integrated
current or total charge measured;.§ The ionisation charge however is reduced by @harg
trapping during its drift. A common figure of mefdr the characterisation of CVD diamond
sensors is the mean distance electrons and halesapart before being trapped, called the
charge collection distance (CCD)

CCD =d QmeadQgen , (3.2)

which can be related to the product of electron holé mobility p and the lifetimer ; of the
electrons and holes as CCp=(+p T 1) E under the assumption that the sensor thickndagyisr
than the CCD and the electric field, is uniform. As diamond sensors are usually opdrat high
field strength, the charge collection distancesigally quoted where the CCD saturates atyim//
For applications, such as the BCM, an initial clargllection distance beyond 20 is required

in order for diamond sensors to produce reliabiglsiMIP signald, Figurel 3 shows a recent 13cm
diameter CVD wafer ready for tests with contactgsphced at 1 cm intervals.

In polycrystalline CVD (pCVD) diamond sensors, @®icollection distances of 278n
have been achieved. In these diamonds, typicaldy B0 thick, the charge signal distribution
shows a mean charge of 9800 electrons with 99%hefdistribution above approximately
3000e{[8][9]. The best samples reach a chardeatiun distance above 3@@n (figure 4).

Polycrystalline CVD diamond sensors are ideallyesuifor use in the BCM system as they
are only sensor material known to fulfil our reguirents in terms of signal speed and radiation
hardness. The sensor of choice is the pCVD diamoaterial developed by RDO] and
produced by Element Six LtdThe timing properties of the ionisation currengnsil are

! Element Six Ltd., King’s Ride Park, Ascot, Berksh8L5 8BP, UK.
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Figure 4. Charge collection distance as a function of apglild for a polycrystalline CVD diamond wafer

Figure 5. Back-toback pCVD diamond sensors assembled on the supgraric. The signal planes fi
each other in the middle of the stack while thesh& applied to the top and bottom of the se
sandwich. Signal planes are joined $tayStikand wirebonded to the transmission line on the cer.
(middle of the photo). The HV connection to thetbot plane is made witBtayStik while the top plar
is wire bonded to a pad connected to HV with viteb@bottom left of the photo).

excellent due to the high velocity of carriers (¢ ¢m/s), at our operating field of 2 Mh, and
short trapping times even before irradiation. Amoticlear benefit is the very low leakage
current (less than 1 nA) allowing operation at rommperature without cooling. Radiation
hardness is proven up to fluences of 2.2 ¥ pnf with signal degradation of only 15% []1].
The sensor dimensions are 1 cm by 1 cm with mégatredes covering 8 mm by 8 mm.
They are around 500m thick, which, with a bias of 1000 V, results in alectric field of 2
V/pm. At 1000 V typical sensors have a leakage cuwélgss than 100 pA and CCD of around
250 um. The two sensors are assembled in a back-to-bac#touble-decker' configuration



Figure 6. Top view of the BCM module box showing the diama®hsors and their support ceramic
(left), the HV supply line in parallel to the sidrteansmission line, compartments containing the
amplification stages and the SMA signal connedtup (ight).

(figure §) onto an alumina (4Ds) ceramic substrates that have Au-Pt metal tréldes double-
decker sensors are attached to the substrateStaytik57Xonductive glue pads that remain
elastic up to 13 and particle fluences beyond'dper cni. The ceramic substrate minimises
the presence of leakage current at our 1000V dpgrabint and merges the signals from the
two diamonds sensors via wire bonds to the G1Otgirircuit board routing signals to the
readout amplifiers.

3.2 Readout amplifiers

The signal is fed through a 5 cm long@Q@ransmission line on the printed circuit bo

E) to the front-end amplifier. In this way the ratitbn field at the amplifier location is decreased
by about 30%. The front-er{d [12] designed by FO¥ECa two-stage RF current amplifier
utilising the 500 MHz Agilent MGA-62563 GaAs MMI®@W noise amplifier in the first stage
and the Mini Circuits Gali 52 In-Ga-P HBT broadbanitrowave amplifier in the second stage.
Each stage provides an amplification of 20 dB, wlih first stage exhibiting an excellent noise
factor of 0.9 dB.

Sensors and FE electronics are mounted in a mdduidfigure §) designed to shield RF
at the BCM operating frequencies. Each of the dingtion stages is isolated in a separate
shielded com-partment. The amplified signal is ifeid a high-quality 502 coaxial cable. In
prototype tests the signals were digitised withgh ibandwidth (> 1 GHz) digital oscilloscope.
In ATLAS, digitisation is done with a radiation ésant ASIC placed outside the calorimeters
15 m from the BCM modules.

To verify radiation hardness of the amplifiers, esaV of them were irradiated with
protons, neutrons and photons, and subsequentdteBegradations of amplification at the
level of 0.5 dB were observed with the second-st&gdi amplifier. A crucial test was
performed by exchanging the first-stage Agilent kimep of a BCM module with one irradiated
to a mixed fluence of 5 x 1D protons/crh and 5 x 18 neutrons/crh Comparing both
assemblies witfi°Sr source signals from a standard float-zone silidimde, an amplification
loss due to radiation of 20% was observed withhrange in the nois¢ (figuré 7).

2 FOTEC, Viktor Kaplan Str. 2, A-2700 Wr. Neustadltjstria.
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Figure 7. Comparison of signal (left) and noise (right) of B@mplifier coupled to silicon diode. Bla
- non-irradiated amplifiers, red — first-stage afigiirradiated with 5< 10" protons/crf and 5x 10"
neutrons/crh

4. Off-detector readout electronics

The back-end of the BCM readout is responsibledfgitising and acquiring the signals from
the modules while introducing minimal noise, stgrimem in a ring buffer, performing some
basic analysis and generating outputs for the wuarjgarts of the ATLAS DAQ system that
allow the BCM information to be read-out for furth&fline analysis. A Field Programmable
Gate Array (FPGA) was chosen to perform these fonstbecause of its high-speed parallel
data processing capabilities. We will describe gzanth of the readout system in turn.

4.1 The NINO digitisers

The signal from the sensors and front-end ampdifieavels 15 m through a high-quality coaxial
cable to the digitisers that are placed in a ramhashielded environment behind the ATLAS
calorimeters. There the signals are digitised bradiation tolerant eight input channel NINO
chip, an ASIC originally designed for ALICE expegnt at CERN [13].

MIP signals from the diamond sensors all have singhape with amplitudes that follow a
Landau distribution. When multiple particles traseethe sensors simultaneously we see a sum
of individual MIP signals, still keeping similar &he. Studies showed that the optimal signal-to-
noise ratio with our front-end amplifiers is acteéevwith the addition of a low-pass filter that
provides a bandwidth limit of 200-300MHz. Signatstiie NINO board are thus fed into a 200
MHz filter of fourth order with a 5@ impedance. The NINO then converts analogue sighal
varying amplitude into a digital signal a fixed @nafter the original analogue signal but having
a duration correlated to the input amplitude. Téwulting digital signal encodes the charge seen
at the front-end in terms of a Time-over-Threshee| figure B). Due to the relatively small
dynamic range of the NINO inputs the signals frédva BCM front-end amplifiers are first split
by a voltage divider in a ratio of 12:1 then fedoirdifferent NINO channels. The NINO
thresholds are set such that the larger signasesl dor truly minimum ionising signals (up to
about 10 MIPs) while the smaller signal comes ity if a BCM sensor sees a signal of more
than 10 MIPs, which could happen in catastrophianbdoss situations. Each of the NINO
outputs is connected to the circuitry that drivdaser diode over 70 m of single mode i
optical fibre that brings the signals to a recelveard in the ATLAS counting room.
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Figure 8. NINO digital pulse width (Width) vs. input analogsignal amplitude (Ampl).

4.2 FPGA based signal decoders and coincidence detectilmgic

The sixteen optical signals (eight high amplituchel &ight low amplitude) are fed into two
receiver boards that translate the optical intactakal (PECL) differential signals that are
connected to an FPGA board. The optical input $ggaamd PECL differential signals are
available, for oscilloscope inspection on the frpahel of a double width 6U VME module.
The optical receiver board also fans out the saigeals, at 50Q, through a LEMO-00
connector on the front panel to be used for momigppurposes.

The PECL signals are then fed into the main pathefBCM readout: two Xilinx ML410
development boardk [14], each mounted in a 19”,hbusing (also by Xilinx). These were
chosen since the small BCM readout system did rastamt the design and manufacture of a
custom board. The ML410 board contains a Xilinxt&r4 FX60 FPGA that features eight
Rocket-10 Serial Multi-Gigabit Transceivers, twoviRyPC cores and 56kB logic blocks. This
model was chosen for the excellent sampling caitiakilof the Rocket-IO channels (up to 6.5
Gbps). The incoming data is sampled synchrelyowith the LHC bunch clock at a rate of
2.56 Gbps (a time slice of 390 ps) by multiplyitg i HC bunch clock in two separate phase
locked loops by a factor of 64. The Rocket-1O cledsmequire transitions in the incoming data
stream, so a fixed pattern is generated and XOmRigrthe BCM/NINO signals. Internally, the
complementary XOR operation is performed, restotirggoriginal waveform. The data are then
stored in a DDR2 RAM that acts as a ring bufferatdg of storing BCM hit information from
all eight modules (at both thresholds) for up td® QHC bunch orbits. In parallel, an edge
detection algorithm determines the arrival timespofses and performs a time-to-digital
conversion. At the same time, pulse widths are @eddo digitise the Time-over-Threshold
information from the NINO.

The basic hit-or-miss information from every deteds provided to the ATLAS Central
Trigger Processor (CTF}EG] and thus can be usedhie ATLAS Level 1 Accept (L1A)
decision. To be used in this way, these signalst inesprovided within 1.5 us of the actual
beam crossing in ATLAS. This is the most time-cdti path of the BCM read-out, so
processing is performed as fast as possible. Thaithm is structured as a pipelined binary
search-tree taking advantage of the FPGAs intestnatture of Look-Up-Tables having four
inputs. The pipeline latency is 5 LHC buncbalt cycles or 125 ns, which easily achieves
the required latency even when the FPGA input amgui overheads and cable delays are
included.
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Figure 9. Prototype FPGA timing response calibration.

The digitisation and acquisition parts have beeplémented and verified on a Xilinx
ML405 evaluation board. Pulses with a fixed frequyefrom an HP pulse generator were used
as input signals and the pulse widths measurenoenésTektronix TDS5104B scope compared
with the values obtained by the FPGA algorit shows the distribution of the FPGA
digitised times — for an input pulse width of 4%-ndemonstrating the excellent performance of
the Rocket-1O acquisition.

Additional analysis to be performed by the FPGAludes the calculation of in-time and
out-of-time coincidences of signals between detscio the two BCM stations. Continuously
accumulating histograms will provide status infotima about the beams and interaction point
in ATLAS. These histograms will be read out by B@\bnitoring software on a timescale of
minutes.

The FPGA also has to act as a Read-Out Driver (RQQjrovides data in the ATLAS
Raw Event Format after a L1A over a Read-Out-Lidkexing to the S-Link specificati8]
as well as interfacing to the ROD Crate DAQ (RCkaniework and the Local Trigger
Processor for integration in the ATLAS Trigger dbdta Acquisition syste]. For this we
use the standard ATLAS S-Link interface, HO@]n ethernet connection to the RCD
controller is foreseen. The FPGA is also connewgtackethernet to a PC for slow read-out and
integration into the ATLAS Detector Control System its PVSS-JCOP interface. This gives
us the possibility of adjusting on-board analysisl acquisition parametefs. Figure 10 shows a
schematic of the BCM readout and its connectiaihéarest of ATLAS.

5. Testing and qualification of prototype detector modules

Prototype BCM detector modules were subjected taumber of tests to ensure they had
suitable MIP detection performance. Prototype astiemwere tested with electrons from’&r
source, with 125 and 200 MeV/c protons at Massaettai$seneral Hospital radiation therapy
facility in Boston, and with high energy pion beaaiKEK and the CERN SPS. Results from
these tests are summarised briefly here. For metals see ref$. [21{1.[2P].
The most important conclusions of these studie® wheat:
* Inclining the sensors at a 45° degree angle wiipaet to the trajectory of the
particle to be detected resulted iNZincrease of signal and had no effect on noise;
» The use of double-decker sensors on same ampilifiet doubled the signal, while
increasing the noise by ~30%, improving the sigoaldise ratio (SNR) by ~50%;
» The timing differences between independent modexbsbited a FWHM of 1.5 ns;
e Limiting the readout bandwidth to 200 MHz improvil& SNR by 20% while only
degrading the time correlations by 10%;
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Figure 11.Typical minimum-ionising particle signal superimpdson base-line fluctuations as recorded by
a LeCroy oscilloscope in®8Sr source test. The noise is estimated from dateeifirst 20 ns time interval.

« Off-line processing of fully digitised analogue veaforms confirmed that optimum
SNR is achieved with a low-pass filter having agpai 200-400 MHz.

5.1Bench tests

With the final production modules, extensive quedifion tests were performed, using’sr
source as MIP signal equivalent. The BCM signal vem®rded with a LeCroy oscilloscope (4
GHz sampling), triggered by a scintillator behihd tliamond sensor. This configuration results in
a trigger on electrons above 2 MeV from #®r source. These in turn deposit about 10% more
charge in the diamond sensors than true MIPs. UsiBQ0 MHz bandwidth limit on the scope
gives single event signals such as the one shoffigure 11. The signal is taken as the maximum
reading within 2 ns of the trigger, and the noistngated from the baseline fluctuations in a 20 ns
interval well before the trigger. The noise wasniwto be independent of the electric field across

- 10-
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Figure 13. The RMS of baseline fluctuations vs. BCM modulerent on for a range of currents.
trend of RMS incease with current is observed. Values at 1000 kéuvaken on two occasions that
different values of the erratic dark current.

the sensors up to 3 Mh. Good reproducibility of signals has been obsdrweith signal
amplitude stable to better than 4% during a 24 hest: SNR values of ~8 have been routinely
obtained at 2 \{im bias with theé’Sr electrons incident perpendicular to the diamssvsors.

A peculiar feature has been observed with the dimhteakage current in the BCM modules
rising by a factor of more than 100 to several maddA on a time scale of days. In addition, this
leakage current shows an erratic behaviour on@dgitale of minutes, rising and falling by factors
of ten. This, yet to be understood phenomenonbéas observed before in the BaBar experiment
at lower electric fields of 1 Wm . As at BaBar, we observe that the excesgntivanishes if
the diamond is placed in a strong magnetic fielgplging a 2 T field, as will be present in the
ATLAS Inner Detector, in a realistic geometry witte BCM module inclined to 45° reduced the
current to well below 10 nA for a period of neattiyee days|[(figure 12). In any event, the BCM
readout noise is observed to be independent désthage current up to 500 nfA (figurd 13).
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Figure 15. A distribution of pulse amplitudes with most prokalvalue of 2.72 mV (left) and the
corresponding distribution of baseline fluctuatidies noise) with an RMS=0.29 mV (right). Together
they give an SNR of 9.5.

5.2 Beam test results

Measurements presented here were obtained in gastages of development of prototype
sensors and the final readout modules. They westedevith low momentum protons (125 MeV/c
and 200 MeV/c) at the Massachusetts General HbgpiaH) in Boston, high energy pions at
KEK and at the SPS at CERN and are compared tdhkieats with electrons from’35r source.

The low momentum protons available at the MGH dimignals in the diamond that are
equivalent to 2.3 MIPs. The performance of a sindlemond sensor was compared to
performance of a module equipped with two diamcensers (sef figure 14). The double sensor
module shows twice the signal while the noise iaseeis only 30%. These tests further
confirmed that inclining the detectors at an arafld5’ with respect to the beam increased the
signal by a factor of2 without having any effect on noise.

In a pion beam at KEK the detector response tdesikigPs was studied. Typical signal and
noise distributions gave an SNR of about 7.5. Heee SNR distribution was obtained by dividing
the signal amplitudes by the RMS of baseline flattuns in time intervals where no pion beam
was present. We also observed that including aNB@ low-pass filter improved the SNR by
about 20% with respect to measurements made wétlorilyinally intended 500 MHz amplifier
bandwidth limit (se¢ figure 15). This was confirmigg applying first order filters offline to the
data taken at full bandwidth (see figurg 16). Thcal timing resolution was estimated from the
time difference distribution for simultaneous egefrom two different detectors (sge figurd 17).
The width of this distribution was about 1 ns, ménman sufficient for our timing needs. We
observed less than a 10% change in the width dirtlieg distribution when the bandwidth limit
of 200 MHz had been added. The testbeam signalitashgpimeasurements compare favourably to
those made on the same modules usifi%prasource. A source setup was developed which was
used for the reception tests of the final detectdraypical distribution of signals and noise
obtained at a 200 MHz limited bandwidth is showfigaire 1§.
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Figure 18. Signal distribution with most probable value d 2ZaV (left) and noise peak with an RMS of
0.3 mV (right) from the’Sr source test setup. In both cases a 200 MHz Ldtidiimit was applied.

A further test-beam campaign was carried out instimamer of 2006 at the CERN PS (T11
and T9) and SPS (H6 and H8) pion beams. The aimtavakoroughly evaluate all modules
produced and select the eight best for installafimur BCM modules were put in the beam simul-
taneously|[(figure 19). Signals from two were anigalifin an ORTEC FTA810 300 MHz amplifier
and read out with a CAEN V1729 12-bit ADC with 2 gssmpling. For these, complete analogue
and timing information was recorded. Signals frotheo two modules were fed into prototype
NINO boards[[13] which in turn were recorded by ABBI ADC. The NINO threshold settings
were varied run-by-run to study efficiency and eascupancy under realistic conditions.

An eight plane (four horizontal and four verticalicon telescope, provided by the
University of Bonn, produced precision trackingtleé beam pions on an event-by-event basis.
The coincidence signal from two plastic scintillgtavas used to trigger the readout. Events
from the BCM and silicon telescope were recordedckyonously by their respective DAQ
systems and the data re-assembled off-line. The B8l read out with production services
through to the NINO digitisation. The high voltages supplied by an ISEG EHQ-8210
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Figure 19.Set-up with four BCM modules in the H8 CERN SPSrbeluring the summer of 2006.

modified to provide 1 nA current monitoring. Low ltages (3 and 11 V) for the front-end
amplifiers were sourced from a modified versiontltd custom ATLAS-SCT power supplies
that will be used to power the BCM. These voltagese merged into a single multi-core power
cable. The analogue signal was readout by the NINQugh a 1.5 m long stretch of GORE 41
0.19"diameter coaxial cable and 12 m length of &ekSJ1RN-50B %4" diameter coaxial cable
from ANDREW - the final powering and readout foresdéor ATLAS.

The testbeam pions had momenta of 3.5 (T11) an@ed2/c (T9). An analysis of NINO
threshold scans produced efficiency and noise aoump estimates. Tracks with hits in all
reference telescope planes and having a good diitgquwvere selected. Tracks that crossed the
central 3x5 mrh region of the diamonds were used to compute tfieiedfcy while those
missing the diamond by more than 2 mm providednapsa for noise occupancy estimates. The
corresponding NINO signal was sought in a 60 n® tmndow around the arrival time of the
beam particle provided by the trigger scintillatohs example of the hit distribution from the
reference telescope and the corresponding NINGaEgran be seen in fiéure 20. The resulting
efficiencies and noise occupancies as function IbfNthreshold are shown |n figure [21. The
efficiency saturates at thresholds below 30 mVyagghing values above 95% for thresholds as
low as 20 mV. Fifty percent efficiency is reachewt thresholds between 70 and 90 mV
depending on the BCM module under study. As thietfiukshold range of the NINO spans 300
mV, an additional amplifier with a gain of ~3 hasbeadded to the final ATLAS system. The
noise occupancy exceeds the*1ével for thresholds of 50 mV, rising to 1% at 20/ At the
very lowest thresholds, we believe we are obserthiegntrinsic NINO noisd. Figure P2 shows
the spatial distribution of tracks that generat&{_a pulse of 30 mV or about 1/3 of a MIP.

In 2007, we performed further testbeam studies witee spare BCM modules. These
tests included production versions of all elemesftshe back-end readout including NINO
discriminators, LVDS to optical converters and ogtireceivers at the front-end input to the
FPGA coincidence detection logic boards. While \aeehnot fully analysed these testbeam data
we have already extracted a measure of the ov&atem SNR including both the analogue
performance of the front-end modules and the diggaformance of the NINO discriminators.
FoIIowing the noise in a self-triggering diglitreadout system can be extracted from the
'‘beam-off' count-rate through a fit of the form:

—14-
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Figure 20.X-Y distribution of hits on diamond central plamaarpolated from the silicon telescope in the
CERN testbeam. Top: all tracks. Bottom: tracks witBCM/NINO signal. The square indicates the 3 x 5
mn? region used for the efficiency measurement, tigéoreto the right of vertical line is used for neis
occupancy estimates.

Ln(Noise Rate) = A + [Threshold - offs&t]2 * sigm&]. (5.1)

From|figure 28 we extract a noise value of 31 mvie@an then extract the median signal
from a study of the efficiency (count rate for etgethat are known to have beam particles from
an external tracking telescope) versus threshaldhie same module. As figure]24 shows, the
median efficiency for this module is reached atr@ghold of 335 mV. Thus, we conclude that
this module, typical of those installed in ATLAS3sha median-signal to noise ratio of 11:1.

6. Quality assurance with production modules

In late fall 2006, qualification tests of the fimabdules were performed to select the eight most
reliable for installation. Before assembly, all mtzs were cleaned with Vigon EFM solution in
order to remove remnants of solder flux and orgaoitutants. Afterwards, the modules were
subjected to a thermo-mechanical test. Before &ed this test, all modules were characterised
in our®°Sr setup to measure their SNR. Figurk 25 showpieaysignal and noise spectrum.
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Figure 25. Normalised MIP signal distribution (hatched redyhdanoise distribution (hatched black)
measured in d°Sr test for one of the BCM modules. Most Probabu¥ (MPV) of 2.70 mV was
obtained from the fit of Landau-Gauss convolutionsignal spectrum, while a noise of 0.33 mV was
extracted from the fit of Gaussian to the noisespen.

For one of the final modules a test of acceleratgdg was performed. Its temperature was
increased to 14 for 14 hours. This simulates more than 10 yepesation at 2TC, assuming
the activation energy of 0.8 eV characteristic lod £poxy and solder used to assemble the
module. No change in terms of signal to noise weseoved. All modules were baked af®0
for 12 hours to expose infant mortality in the raidchips. The modules will experience a
similar temperature when the LHC beam-pipe is bated We then performed a series of
thermal cycles to generate stresses due to theroedficient of expansion mismatch between
components in the BCM modules. Each module expegnen temperature cycles with
humidity set to zero and temperature ranging fr@siG to 40C. Both ends of this range are
more extreme than expected in normal ATLAS opena&rcept for beam-pipe bake-out. The
comparison of results from bench measurements Y@hbefore and after thermo-mechanical
treatments shows no change in SNR. More importamity modules failed during these
acceptance tests.

During the acceptance tests, all modules were desfth both positive and negative
electric fields. The diamond sensors exhibit slidiffierences in leakage current and signal size
depending on the polarity which is understood t@abeestige of the direction the CVD sensor
material was grown. When building BCM modules werapted to pair diamonds such that
their preferred polarities agreed. As a resultueniper of the final modules prefer a positive
electric field configuration while others prefemagative field configuration. Acceptance test
results for the relevant polarity of bias voltageh® eight best modules selected for installation
in ATLAS are summarised 1.

7. Mechanical support, alignment and detector integration

The BCM modules are mounted in brackets supportad & cruciform on the pixel Beam Pipe
Support Structure (BPSS). One station of the fB@M assembly is shown on the pixel BPSS

in figure 28.
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Module F410 F413 F420 F422 F404 F405 F408 F424

Bias (kV) +1.0 +1.0 -1.0 -1.0 +1.0  +1.0 -1.0 -1.0
Current (nA) 20 200 200 40 80 40 20 10
Signal (mV) 2.8 2.2 2.7 2.4 2.4 2.3 2.3 2.7
Noise (mV) 0.36 0.31 0.34 0.33 0.37 0.33 0.33 0.33
Signal/Noise 7.8 7.1 7.9 7.3 6.5 7.0 7.0 8.2

Table 1.Results of qualification tests of eight final moesiin a bench setup witPsr as a source of MIP
signals. Current reading was taken after 10 hauttsecbias voltage shown.

Figure 26. Part of the pixel Beam Pipe Support Structure (BR&S the four brackets during a dry-fit
of the first BCM module (top right).

In January 2007, the eight modules showh in tableee mounted on the ATLAS pixel
support frame. The positions of each of the modiriebe BPSS frame were measured using
the mechanical survey equipment in place to ernthierparallelism of the BPSS bars and overall
straightness of the pixel detector support strecttWhen combined with high resolution
photographs of the BCM module box¢s (figule 5)t thalude images of the diamond sensor
locations as well as the edges of the G10 BCM nebokes, this survey allows us to predict
the positions of the BCM sensors with a precisiorl anm. This spatial information will be
used to relate observed rate differences betweemlifferent BCM stations to the position of
the LHC beam providing O(1 mm) precision with ayeapid turnaround — perhaps even before
it has been deemed safe to switch on other ATLASaler systems.

Noise measurements of BCM modules were repeated iafttallation in the BPSS and
again after partial installation of the readoupofel readout system, in order to check for noise
interference between the two systems. In thess tesi BCM modules were measured, one
positioned directly below the pixel system beingdeut at the time, and a second BCM module
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Figure 27. A sketch of the BCM module geometries implementedur full GEANT model of th
detector embedded in the ATLAS simulation.

the furthest away from the active pixel modules.oTiweasurements of the BCM module noise
were performed. For the first, a random trigger wasd and only one pixel readout unit was
active. For the other, all pixel readout moduleailable were active and the trigger was a 40
MHz clock from the pixel timing module, that simtdd the LHC bunch clock for the pixel
readout system. The BCM module noise was computad baseline fluctuations in a 20 ns
window a fixed time before the trigger — just asl ileen done in the module qualification
measurements described above. The noises measaredalivcompatible with those measured
in the acceptance tests (Ie 1). In particutadifference in noise was observed in any of
the pairs of tests (random trigger and partial lpigadout vs. synchronised trigger and full pixel
readout) or for BCM modules close to (within 10 dim} active pixel readout and those some 4
m away — on the other side of the pixel supporh&a

8. Beam conditions monitor simulation studies

We have developed a full GEA4] model of theNB@etector modules and included it in
the full ATLAS detector simulation. This has alladvas to expand on the simulations used for
the original desigr@] and begin detailed studadsdifferent algorithms that could be
implemented in our readout system. Here we repoithe characteristic BCM responses from
LHC proton-proton collisions as well as those risglfrom protons that have been lost from
the machine. We include a study of module occuani@r single proton collisions, typical of
luminosities of 5x18 cm? s* luminosity and the full design luminosity of (@m? s* where
over twenty simultaneous proton collisions are ek

Our BCM model includes all the material in the miedooxes (see secti&h 3) as well as the
connectors and cables that service the module ctunei of the GEANT volumes simulated is
shown infigure 2J7. This is embedded in a full digion of the ATLAS pixel geometry, which
in turn is embedded in a full model of the ATLASér tracker. Thus, our simulations include
the effect of secondary particles produced anywiretbe ATLAS tracker volume that arrive
within 40 ns of the bunch crossing associated Wighproton collision under study. As one can
see fron] figure 28, the bulk of the particles arat a BCM sensor about 6 ns after the collision
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Figure 28.Arrival times of charged particles produced in VTproton-proton collisions.
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Figure 29. Arrival times of charged particles originating framne 79eV proton incident on the inr
bore of the ATLAS Forward calorimeter. While thésan unlikely loss scenario it does provide a =
of secondary particles incident on the BCM system sintib those that might arise under more rea
beam loss scenarios.

time. Only a small fraction of the particles seerva more than 9 ns after the collision point,
indicating that the production of secondaries frelsewhere in the ATLAS experiment should
not be a significant background. By the same tokeis clear that the BCM readout and
coincidence logic need only consider signals withifew nanoseconds of the nominal arrival
time in order to capture >99% of the hits from isidins.

We have begun rudimentary simulations of the BCkéder systems response to LHC lost
protons[Figure 29 shows the arrival time of chdmgerticles at the BCM stations for five 7-TeV
protons incident on the inner radius of the ATLA@Ward Calorimeter system. While this is not
a likely point of impact for lost protons, it isedr that such lost protons produce tens of
secondaries that traverse the BCM sensors. Wehsestriking characteristic, that about half the
BCM modules are hit 6 ns before the nominal calfistiime. This is from secondaries that are
travelling with incident protons (all particles \te essentially at the speed of light) but at radii
large enough to hit the BCM modules on their \irgg the interaction region. The remainder of
the BCM modules are hit about 6 ns after the nohuokision time as the secondaries generated
by the lost protomeavethe interaction region. We see the same generehdeaistic time spread
for the arrival of particles (>95% within a few ofsthe nominal particle crossing time).
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Figure 30. BCM response to protons lost during LHC machinedtipn. The upper plot shows the
number of BCM hits per proton lost on the TAS cuolitor (solid) or the ATLAS beam-pipe (dashed).
The lower plot shows the distribution of coincideador the same two injection loss scenarios.

A more likely source of lost protons — and one thdk be difficult to detect with other
safety systems in place in the LHC — come durirgitijection of pilot bunches in the LHC.
Here the currents are so low that the standard besstmonitors around the LHC are of limited
use. We have investigated a number of potential $oenarios that include losses to due to the
failure of critical components during injection. &¢e can result in 450 GeV protons (the LHC
injection energy) hitting either the TAS collimatpdesigned to protect the low beta quads and
the experiment or even, in the case of multiple ponent failures, find their way directly to the
vacuum chamber inside the ATLAS experimént. FiR@fshows the BCM hit rates (top) and
coincidence rates for both beam losses on the Tolinators (solid) as well as directly on the
beam-pipe (dashed ). While the coincidence rateshat as large as during LHC collisions at
full luminosity and full machine energy the BCM sitah be sensitive to these losses during the
early stages of injection and thus provide fastifieek.

shows the number of BCM modules hit fosimgle 14 TeV proton-proton
collision corresponding to a proton-protonlisidn luminosity of a 5x18 cm? s, It is
clear that this represents for efficient detectbrcallisions on a crossing-by-crossing basis.
Instead, if we assume that we are dominated bysmwnis we can use the single module count
rates to determine the collision point locationpfdown (ATLASY) or inside/outside (ATLAS-

X) the LHC ring — by comparing the rates from theios stations. We are using our
simulations to quantify how many collisions are essary and with what precision we can
measure the beam(s)yandz positions.
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Figure 31.Distribution of charged particles traversing thgh¢iBCM sensors from a single proton-proton
collision.

60

50

40

30

\II|i|l||\III|IHIiIIII|II||1li|

TS o v TS O] (BT S S R

0

# -nlfparﬁc!t’s

Figure 32. Number charged particles traversing the eight BGviser volumes from a series of full
luminosity (16* cm? s') LHC bunch interactions. An average of 7.8 pagticber bunch crossing are
seen, meaning, on average, one particle hits e&dh Bodule.

shows the number of hits in all eight BGidules at the LHC design
luminosity (16*cm? s%). Here, we see an average of one hit per BCMostatVe are in the
process of including a more realistic model of shregle module detection efficiencies and from
there plan to compute the efficiency for the fordvbackward coincidences among the BCM
stations that would be characteristic of protontgmocollisions. At this stage our baseline
choice will require coincident signals from two BCiModules in each of the forward and
backward directions to robustly identify proton4mo collisions at the full LHC design
luminosity.
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We continue to refine our simulation of possiblaieloss scenarios and collisions and
use these to guide the development of the FPGAritigts that we will use to implement our
coincidence strategies when we see the first beams.

9. Summary

Beam tests of BCM production modules have showh dldaquate performance in terms of
SNR and timing can be achieved with pCVD diamonusees and fast RF current amplifiers.
The modules have undergone final thermo-mechatestd and the best eight were installed on
the Pixel-BPSS in early 2007 which in turn wasatietl in the ATLAS cavern in June 2007.
Testbeam studies of spare modules show a mediaatgig noise of 11:1 for particles incident
at 45-degrees, a performance we expect to be mgetive of the modules installed in ATLAS.
In addition to refining our simulations of the exfed response of the BCM system, we are in
the process of implementing the FPGA logic thatl wi¢é used to identify signals from
minimum-ionising particles and apply the necessaincidence logic to distinguish collisions
from beam-losses. The BCM system will be readyfifst proton collisions at the LHC, where
we will build experience with the actual beam coiodis and provide a stable and reliable
signal of proton loss rates to ATLAS.
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