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ABSTRACT. The ATLAS readout subsystem is the main interfaeeveen ~1600 detector front-
end readout links and the higher-level trigger frifo handle the high event rate (up to 100
kHz) and bandwidth (up to 160 MB/s per link) theadeut PCs are equipped with four ROBIN
(readout buffer input) cards. Each ROBIN attaclethtee optical links, provides local event
buffering for approximately 300 ms and communicatéh the higher-level trigger system for
data and delete requests. According to the ATLASeli@e architecture this communication
runs via the PCI bus of the host PC. In additicecheROBIN provides a private Gigabit
Ethernet port which can be used for the same pargoperational monitoring is performed via
PCI. This paper presents a summary of the ROBINIviare and software together with
measurements results obtained from various tagpset
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1. Introduction

The ATLAS([1] experiment is one of the four largeperiments aimed at studying high-energy
particle interactions at the Large Hadron CollifldiC). The design of the ATLAS Trigger and
Data-Acquisition (TDAQ) system has been documeme@l the base-line data-flow of the
system i. The ATLAS readout subsystem (RO$yresented im], which incorporates the
ROBIN as a key element to handle the high-rateh-bgndwidth input stream from the detector
and to buffer events during the decjsion latencthefHigh-Level Trigger (HLT) system.

A ROS PC is equipped with fouROBIN cards and each ROBIN attaches to three aptic
links and communicates with the HLT system for data delete requests. According to the
ATLAS baseline architecture this communication rwis the PCl bus of the host PC. In
addition, each ROBIN has a private Gigabit Ethepwet which provides an alternative path for
this communication.

A total of 700 ROBIN cards have been produced aadtetl. Installation and
commissioning started in 2005 and finished in 200¥ majority of the ROBINs have been in
use continuously since installation. A low levelhardware problems has been observed on a
few boards, but most have been resolved by firmwasets or replacement of faulty
components. A final production run for another &0ds to satisfy the needs of additional sub-
detectors and test-beds has been completed in ARGQOSE.

! Four ROBIN cards is the typical case. Some ROS4¥Pgng high-bandwidth detectors are equipped
with 3 ROBINSs only, while others serving low-bandi¥i detectors have five ROBINSs.
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Figure 1. ATLAS TDAQ.

In this paper an overview of the ROBIN hardware asuftware and of relevant
measurement results is presented. For furtherrirdton sem] an@l] for system aspe [5],
[6]]and[[7] for design documentatidn, [8] for theew manual and [P] arfd [10] for performance
measurement results.

A glossary of terms and abbreviations used inghjger is given i].

2. Readout system

2.1 Environment

The ATLAS ROS is one of the major components of AT AS TDAQ system 1).
Event data are generated in the detector and sehe devel-1 trigger rate (75/100 kHavia
1600 Read-Out-Links (ROL) to the ROS. The ROS imposed of roughly 160 PCs, each one
equipped with typically four ROBIN cards, which deple the ROS PCs from the high-rate,
high-bandwidth input load coming from the ROLs. Each event one of the level-2 processors
in the LVL2 farm decides whether the event shodddiained using event data requested from
a subset of the detector, the so-called regiomigfrést (Rol). After the typical level-2 latency
of a few tens of ms the event is either markedafmeptance or rejection. Reject decisions are
collected by the dataflow-manager (DFM) subsystem laroadcast to the ROS in groups of
typically 100 events. For an accepted event thenteveilder/switch-farm-interface (EB/SFI)

2100 kHz is the maximum rate (and requires upggeoliparts of the TDAQ system), 75 kHz is the nahiate.
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Figure 2. Schematic overview of a ROS PC with ROBINs conmectd the LeveR and Ever
Builder networks via PCI bus as well as via th&didated interfass.

subsystems builds a full event record from the diftahe entire detector — all ROBINs
including the ones of the Rol regions will be resped in this case — and subsequently marks
the copy of the event remaining in the ROS for tilmhevia the DFM. The requirements on the
ROS are documented fin [12].

All communication between ROS, LVL2, DFM and EB rvia a Gigabit Ethernet (GbE)
network. In the baseline ROS the ROBINs communiocatg with the ROS-PC, via PCI. In the
switch-based ROS scenario ROBINs are additionatnected to the network via their private
GbE port and may for example respond to data regj@esl delete requests over PCl and GbE
concurrently. It depends on the overall systemigomntion how the two interfaces are used.

However, all communication not directly relatedetieent data, for example configuration
and operational monitoring, is always via the P@eéiface. The additional GbE path provides
for extra scalability of the ROS, when the PCI bemches its limitd. Figurd 2 shows the general
arrangement of a ROS PC with ROBINSs.

2.2 Requirements

According t the rates of Rol requests receiblgdhe ROS PCs have been estimated with a
"paper model", where "paper" refers to "back-of-¢m¥elope” calculations. In practice, the
required calculations are done with a C++ progrdihe calculations are based on the
assumption that the Rol rate does not depend on &ml® of the centre of the Rol, but only
on the area im- ® space associated with the Rol. The Rol ratesdoh g@ossible Rol location
and type (electromagnetic shower, jet, single hadmuon) are obtained with a straightforward
calculation. Inputs for it are: the level-1 accegtie, exclusive fractional rates for the various
level-1 trigger menu items, the number and typ&olfs associated with each trigger item and
then-® area associated with the Rol location and type fHtes of requests received by each
ROS PC and the request rates for each ROL areothtained using the mapping of the detector
onto the ROLs, the acceptance factors of the variewel-2 trigger steps, and the Rol rates for



the Rol locations associated with thed areas from which data are requested (Rol type and
detector dependent). The model predicts that ferdisign luminosity trigger menu, for each
level-1 accept on average buffered event fragmevills be requested from 16.2 ROLs
connected to 8.4 ROS PCs, i.e. from on average RsR&er PC for these ROS PCs. This
illustrates that Rol-driven processing is a keyperty of the ATLAS level-2 system. With 1 -
1.5 kByte per fragment and 100 kHz level-1 accafe a bandwidth of ~ 2 GByte/s is needed,
instead of ~ 150 GByte/s for full read-out. Furthere the maximum rate of requests per ROL
by the level-2 trigger is about 5 — 8 kHz, insteddl00 kHz that would be required for full
read-out. The ROS PC takes care of distributinguests to the ROBINs (for each ROL
individually) and of partial event building. The riimum request rate and output event fragment
rate per ROS PC, for level-2 triggering only, apew 20 — 25 kHz for a few ROS PCs; for the
remaining PCs they are less than 15 kHz. The maximata volume to be transferred per ROS
PC is predicted to be less than 35 MByte/s. Not, tH needed, there is some room for
minimizing request rates and data volumes per RO$yinterchanging ROL connections.

Event Building is anticipated to take place at aximam rate of ~3-3.5 kHz with an
associated total bandwidth requirement of 3-5 GBytéh view of possible non-standard
triggers the requirement for the request rate pet by Level-2 and Event Builder) that the
ROBIN should be able to handle has been set tdH2] ike. much higher than the requirements
resulting from the paper model.

3. Development and production procedure

The final ATLAS ROBIN is the culmination of actiiés [[13],|[14] over an extended period at
different institutes. The development process fndivare and softwaréefollowed the standard
CERN rules with prototyping and a number of revieilse design team was formed in early
2002 and developed a prototype design, which waiewed and accepted in October 2002
After the successful production and testhw prototypes the design of the final ROBIN
was developed and reviewed in May 216]. Ihisamples of the final ROBIN became
available in Feb 2005 and confirmed the performamqeectations. Subsequently the ROBIN
passed the production readiness review (PRR) irtiM2005 [17].

The production of the 700 cards was divided in hatves, produced at sites in the UK and
Germany. In the UK the main production was heldl anpre-seriesbatch had been produced,
to gain experience with the UK production site émghrovide ROBINs for a 10% “Pre-Series”
TDAQ system. The German part was ordered immediaaftler the PRR, as all previous
prototypes and samples had been produced therez&tman production was completed in Oct
2005, the UK production in May 2006. In Sept 2006 tajority of ROBINs was installed in the
160 ROS PCs procured so far. A final production @tidO cards has been performed in August
2007 at the German production site and the boards been tested in early September 2007.

® Hardware relates here to the physical device hrdvHDL code for the FPGA. The production and
assembly of the PCBs was done by external companies

* Software relates to four distinct areas: boot-#waghd application running on the ROBIN, deviceelri
and applications running on the host PC.

® A pre-series ROS system was built in order toedston a 10%-system. The pre-series ROBIN batch
was 50 cards.
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Figure 3. ROBIN Block Diagram.

Figure 4. The ROBIN card. The connectors at the left (fromp to bottom) are for Gigabit
Ethernet (electrical connection) and for three HORAinks (optical). The FPGA is at the center
of the board (part labelled with "Xilinx"), the ghbelow it is the PCI bus interface, immediately
right of the PCI interface the PowerPC 440 micrdidler can be seen. The connector at the
right is for the 100 Mbit Ethernet connection oé thRowerPC. The left connector of the pair of
connectors at the lower right corner of the boardvides an RS-232 connection to the
microcontroller. Just above the FPGA is a conneicioa mezzanine board.

4. Hardwar e design

The hardware of the ROBIN device, showt in figuféssbased on two main elements: a Xilinx
Virtex-1l 2000 Field-Programmable-Gate-Array (FPG in a 896-pin package and a
PowerPC PPC440GP microcontrol9] operated atoek frequency of 466 MHz. 1/O-

interfaces and buffer memories are attached t&~B®A, seq figure]3. The FPGA handles all
real-time, high-rate and high-bandwidth functioti® processor performs book-keeping and
less time-critical functions. Each channel ownsedicated input port, a buffer memory and



independent resources inside the FPGA, to avoi cks. Multiplexing of the channels
towards the output interface is done by the DMA#eetn the FPGA.

The FPGA is attached to the external bus of the @RdJall communication runs via first-
inffirst-out (FIFO) and dual-ported (DPR) memoneraents, embedded in the FPGA. The
connectivity to the ATLAS detector is provided thyde read-out-links (ROLSs), following the
HOLA S-Link specifications[ [20],[ [21]. They are iftemented with 2 GBits/s optical
transceivers, discrete serialisers / de-serialiSEHKZSOl and an S-Link protocol engine
embedded into the ROBIN FPGA as a VHDL core.

The PCI interface uses a discrete PCl-to-local biidge device PLX PCI9656¢ [23]
attached to the FPGA. The PCI-side operates aitd466 MHz while the local side is only 32
bit wide and limits the maximum throughput to 26/8. The electrical Gigabit Ethernet
interface uses a discrete Marvell Alaska Ultra+8&EIS transceiver (PHY) [24] and a media-
access-controller (MAC) embedded in the FPGA. Tarenection to the HLT farm (level-2 and
EB/SFI) can run over both PCI and GbE interfacesuaaently.

Data coming from the ROLs is stored in SDRAM busfé84 MB per channel). Additional
memory is available for the FPGA (512 kB static 3RAs network packet buffer) and for the
processor (128MB DRAM as main memory, includingfeumanagement data structures).

Low-level control (e.g. reset, JTAG) of the boaml accomplished by a Complex
Programmable Logic Device (CPL[ES] device. AlMB8 FLASH memory stores the boot-
code for the processor, the FPGA bit stream andesenvironment variables. In addition it
provides a one-time-programmable sector for sadaiber and manufacturing information.

Factory programming is done via JTAG by first loagithe CPLD device. The FLASH
memory can be loaded subsequently either from g&3@idbugger attached to the processor or
via PCI, using a special configuratign file for tRRGA. The FPGA can be configured by one of
three interfaces: a separate JTAG portthe CPLD JTAG connector, a JTAG port emulated b
the PCI bridge or a JTAG port emulated by the CPU.

An 80 pin connector is available to add mezzanioardls providing extra functionality.
The connector has 50 single-ended signals, oné aipek and one 66 MHz output clock.

The built-in Ethernet port of the processor is edub an additional RJ45 connector at the rear
end of the PCB. This interface can be used by appte OS-software in stand-alone operation.

5. Functional description

The FPGA receives events fragments from the ROldsshores them in the associated buffer
(). A paged memory layout is used to sfoagments, with a programmable page size.
Possible values of the page size are between InkB128 kB, the typical value is 2 kB. Free

pages are provided by the CPU via a Free-Page-fHP®), which takes up to 1k entries. For
every incoming fragment a new page entry is takemfthe FIFO, which gives the starting

address for that fragment in the buffer memoryth# size of the fragment is larger than one
page, subsequent entries are taken from the FRFragment size at this stage is only limited
by the number of available free pages. When a afydl or the fragment itself is complete, the

page information (starting address, length andistas written to the Used-Page-FIFO (UPF),
from where the CPU picks it up. The UPF can bu#®® page records with 4 words per entry:
page info, level-1 event identifier (L1ID), statasd run-number. The FPF and UPF for every

® PCI and GbE have separate, independent DMA engines
" This JTAG port is used only during factory testtngerify the functionality of the FPGA
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ROL are separate and independent. The UPF stathsdés error information related to
fragment transmission quality and format.

The CPU picks up the informatian from the UPF aadgyms the bapk-keeping. A fragment
is identified by its 32 bit extended L1HByhich is in general monotonicﬁj?ncrementing. To find
quickly the information related to a L1ID a simpleshing algorithm is used:

1. Ahash-key is created from some (typically 16) lowis of the L1ID
2. All pages with the same key are stored in a linlksd

The time to find a fragment is determined by therage search depth in the linked list.
With 20 bit~" hashing the entire range of L1ID for a 0.1 Hz éx@unter-reset (ECR) rate is
covered and the probability for multiple entriewvésy low, leading to an average search depth
of close to 1. If a duplicate L1ID is recognizeke tpages allocated for the previous fragment
are freed and the new fragment is entered at aloeation. The new fragment is marked as a
“duplicate”, in the ROB status field. Finally theogessor periodically moves free pages from
the list of free pages to the FPF. Fragments witbre (e.g. invalid format) are kept, provided
they appear to have at least a proper L1ID.

® The ROBIN firmware supports the use of a secontiBfield called run-number to identify fragments,
thus having a 64-bit identification mechanism. Teisture is not yet used by the ROS software.

° The 24-bit primary L1ID is reset by an event cenneset at a rate of 0.1 to 10 Hz. The resets are
counted and the value is mapped into the mostfgignt byte of the L1ID field. The combined field i
called extended L1ID.

19 A large number of hash-bits reduces the timertd & fragment, but it badly affects the performanice
garbage collection and other maintenance functiéissthe number of stored fragments cannot exceed
64k it is a good compromise to use 16 bits onlytiierhash-key.



The ROL buffers are accessed in a virtual dualggbifiashion, using fixed time-slice
arbitration (1:1) for WRITE and READ paths, in ord® guarantee full input bandwidth
(160MB/s according to the S-Link specificatiarDuring normal operation access to the buffers
is done in write-only mode from the ROL side oréad-only mode from the DMA side. There is
an additional path available, which allows the GBWrite and read data, however this interferes
with the other interfaces and is used only durglftest or in S-Link emulation mode.

Sending messages via PCI to the ROBIN is a 2 gtegeps. First, message data is written
to a DPR (see pagE 6) in the FPGA. After the entiessage has been written, a message
descriptor (single 32 bit value) is written to &6, specifying offset and length of the message.
The size of the DPR is 2 kWords (8 kB), the siz¢hef FIFO is 32 words. Using a DPR for the
message enables the ROBIN-CPU to use a pre-fetdhisgaccess, which provides a better
performance compared to reading all data from ®FIF

The GbE message interface uses basically the saemhamism. The FPGA receives
Ethernet packets and transfers them directly im¢oetxternal static memory, which is organised
as a ring-buffer. In addition, it writes the pacKetscriptor (size and offset in the memory) to a
FIFO. A flow-control message is sent when the numbiie messages in the FIFO or the
occupancy of the memory reaches a hard-wired thiésh

Responses are sent from the CPU to either PCI & & separate DMA engines in the
FPGA (PCI exampld;: figure] 6). The handling is ideadtin both cases and comprises:

1. Write DMA descriptor to DMA FIFO, specifying headdata size, buffer data
size, buffer offset and ROL channel number. For,RB& destination address
descriptor is given as well.

2. Write header data (if any) to DMA FIFO

After step 1 the DMA engine starts to evaluate descriptor, then fetches the specified
amount of header data (if any) from the FIFO amvéods it to the output interface (MAC or
PCI). When all header words are processed, data the buffer (if any) is appended. The
DMA FIFO has a size of 512 words, so multiple rem@s can be queued for the DMA engine,
without blocking the CPU. The GbE DMA engine has #fility to terminate the header section
on an odd 16 bit boundary (= suppress the uppebits6of the last header word), which is
required to run IP over Etherrét.

The CPU performs operational monitoring on a vgradtitems, e.g. number of fragments,
number of messages, fragment size histogram, boé@upancy histogram, etc. Extensive error
checking is done as well, both by the CPU and tPéA.

The FPGA compares the actual length of an evegirfeat against the length information in
the header field. An eventual mismatch is flaggethe CPU. In addition, the FPGA calculates a
CRC on the entire fragment and appends the CR@ valthe last memory page of the fragment.
This CRC can be used to verify data integrity wtienevent is further processed upstream.

The CPU checks for format errors indicated by tiR&R, minimum fragment size and
incorrect sequence of the event-id. Fragments @sediscarded at this stage, when they contain
both a sequence error and one of the other errors.

1 The optical links operate at 2 Gb/s (= 200 MBy¥g)jch is more than the nominal 160 MB/s of the S-
Link specification. The available memory bandwid¢hin the order of 450MB/s per channel, thus
significantly higher than the worst-case of 200 BIBM plus 200 MB/s OUT.

2 The Ethernet header is not 32 bit aligned, butdiéer 14 or 18 bytes, depending on the existefice
the VLAN field.
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The CPU can perform a “garbage-collection” opergtizvhich removes all left-over
fragments outside a validity range. The range éstified by the host PC, when it requests the
garbage-collection.

Statistics and monitoring information is availatdehe host PC via the message interface.

After power-up the processor loads the ROM morifitom the FLASH memory. At the
end of the initialisation sequence it checks théA&H environment variables, which should
contain a command to load the ROBIN applicationmfrine FLASH. The ROBIN application
then configures the FPGA with the bit-stream frobtABH and performs self-test and final
initialisation. This procedure is sufficiently glito bring the ROBIN into full operation while
the host PC is still busy loading the operatingesys

6. ROS software

The software running on the ROS PCs is based otOlWanager (IOM) framework, also used
for the ROD Crate DAQ (RC) [26]. It consists ofraulti-threaded C++ program using Linux
POSIX threads. The configuration and control of R@@S software is similar to that of the ROD
Crate DAQ. Here we concentrate on the threads vegbin the data flow for which the thread
structure is sketched |n figure 7.
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The receipt of a message from one of the levelgdér processors or Event Building
nodes activates the trigger thread (it may alsadiezated by an internal “event” in case of
emulation of the reception of messages). The tritigead creates a request object, specifying
the action to be executed according to the typecamients of the message, and posts it to a
gueue. The action can consist of requesting the IR®Bo delete event fragments or of the
retrieval of one or more event data fragments ftoenROBINSs to be sent back to the requesting
node. The request objects are retrieved from tleeigly request handler threads. Each handler
handles one request at a time, but different hamdlan work in parallel in order to achieve
better CPU utilization. The number of threads isfigurable. In case of data requests, the
request handler thread builds a larger fragmenn ftbe event fragments received from the
ROBINs (as described in the previous section, tRBRIs transfer the requested data from
their buffer memories to the memory of the PC) antput it to the destination specified in the
request object.

7. Performanceresults

There are different views on the performance ofRGBIN. The very basic parameters are the
processing times of the two time-critical taskagment handling and message processing. The
latter is quite different for PCl-based and netwbdsed messages. Bandwidth limitations come
into play when the ROBIN operates at high requagtst. For a typical baseline ROS the system
performance is largely dominated by the PC itself.

Stand-alone performance measurements have beenedbtar two scenarios, PCl-based and
network based. The initial network-based setugferPRR has been done using a custom protocol
on top of raw Ethernet packets. Later-on the cugtmtocol was replaced by standard UDP.

The typical stand-alone PCI setup is derived fiagare 2 by driving the S-Link inputs
from a separate PC, which generates event fragnoémmisogrammable size at the maximum

- 10-
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spee@of the physical link (2 Gb/s). A test program lre thost PC requests fragments from the
ROBINs at a variable ratid. Figurd 8 displays trgi‘cprmance of a ROBIN with 3 active

channels for different fragment sizes and req For fragment sizes of 1600 bytes and
larger the L1-rate is limited by the S-Link band for low request ratios and by the PCI

bandwidth for higher request ratios. For smallagfent sizes (up to about 1kB) there is a
linear region with a constant slope, defined bygbdormance characteristics of the ROBIN.

For 100 kHz L1-rate and 1 kB fragments the maxintatal request rate is around 80 kHz,
which equates to approximately 27 kHz per chanflek ROBIN performance in this area is
characterised by 2 basic parameters: the timequired to process the incoming fragments
(including the time to delete them) and the titméo respond to data requests. In the recent test
setup the model parametersvere measured as ~ 4.6 us andf ~ 6.1 pus. The data point
marked as “Worst-case ROS"” corresponds to an Reldfi 2.7 ROLs at design luminosity. The

3 Hence the rate can go above the nominal 100 ldiZrdgments up to 2 kB.

4 Note: the X-axis shows the combined rate of regfeesall 3 channels. Every channel has one third o
this rate.

!> These measurements were done using a remoteatate sind an optical S-Link with a bandwidth limit
of 200MB/s. One item was measured using the intelata generator with a bandwidth limit of 264 MB/s

16 parametetf is calculated for 3 ROLs, while is calculated per ROL.

-11-



data request ra@per ROBIN channel in this case is around 6 kHzftypical fragment size of
1 kB. The data point marked as ,Extreme ROS” cquesls to exotic trigger scenarios like an
inner-detector scan at 18 k@?]. The performanita typical baseline ROS system with 4
ROBINSs is somewhat above the worst-case point. Hewkr an extreme scenario, the number
of ROBINs per PC or the number of ROLs per ROBIN twabe reduced.

The typical stand-alone network_setup is againvéelrifrom, by adding the same
data source on the S-Links plus 2 tached to the network switch. All data and delet
requests are then sent via the switch tq the RQ®iMork interface. Using the custom network
protocol the parameters were foufjith betr ~ 9.3 ps andf = 5.24 ps, which leads to
approximately 17 kHz request rate per channel & W8z L1-rate. The increased request
processing time is explained by the additional bgad required to decode and encode the
network messages.

8. Conclusion

The ROBIN has been successfully developed, builtiastalled into the ATLAS TDAQ system
and is heavily used in the current commissioninghefATLAS detector. For the baseline PCI-
based readout architecture the performance regeitsmare easily met. Concerning the
network-based readout a realistic test-setup hagatdeen established. However, the available
results indicate that the ROBIN performance ieast close to the worst-case requirements.
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