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Abstract

Widespread use of polymeric insulation has motivated interest in under-
standing the physics associated with the electrical aging process. Under
DC bias, materials such as polyethylene (PE) and poly(methylmethacrylate)
(PMMA) have been known to accumulate space charge. As charge builds up
within the bulk, the electric field becomes modified with regions of higher
and lower field. Detection of the accumulated resident space charge profiles
resulting from electrical stress gives insight into breakdown and loss mecha-
nisms of the material.

This thesis presents the Electrically Stimulated Acoustic Wave (ESAW)
method of determining space charge profiles in polymeric insulation. The
method is a non-destructive means of observing one-dimensional space charge
accurnulation, in-situ, during electrical excitation. ESAW was used to ob-
serve the effects of DC electric field in samples of PE and PMMA.

Polarization was observed at all temperatures measured between 20 and
90° C with fields applied from 1 to 4% in PMMA. Heterocharge extends
deep into the bulk of 3 cm thick samples. Negative charge injection appears
to increase with temperature above 40° C. At a temperature as high as
90° C, cathode injection overwhelms the positive heterocharge producing a
net negative charge within the sample, and continues until the surface field
is substantially reduced, demonstrating a space charge limited condition.

PE exhibits cathode injection at every temperature measured between 20
and 60° C. At higher temperatures, the conduction appears to become space
charge limited once the injected charge increases sufficiently. Evidence of
bulk polarization in PE only appears at a temperature as low as 20° C



A virtual cathode condition was imposed on PMMA samples by shallow
implantation with an electron beam. The charge was then imaged across
the unirradiated side with a DC voltage. The voltage needed to cancel the
surface image charge was determined using ESAW. This set of experiments
allowed the testing of bulk properties of the plastic without influence from the
electrodes. Using the virtual cathode data, in combination with experiments
of other researchers, approximations have been made for the density of states,
electron mobility, equilibrium trapped charge concentration, and the effective
activation energy.

The conduction in PMMA is consistent with a polaron transport theory
within the material and agrees with conductivity results from previous works
of other authors. Contributions of this work include: the development of a
method for detecting distributed space charge in polymeric insulation with
a better resolution than any other available technique, the construction of a
density of states model for PMMA, and a unique way to distinguish space-
charge-limited from injection-limited currents in insulators.
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Thesis Co-Supervisor: Professor Stephen D. Senturia
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Chapter 1

Introduction

Polymeric insulators are made of covalently bonded molecules with tightly
constrained valence electrons. These materials are mostly amorphous and
can not be easily described through the formalisms of crystalline physics [1].
Insulating materials conduct electricity so weakly that stored charge may
persist within the bulk for days or even years. Since polymeric insulation is
extensively used, understanding how and why they store charge is imperative
to produce improved materials.

The electrical behavior of covalently bonded amorphous molecular solids
are generally not well characterized because of the large number of param-
eters needed to describe the density of electronic states and the limited
number of tests one can perform to observe them [2]. Imposing external
stimuli such as light and electrical fields at different temperatures may gen-
erate detectable current densities across the material. The external current
can give some indication of the microscopic processes involved when fit to
certain models for their behavior. The dynamics of space charge build up
within the bulk of an insulator can not be measured uniquely from purely

external measurements. Without knowing the space charge distribution and
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the current through an insulator, it can not be fully characterized for a given
set of stimuli.

The most common geometry for measuring the conductivity of an in-
sulator is a pancake structure. Circular metal electrodes are deposited on
either side of a thin sample of insulation to create an essentially uniform
electric field between the plates for an applied quasistatic voltage, keeping
the dynamics one dimensional. .

In the presence of space charge accumulation within the insulator, the
electric field will not be uniform across the sample. The integral of the field
between the electrodes is constrained by an applied constant DC excitation,
so space charge within an insulator will impose regions of higher and lower
field as compared to a uniform E-field in a space-charge-free sample with
uniform dielectric permittivity.

A failure caused by an excessive localized E-field due to space charge
accumulation can be irreversible and hazardous in certain high voltage situ-
ations; yet, there is no consistent way to predict how charges arrange them-
selves within an insulator before a breakdown occurs [3]. Determining the
space charge distribution within an insulator while it is being stressed would
allow one to observe the aging process before a breakdown occurs. This
could help evaluate ways of preparing insulation which does not ultimately
accumulate charge while stiil functioning as an insulator.

The goal of this project has been the quantitative electrical character-
ization of polymeric insulation by a non-destructive, in-situ, measurement
of bulk charge distributions. The technique employed in this work is rela-
tively new and is called the Electrically Stimulated Acoustic Wave (ESAW)

method [15]. This method uses an ultrasonic detection system to measure
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the one-dimensional charge distribution residing in a polymeric insulator.
Details of the detection scheme are described in chapter 2.

Knowing the bulk space charge profile throughout the electrical excita-
tion process can provide a better understanding of the physics involved with
the microscopic charge transport. This work is primarily concerned with the
electronic structure of poly(methylmethacrylate) (PMMA) and polyethylene
(PE) as determined from poling samples with a constant voltage between
room temperature and the glass transition temperature. The combination of
ESAW poling data with tests including implanted electron charge, and the
works of other authors, will provide an approximate model for the electronic
structure.

In order to manufacture more durable insulators, an understanding of
the charge dynamics under operating conditions is required. By observing
the changes in localized charge concentrations caused by known external
conditions, one may be able to model the conduction and breakdown mech-
anisms more appropriately [3]. The added insight of ESAW measurements
will allow one to make better predictions of the charge accumulation pro-
cesses affecting the material.

The following section will describe several in-situ experimental methods
that have been shown to determine space charge profiles in polymers (7).
A comparison will be made between the different techniques by describing
a figure of merit relating the sensitivity to charge measurement and the
resolution capability for detecting spatial variations. An overview of the

remainder of the document will follow that discussion.
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1.1 Profiling Space Charge (Background)

Two destructive techniques involve invasive probing, one by physically al-
tering the surface with electron beams [8], the other by diffusing chemical
solvents [9] to liberate trapped charges. The probing depth is determined
from the knowledge of the penetration depth, while excess current results
from liberating charges within the sample. Detection of the current with
penetration depth provides a profile of the resident space charge. These
methods can not be repeated on the same sample, limiting their usefulness
for measuring charge dynamics.

A class of thermal transient tests are also used to profile space charge
distributions. These experiments may be performed repeatedly on the same
sample; although, the trapped charge is liberated after an experiment has
been performed. This class of probing techniques also can not be used to
measure dynamics of space charge motion. These experiments include the
Heat Pulse technique [10], and the modification called the Laser Intensity
Modulation Method [5]. Both methods are presumed to distinguish polar-
ization from fixed charge; however, their continuous dynamics can not be
monitored.

Several non-destructive profiling techniques are useful for transient anal-
ysis because they may be be performed repeatedly on the same sample dur-
ing a charging process. Space charge that accumulates at many repeated
experiments performed over regular time intervals can be compared to one
another, adding the time dimension by which one may monitor charge dy-
namics. The time dimension is critical for identifying the behavior of micro-
scopic charge motion for the purpose of modeling conduction mechanisms.

Every profiling technique offers its own contribution to understanding

18



the behavior of charge motion in insulating materials. Some techniques are
preferable to others depending on the thickness and composition of the sam-
ples being tested. Every probing method is limited by its ability to resolve
charge layers within two limits: the sensitivity to charge density and the
ability to resolve spatial variations. Both quantities should be minimized
for any technique allowing the factor, R, defined here as the product of the
smallest detectable charge density and the narrowest spatial resolution, to
be a figure of merit appropriate to resolving a charge profile. The units of R
are charge per unit area, so normalizing to c—':% allows one to compare mea-
surement techniques to each other. This definition suggests that a smaller
R represents a more sensitive technique with narrower resolution.

The figure of merit hides the applicability to sample thickness. For
example, the pressure step technique is only applicable for samples thinner
than a few microns, whereas the Kerr-effect technique requires a sample that
is at least several centimeters long and no thinner than a few millimeters.
Both of these methods will be presented, along with the other repeatable
methods. Some of the fundamental limitations of each technique will also be
discussed [7] in order to justify the ESAW method as an appropriate method
for observing the space charge profiles in the tested polyethylene (PE) and
PMMA samples.

1.1.1 Contact Electrification

One basic technique used to measure the net charge moment of an electret
is to place a sample with one removable electrode in a vacuum and measure
the variation of induced surface charge with electrode separation. This is
schematically illustrated in Fig. 1.1 with the electrode separated from the

sample by distance d;. The fixed parameters d, €; and €;, determine the
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Figure 1.1: Static configuration of a charged insulator between two elec-
trodes (7]

charge, 0,4, on the movable electrode with the electric field E, by
Oq = —€1 E1

and varies with electrode displacement. When the electrode is very far away
from the charged insulator (d; — o0), the electric field, and the surface
charge on the upper electrode approaches zero. The induced current through
the meter equals the change in charge with time as the electrode distance
d; is changed.

This technique, and variations of it, allows one to measure the net charge
and first moment by assuming that all the charge is concentrated in a single
sheet [11]. No details of the space charge distribution can be obtained by this
method; however, it is adequate for determining the induced sheet charge
at or near the surface of a thin film [12].

The most important application of this method has been to determine
the triboelectricity [4] caused by contacting a metal to a polymer. By con-
tacting metals of different work functions to a polymer and detecting the net
induced charge, many details of the density of electronic states distribution
have been found [50). By performing this same experiment on samples of

different thicknesses, a penetration profile has also been inferred.
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A figure of merit for this technique would have little meaning since no
details of a bulk charge distribution are observable. This method has been
successfully applied to samples of micron thickness to millimeters [11] and

used to learn about the charging behavior of electrets.

1.1.2 Kerr Electro-Optic Effect

A second method, which can be performed only on transparent samples,
uses the Kerr electro-optic effect to ﬁrobe electric field concentrations in a
non-linear electro-optic material [13]. A schematic of a typical system is il-
lustrated in Fig. 1.2 for measuring the field distribution in a PMMA sample
exposed to an electron beam radiation. The laser system measures the field
between two plates by observing the electrically induced birefringence. An
electro-optically non-linear property of many materials is the Kerr effect,
which alters the material index of refraction to polarized light propagat-
ing in the direction of the internal field as compared to light propagating
perpendicular to the field.

A monochromatic polarized laser propagates visible light through a ma-
terial with a finite Kerr coefficient and electric field. The signal will emerge
out the other end with a phase shifted polarization. The phase, ¢, is related
to the E-field by

¢ =2nBL x E?

where L is the sample length through which the laser propagates and B is
the Kerr constant (B = 2 x 10-1%% For PMMA) [13]. The resulting phase
shift is monitored with two video cameras through perpendicular polarizers.

Intensity variations of the collimated light across the sample are mea-

sured by a microcomputer after being recorded on a standard video cassette.
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The variations in grey scale are used to determine of the E-field at each point
in the video display, giving a 2-dimensional E-field profile. The total polar-
ization change of the laser through the sample is proportional to the length
of the sample, perpendicular to the video monitor. A longer sample is more
sensitive to variations in field and will provide a more detailed output [14].

The electrically induced birefringence of an amorphous material is inde-
pendent of its physical orientation since there are no crystalline planes to
consider. As long as the material under test is homogeneous and free of
crystalline order, the Kerr effect only depends on the field perpendicular to
the direction of laser propagation and the length of the sample. The Kerr
constant is the first order approximation for the electro-optic non-linearity
causing a field dependent refractive index. For many insulating materi-
als, this parameter remains proportional to the square of the field intensity
and is used routinely to monitor the E-field in liquids and transparent di-
electrics [13, 14].

The spatial resolution of the field density is limited by the magnification
and pixel density of the video screen. This system is, consequently, limited in
its ability to resolve a space charge distribution by the accuracy of taking the
spatial derivative of the noisy E-field data. Consequently, various smoothing
techniques must be used to achieve a reasonable result. The best resolution
using the Kerr effect for space charge measurementsin PMMA is reported by
Hikita et.al {16] who measured 920 l‘m;l% with a signal to noise ratio SNR =
25, resulting in a sensitivity-resolution product

R~ 70_11_02'
cm

allowing for a minimum detectable charge with SNR = 2. The figure of

merit for detecting space charge is deceptively high since this method has the
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Figure 1.2: The measurement system of the electric field distribution using
Electro-Optic Kerr effect [16]

advantage of recording a 2-dimensional profile. This technique is sensitive to
field, not to charge, and this figure of merit is not appropriate for measuring

internal electric field concentration.

1.1.3 Pressure Wave Pulse

The earliest technique developed to profile space charge in one-dimension
is the Pressure Wave Pulse method [17]. A high intensity laser pulse is
aimed at a metal target which absorbs the energy. The quickly expanding
metal launches a short but intense pressure pulse into the dielectric. As
the pulse propagates through the sample, embedded charges are perturbed
by the strained material in the presence of the traveling pulse. If the local

molecular displacement from equilibrium is u, then the strain, S(z) is defined
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Figure 1.3: Schematic setup and geometry of the experiment for (a) two-
sided-metalized and (b) one-sided-metalized samples where V,I represent
current and voltage sensors [18].

as

du
S(:z:) = E

If space charge is fixed to the molecular lattice, then the charged mate-
rial will experience the same displacement when the wave approaches. The
microscopic motion of fixed charges due to the strain pulse will cause a
displacement current a: the electrodes. This current can then be detected
directly, or integrated to produce a voltage waveform which can be detected.
The apparatus is shown schematically in Fig. 1.3. The pressure pulse prop-
agates from the front electrode to the rear while the current or voltage is
measured across the sample. The output is recorded with time as the pulse
moves through the sample in either the open or short circuit configuration.

The open circuit voltage is proportional to product of the electric field
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in the dielectric and the width of the pressure pulse 7, as given by
V(t) = —(2 - e 1)xPcrpE(z) (1.1)

where x is the compressibility of the material, P is the pulse pressure, c is
the velocity of sound, and z = ¢t is the position of the pulse within the
sample [18]. Differentiation of the open circuit voltage waveform gives the

short circuit current, producing a signal proportional to the bulk charge p(z)
-1 2, A
I(t) = (2 - € )xPc*rp—p() (1.2)

where A and s are the sample area and thickness respectively. Gerhard-
Multhaupt [19] presents a thorough analysis of this technique.

The use of narrower pulse widths have improved the resolution to =~ 2um,
and may become narrower in the future [20]. However, as can be seen in (1.1)
and (1.2), a narrower pulse gives a smaller signal. Hence, the figure of merit

remains the same at [20, 18]

R = IOn—C2
cm

Low Density polyethylene (LDPE) samples as thick as 2 mm were measured
using this technique, where the same figure of merit has been achieved with

wider resolution [22].

1.1.4 Pressure Wave Step

An alternate way to measure the electric field profile, similar to the pulse
method, is by probing the short circuit current waveform with a Pressure
Wave Step excitation. The acoustic propagation is identical to the previously
discussed technique, except a sharply rising pressure step moves through

the material. A step excitation produces an output proportional to the
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integral of its corresponding pulse excitation. Integrating (1.2) with x gives
an expression for the E-field within the material by applying the integral

form of Gauss’ Law

E(z) = /_ ’; "—(fldg

resulting in an expression for the electric field E(z) from the short circuit
current waveform. This is the same expression as the open circuit volt-
age waveform with a pulse excitation (1.1), except 7, represents the step
risetime.

The acoustic transit time across a sample is equal to the velocity of sound
times the thickness. An acoustically homogeneous material will propagate a
planar wave packet from one end to the other in a time defined as the acoustic
transit time. If two materials have different thicknesses and velocities of
sound, but have the same transit time, they can be said to have the same
acoustic thickness. This notation will be convenient when comparing the
relative transit times of different materials in the same acoustic propagation
path.

Pressure step excitation is accomplished with a transducer that is acous-
tically thicker than the sample being tested. The apparatus of Fig. 1.4 uses
an X-cut quartz or a 36° Y-cut LiNbO3 transducer, excited by a 100 ns
long pulse whose risetime is < 300 ps [23]. The electric field across the
transducer launches a uniform pressure wave toward the thin sample. As
the resulting wavefront propagates through the dielectric under test, a high
speed recording scope monitors the current, I(t), waveform.

The thickest sample one can measure is limited to the generated pulse
width divided by the velocity of sound in the dielectric under test. For a
pulsewidth of 100 ns, and velocity of sound in PE approximately equal to
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Figure 1.4: Schematic assembly of the Pressure Wave Step apparatus in-
cluding the sampling scope [23].
2 £2, the thickest sample one can profile is 200 um thick. The authors who
first developed this technique [23] determined a sensitivity of

nC

R=20m

for sufficiently thin samples.
This technique is not as reliable as the Pressure Pulse technique for

samples thicker than about 100 um since it is difficult to get a true step for
signals much longer than about 100 ns. The sensitivity is lower; however, the

resolution for observing large charge densities in films thinner than ~ 100 um

is superb.
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1.2 Overview

The remainder of this document will present the work performed to develop
the ESAW method of probing space charge in poly(methyl methacrylate)
PMMA and polyethylene (PE). Chapter 2 is a discussion of the experimen-
tal setup and details of the charge probing system. ESAW is an a.c;ustic
technique based in principle on the dual of the pressure pulse technique. An
electrical impulse excites trapped space charge to produce a pressure signal
which then propagates through an electrode. The acoustic signal is then
detected by a piezoelectric transducer after a delay. The received acoustic
signal carries the space charge information which is processed to visualize
the original charge profile.

The acoustic system will be described including computer simulations
and calibration data to demonstrate the applicability of this method to

samples as thick as nearly 1 em. The figure of merit will be shown

in the section describing the system calibration. Evidence for the linearity
and range of reliable charge concentrations will also be mentioned.
Chapter 3 contains the plots of several profiles after having been exposed
to various poling conditions, demonstrating the range of profile shapes that
can result in PE and PMMA and how ESAW is able to detect them. Chap-
ter 4 presents the time resolved distribution profiles of samples poled at
temperatures below glass transition and fields between 4 and 4OK—C,X-. A de-
scription of how an electron beam implanted charge layer was used to impose
a space charge limited virtual cathode within the bulk of a PMMA sample

is later discussed in chapter 4, followed by the experimental findings.
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The results of chapter 4 will be shown to offer insight into bulk trans-
port mechanisms in Chapter 5, where the data will be combined with other
published works. The results of optical absorption, X-ray spectroscopy and
triboelectrification experiments will be used to build a simplified band di-
agram for the electronic structure of PMMA. The band diagram will be
shown to fit with published I-V data and the results of this investigation.

29



Chapter 2

ESAW Method

The technique developed for detecting space charge profiles in dielectric
materials is the Electrically Stimulated Acoustic Wave (ESAW) method.
Sheets of plastic insulator stock, on the order of a few millimeters thick, are
electrically poled by applying a constant voltage at raised temperatures for
hours or days, accumulating space charge within the material. The poled
samples are periodically placed in the ESAW apparatus at room temperature
to determine the effects of the field by observing the resulting space charge
accumulation. Comparing the profiles of a particular sample at different
times throughout the accumulation process allows one to gain insight to the
charge dynamics which have taken place.

This study is concerned with one-dimensional pancake geometries. The
charge accumulations, E-fields, and acoustic wave propagations will be con-
sidered constant in the z — y plane, varying only in the 2-dimension. A
diagram of the apparatus is shown in Fig. 2.1, with a sample placed in the
detection equipment.

The detection scheme is based on the Lorentz force law. An externally

applied pulse field induces a perturbing force density on the material in the
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presence of resident charge. A time dependent mechanical force density (Fp)
results from the charge density, p,(z), at every point within the sample times

the perturbing Laplacian field E,(t) results.
Fo(2,1) = pg(2)Ex(1) (2.1)

which becomes the driving force that propagates a stress wave T,(z,t) from
every point across the sample (0 < z < d). The time dependence of the
excitation field is a square pulse voltage Vp, applied across the sample thick-
ness d

E.(f) = %At&(t) (2.2)

where Até(t) is the short duration time dependent approximation for a pulse
of width At. The relation (2.1) describes the time dependent fraction of the
excessive force in the system which propagates as an acoustic wave that
can be detected by a piezoelectric transducer on the other side of the lower
electrode.

A distributed charge density, p(z), within an insulator will be fixed for
times much shorter than the dielectric relaxation time 7. = Z. As long as
the perturbation is applied for a negligible time compared to 7, the applied
field will not affect the charge distribution. A perturbing electrical pulse that
is much shorter in duration than the acoustic transit time of the material

At<<i

)
will produce a stress wave that closely resembles the charge distribution
profile. The induced stress at every point across the sample propagates
away without interference from neighboring charges, allowing the applica-
tion of superposition principles for determining the one-dimensional charge

distribution.
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Figure 2.1: Diagram of the ESAW charge profiling system.
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The stress signal produced by a charge density excited by a perturbation
field E,(t) propagates at the velocity of sound v, and the charge density
returns to its equilibrium position once the field is removed. The resulting
acoustic time signal is related to position by the velocity of sound within
the sample .

Zrel(t) = v,t

where z,¢(t) is the relative position in the sample with respect to the lower
electrode boundary since signals are detected from the lower to the upper
electrode. The delay time for a signal to propagate from the lower electrode
boundary to the detector is Tgerqy (see Fig. 2.2). This is the relative position
due to the adjusted time, t = t' — 7414y, Where t' represents the time after
the pulse is applied. Thus, 2, across the sample corresponds to the time
between the electrodes 0 < 2,4 < d.

The dielectric permittivity, conductivity, and acoustic properties must
also be uniform within the time frame of the applied electrical pulse to insure
that the detected acoustic response faithfully reflects the embedded charge
profile. Under these assumptions, (2.1) gives the total acoustic excitation
from a distributed charge density perpendicular to the axis of excitation.

A sample under test is placed within the apparatus illustrated in Fig. 2.1
where it is sandwiched between two brass electrodes. Brass was chosen be-
cause it acoustically matches to the transducer material (see section 2.1)
which detects the acoustic signals and it is a conductor. A conductor is
needed to provide electrical contacts to both sides of the sample. The upper
electrode is connected to the pulse generator and an external DC voltage
source. The lower electrode has a dual purpose: to provide an electrical

ground, and an acoustic delay. Acoustic stress waves generated within the
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material propagate towards the electrodes and impinge at the boundaries.
Signals which impinge at the lower electrode are transmitted to the trans-
ducer.

This method was first introduced by Takada et.al. [24] in 1985 as the
Electro-Acoustic Pulse method. The principles of this detection scheme
have remained nearly unchanged since its inception. The process of de-
termining the charge profile from the recorded acoustic signal received by
the transducer uses a simple signal processing algorithm as described in a
publication by Maeno et.al. [25]. The detector response to a known sheet
charge is taken as the impulse response e(t) at time ¢ = 0 after the acoustic
coupling delay 7geiqy as seen in Fig. 2.2. The signal arrives at the detector
from the bottom electrode at z = 0, to the top at z = d, at the velocity of
sound in the sample v,.

The detector then integrates the impulse response for each arriving dif-
ferential element of signal resulting from the charge distribution, generating

a voltage signal V;(t) which is detected by the recording scope
Ve 2z
Vi(t) = K [ =2po(Z — Tacty p(e)vatt (2.3)

where the pulse function, p(t), is defined by the shape of the electrical exci-

tation

e(t) = ~2p(1)

and the trace output corresponds in time to the charge distribution in space.
A double Fourier transform is performed on the output signal, maintain-
ing both real and imaginary components so the spatial information contained

in the phase terms are maintained. Using the principle
f(t = to) &> F(w)elvto
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the transform of the output signal can be used to recover the actual charge
distribution once divided by the transform of the unshifted impulse response.

The transform of (2.3) into frequency domain is
KVpv ; ; w
V:' ——'p7s 1 - —Jjwit eIWTdela (_) 2.4
() = 51 - ety R (2 @4)
where Ry(k.) is the spatial transform of the charge distribution and is the

only term that can vary from one sample to the next. All the terms remain

constant for a particular material and thickness, along with the identity
w = vk,

allowing a one-to-one mapping of the time domain signal into a spatial
distribution.

This scheme is demonstrated in section 2.4 for the system presented
here. Previous work used piezoelectric detectors having differential impulse
responses, suggesting that high frequencies are detected at the expense of
low frequency attenuation. The transducer output waveforms presented in
the works of Maeno et.al [25] were studied in order to improve the detection
scheme for measurements of wide space charge distributions.

Through understanding the nature of detecting the acoustic waves, it
was determined that a differential impulse response is unacceptable since
low frequency components corresponding to broad signals will be attenuated
to below acceptable levels for profiling. This chapter will justify the system
used to achieve a flat signal response in frequency range of interest and
show that the developed system provides a means of detecting space charge
distributions within polymeric insulation up to approximately 1 ¢m thick.

The acoustic detector is a thin layer of poled piezoelectric lead zirconium

titanate (PZT), bonded to a brass coupling delay line (lower electrode). The
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transducer converts acoustic stress waves into electrical signals by creating a
voltage difference proportional to the stress across its thickness. The front of
the transducer is electrically coupled to the lower electrode and the back of
the transducer is connected to the absorber. The output of the transducer
is taken between ground and the absorber, which is fed to the amplifier
through a 50Q coaxial shielded cable. The voltage generated across the
transducer with respect to ground is amplified and detected by a digital
recording scope.

The remainder of this chapter provides an examination of the ESAW
method, detailing its advantages and its limitations. The analysis is based
on a one-dimensional model in which all the acoustic excitations are longi-
tudinal plane waves recorded in the time domain. The recorded signals is
then decomposed into their Fourier components by a standard Fast Fourier

Transform algorithm to reproduce the charge profile.

2.1 Propagation

In order to maintain a consistent set of electrical and elastic terms, the
conventions used in the text by G. Kino [27] have been adopted. The stress,
strain, and velocity of sound are represented by T, S, and v, respectively;
while u,4, and i are particle displacement, velocity, and acceleration. The

force density in the material bulk is

. _ 0T,
Pmold = '52— + FQ(Z,t) (25)

where pmo is the specific mass density. The stress in a material is defined in
linearized form in one-dimension

0
Tz = C33a—: (26)
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where ca3 is the bulk elastic modulus in the z-direction with z-directed exci-
tation. which can be substituted back into (2.5) to yield the wave equation
with a temporal and spatial excitation

2 2
%u 026 v Fo(z,1)

52 =53 T oo 27)

and the velocity of sound
€33

Vg = [ —

Pmo
which is the velocity at which stress and strain waves travel through the

material.

The solutions of (2.7) are found for all time and space by knowing the
stress at every point, z, at time ¢ = 0. The boundary condition is found
from (2.5) by integrating (2.1) at each point, z’, with the unit delta function,
6(z — 2'), which gives

TH() -T2 () = [ [pomoi = Ppu(eo(8(z - )] dz 28)

and is only finite at z = 2’. The initial condition on the velocity is
u(z,t=07)=0

The integral of (2.8) is over an infinitesimally small space, making the left
hand term within the brackets go to zero (the second temporal derivative is
finite across the region in space). As long as the observer at any point, z,
is outside the region of excitation, the stress at any time is found from the
initial condition, after propagation at the velocity of sound.

z z

Ty(zt) = Tr (2t - 2=2) = %Fo(z',t -

. —%)dz' (2.9)

v

where z’ indicates the position of the charge density, in reference to an

observer at z. The factor of  results from the assumption of homogeneous
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material and that half the stress propagates in either direction from its point
of origin.
The stress arriving at z is found by superposition of the contributions

from every point excited by the driving function
' NAs YR
Fo(#,1) = po(2)A4-25(2)

This can than be integrated over all z’ to find T,(z2,t) for all space and time

-] /I _
Tet) = [ pule) 206t - 22 e (2.10)

s

which is only defined when the argument of § is identically zero, giving the
result
At
Ty(2,1) = v 2 py(z + vat) (2.11)
for a wave propagating in the —2z direction, with z < 0.

The initially generated stress will be defined here as

VoAt
pd Pq(2)

Ti(z)t=0 =7,

for the propagation of a signal from its initial position within the sample,
as illustrated in Fig. 2.2. The signal which propagates towards the lower

electrode is
Ti(z + vst)
2

impinging at the sample-electrode interface and transmitted toward the de-

T.(2,t) =

tector. The interaction of the acoustic signal with the interface and the

transmission coefficient will be addressed next.

2.1.1 Interfaces

The interface between the insulating polymer and the lower electrode is

composed of evaporated aluminum, less than 0.5um thick, contacted by
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Figure 2.2: Simplified acoustic model of a charge layer of density pg(z)
under the influence of an E-field E,(t), causing a stress Ty(z,t) to propagate
outward through the electrodes.

a layer of silicone oil between 10 and 50 um thick. The oil provides an
acoustic coupling between the sample and the delay line. The velocity of
sound in oil is approximately 1.4 £ [35], consequently, a 100 ns pulse would
propagate 140um. Since this is around the resolution limit of the detection
system (see section 2.7) and no interference is seen from the interface, the oil
layer thickness is assumed to be much narrower than the smallest detectable
feature width. Hence, the polymer under test is effectively in direct acoustic
contact with the delay line for the chosen pulse width.

The specific acoustic impedance Z, is the property that determines the

degree of matching from one material to the next. It is defined [27] as

Zg = PmoVs

and depends only on the inherent material properties. The interaction of a
stress wave signal with a material boundary results in transmission across
the interface and reflection back into the material. The ratios of the resulting

stress to the incident stress are the transmission and reflection coefficients.
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Figure 2.3: Plot of position vs time for an impulsive stress T; originating at
2z, propagating at v,; in the sample, and v,; in the brass delay line.

The reflection coefficient for a signal propagating from material 1 toward
material 2, I';2, is determined by the ratio of reflected stress in material 1
T,1 to incident stress T;; at the interface

]
Pn:ﬁzztﬂ al

Ti Za2 + Zal (212)

The ratio of the signal which propagates through the interface into ma-
terial 2 to the incident stress in material 1 is the transmission coefficient.

This can be found from conservation of stress in elastic media
Ta=Ti+Tn

and the fraction of the signal which propagates through the interface into

material 2, is the transmission coefficient



which is positive for all values of Z,; and Z,;. What is interesting from this
relation is that zero transmission results from a negative unity reflection
coefficient and the transmitted stress is double the incident stress with pos-
itive unity reflection. Whereas this may seem counterintuitive, the acoustic
power is proportional to T;—, so the transmitted power through an interface

is always less than the incident power

where Pr is the power contained in the stress wave and the subscripts ¢
and 0 represent transmitted and incident portions respectively [27].

A detector that is perfectly matched to the delay line will generate no re-
flections at that interface; thus, all of the signal in the delay line contributes
to the voltage output. Using a method described by Haus and Melcher [34]
to visualize the signal propagation, a two dimensional z-t plot of the prop-
agation of a stress wave is illustrated in Fig. 2.3. In this figure, one can see
how a time domain signal contains spatial information originating between
the electrodes.

For a charge induced stress created at time t, the signal received by the
transducer after 74,14, exhibits acoustic features originating from within the
sample being tested at z;. The slope of lines in each region %’; is the velocity
of sound in that material. Once a signal reaches a boundary of different Z,,
it is reduced by the reflection coefficient I'. This diagram does not illustrate
the relative signal strength, but the relation of spatial variation and time
resolved signal reception is clearly demonstrated.

By following the line of constant z at the detector, one can visualize the
arrival of an excitation originating from the lower surface at z = 0 after

the time 7geoy and from the upper surface at z = d after an additional
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;d:. The incident stress is reflected at the interface with a coefficient T
and transmitted with (1 + T). The transmitted signal propagates with
a higher velocity of sound than in the polymer, so the slope in the lower
portion of Fig. 2.3 is larger than in the sample. The characteristics of the
signal originating within the sample are preserved as it propagates through
the delay line as long as three-dimensional effects of normal diffraction are
avoided. The next section discusses the limits within which the acoustic
pulses propagating through a delay line can be considered one dimensional

and the spatial variations of the received signal will be reliable.

2.1.2 Acoustic Diffraction

The delay line geometry is cylindrical with radius R and length L. Planar
excitations occur at one end (z = 0) as shown in Fig 2.4a. A complete
modal analysis of the acoustic system should be performed to understand the
actual dynamics of a signal propagating through the acoustic delay toward
the detector. Such an analysis would be beyond what is needed to be sure
that an initially planar wave remains planar as it propagates and is finally
detected by the transducer. A worst case condition will, thus, be considered
to provide approximate limits on the geometry of the delay line.

If excitation occurs at the boundary to a semi-infinite half space a planar
wave will undergo Fresnel diffraction [27], adding curvature to the signal as
it moves through the material as illustrated in Fig 2.4b. The signal at
each point propagates outward, maintaining its shape at first, but spreading
out as it travels. The rate at which curvature is added depends on the
wavelength of each frequency component. Wavelengths much smaller than
the radius remain planar to a greater distance than larger wavelengths.

The outer boundary is open to air, making it nearly perfectly reflecting
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Figure 2.4: a) Cylindrical delay line with acoustic signal entering the front
and detected by the piezoelectric transducer at the back. b) Propagation of
an initially planar wave through a homogeneous semi-infinite half-space.

with '~ —1 (Za2 € Za1), causing signals to remain within the delay line by
being reflected back in as seen in Fig. 2.4a for a propagating impulsive sheet
wave. The cylinder may tend to guide the wave, keeping the pulse planar
throughout the propagation. For a worst case, one can consider a delay line
length which consideres the tendancy for a signal to spread in a semi-infinite
media, allowing for acoustic diffraction.

Diffraction would cause signal spreading resulting in stress tails following
the initial signal. Upon first arrival at the transducer, reflections of the
spreading signal interfere with the reception of further acoustic signals. This
is three dimensional effect must be avoided in ESAW experiments to detect
details of the actual acoustic signal. A geometry which keeps signals planar
while they propagate through the delay line is required for this technique to
give reliable output.

An ultrasonic acoustic pulse is analogous to an electromagnetic pulse and

can be treated with the formalisms of optics. The Huygen-Fresnel principle!

!For a complete analysis of this principle, see Principles of Optics, M.Born and E.
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applies to the propagation of planar sound waves as well as optic waves and
allows one to find a length threshold for which a wave in the Fresnel region
remains nearly planar. This length lo()A) is the distance at which a plane
wave of wavelength A begins to exhibit curvature in a semi-infinite half space,

shown schematically in Fig 2.4b [28]

27 R?
A

Io()) = (2.13)

Choosing the delay line length such that L = 1lp()), the longest tolerable
wavelength
7 R?

}\max = Ja

above which, signals can not be considered planar and details of the signal
may be obscured by surface reflections converting longitudinal mode waves
into shear mode waves.

To translate the maximum acoustic wavelength to the largest time span,

Amaz _ T R? _ 7rR27_
2v, 2Lv, 2L? delav

Tmaz =

(2.14)

for

Tdelay = v_
s

where v, is the longitudinal velocity of sound in the direction of propagation
in the delay line. Materials with a high velocity of sound require a larger
ratio of area to length to maintain a one dimensional analysis.

A typical brass delay line used in recent experiments has a velocity of
sound .35 <%, and radius and a length of 1.5 cm, giving a 4.3 ps delay and
Tmaz = 6.7us. Signals longer than 7., may be distorted. Therefore, as

long as the received signals of interest are shorter than ~ 6us, they can be

Wolf, chapter 8; Pergamon press, sixth edition 1980.
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considered planar and a one-dimensional model is sufficient to describe the
behavior.

Mode conversion is the major difficulty with signals propagating at an
oblique incidence to side walls [29]. Accounting for surface effects would
greatly complicate the model while not necessarily adding insight into the
propagation dynamics. Hence, the delay line geometry must be designed to
maintain acoustic pulses well within the Fresnel limit of planar longitudinal

propagation.
2.1.3 Acoustic Attenuation

Acoustic loss due to internal friction in the material can be modeled as
proportional to the velocity @ in the wave equation (2.7).

Pu_ 200 Folzt) o,
at2 ? 922 Pmo Pmo

Both sides can be differentiated with respect to z and combined with (2.6)
to yield the stress wave equation without the driving term (Fp) for a prop-
agating wave

0T , 02T oT

57 =V eE T OT (2.15)

where the time dependent attenuation term is a first order perturbation on
the free-space solution. The result has an exponential loss term, which is
proportional to the frequency squared [27]. The solution to (2.15) for a

freely propagating stress signal in a lossy material.
TZ(Z,t) - /oo A(kz)ejk,(z:tv.t)e—(v.t)a(u,k,)2dkz
0

where Ag(k.) is the Fourier transform of the signal at ¢t = 0%, with k,

representing the spatial frequency components with units of mm=!. The
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form of this integral is actually the convolution of a Gaussian in space with
the waveform Ag(2).

If the initial signal is an ideal impulse in space, the transform Ao(k;) is
unity for all frequencies. Solving for T,(2,t) in this instance gives a Gaussian

whose width in space increases with time
T,i(t) = Ke~ (¥’

where T,; is the time shifted Gaussian wave packet with width W. If the

units of time are seconds and the units of distance are mm, the units of the

loss parameter a are < [27]. It can be seen that the width of this Gaussian
depends on the time of propagation t, assuming the impulse was formed at
t=20

W= (2atv3)";'

where W is the characteristic width of the Gaussian waveform caused by an
impulsive excitation.

A more accurate representation of the initial signal produced by the
electrical excitation of a sheet charge used in ESAW experiments would be
a square wave whose width is Wy = v,At. An originally square waveform
convolved with a Gaussian gives a signal whose width, W, is determined by

the transcendental function

() s (-0 (] -2(3)” o

where X is the resultant characteristic width and Wy is the width of the
square pulse. The solution is plotted in Fig. 2.5. For the limit Wo > W,
the loss is negligible, and X ~ Wy. Similarly, for Wo « W then X = W, as

expected.
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Figure 2.5: -‘g} vs %Vf between 0 and 1.

An initially square pulse becomes more and more Gaussian-like as it
propagates away from its point of origin. Fig. 2.6 illustrates the simulation
of a pulse with initial width .1 mm, and height 1, in a linear material with
frequency dependent loss. This simulation is in the x-dimension wherez = 0
and ¢ = 1 are perfectly reflecting boundaries sending an impinging signal
back into the region with opposite sign. The example shows the stress wave
within the material at four different times; 0, 250, 500, and 1000 ns, where
the attenuation constant is @ = 0.001 and velocity of sound v, = .5'—:“7'".

The simulation illustrates the two waves with 1 the original signal prop-
agating in each direction, so the peaks are each 0.5, summing to 1. The
walls are perfectly reflecting with I' = —1, so the negative signal seen after

1000 ms is inverted from the positive signal which has not reached the far

wall at 1 mm. This simulation does not propagate a negative signal in one
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Figure 2.6: Propagation of a square stress pulse in a linear lossy material

direction for the purpose of visualizing the boundary. In actuality, one di-
rection would contain a tensile wave, while the other would be compressive.

The voltage output from the transducer depends on the acoustic signal
it receives from the delay line. The transducer is sensitive to the sign of the
generated signal packet and can be calibrated accordingly. The presence of
attenuation limits the propagation of high frequency components, placing
an absolute limit on the minimum achievable spatial resolution. The next
section details how the piezoelectric transducer detects a pressure signal by
generating a voltage output that is amplified and received by the recording
apparatus. It will be shown that the response of the transducer puts a
greater restriction on the bandwidth achieved in the ESAW system in this

work.
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2.2 Transducer

The piezoelectric acoustic transducer used in the ESAW system converts
stress waves into electrical signals by producing a voltage across the stress
sensitive media. Signals produced by the transducer are amplified and sent
to a recording oscilloscope which stores the signal waveform with respect to
time. Acoustic information enters the crystal from the front and either exits
the back into an absorbing material or is reflected back into the transducer.
For the remainder of this discussion, front and back will refer to the crystal
surfaces while top and bottom refer to the sample. Also, the term crystal
will be used interchangeably with transducer.

For the purpose of understanding how to design an optimal transducer
for ESAW measurements, a simplified analysis of longitudinal mode, linear,
time invariant acoustic detection will be presented. A systems approach
will provide a method for visualizing the detection of first arrival pulses by
knowing the frequency response of the crystal through Fourier decomposition
of the response to an impulsive stress.

One can transform a single waveshape into its Fourier components by
assuming periodicity with a fundamental frequency fo. A single time domain
signal may be represented as a linear superposition of steady state modes

whose frequencies are integer multiples of the fundamental.

fa=nfo=n (2111,d>

where d is the acoustic thickness of the material, and f;! is the round-trip

time of a signal in that material.
Time domain system noise is the background signal from the piezoelec-

tric detector, amplifier and oscilloscope. By comparing a signal with the

49



RMS noise, one can determine the signal to noise ratio. Components below
the noise threshold will be lost, limiting the sensitivity to small and high
frequency signals. The minimum signal times the narrowest resolution is de-
termined by the noise from the transducer-amplifier-detector combination
and the signal strength from a true sheet charge. The signal processing
scheme to recover the calibrated charge profile should filter unwanted com-
ponents since high frequency will be amplified along with the signal. The
high frequency cutoff of an impulsive signal determines the resolution width

resulting in the figure of merit described in section 1.1.

2.2.1 Constitutive relations

Consider the relation for dielectric displacement D with a permittivity e,

and local piezoelectric polarization P,
D=e¢E+ P (2.17)

In a piezoelectric material, the internal polarization is proportional to the

stress
Py(2) = €g33T:(2)

where ga3 is the z-directed field constant for z-directed stress [27]. If the

crystal is assumed homogeneous and charge neutral, Gauss’ law states
V-D=0

resulting in

E.(2)= —%Pp(z) = —g33T,(z) + const (2.18)

where the constant must satisfy the surface boundary conditions.
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The local z-directed electric field E,(z) is proportional to the stress at
position z in the bulk of the piezoelectric material. Hence, the open circuit

voltage across the transducer at a given time is

Vit) = — / E(z,t)dz = g3 / ZO T,(2,1)dz (2.19)

for the transducer thickness

L= VstTa

with v, and 7, as the velocity of sound and transit time across the trans-
ducer.

Under short circuit conditions, the voltage at both boundaries are equal
so Vi(t) = 0. The transducer current i; is found by the change in charge at
the surfaces

) dQ, L ¢
i(t) = % = Cogas i aT,(z,t)dz

where Cj is the effective capacitance of the transducer. One can therefore
model the crystal as a voltage source with an inherent capacitance due to

its geometry and permittivity € where

GAt

Co=—L—t-

for a transducer area A;.
The transducer capacitance is connected to the detector, having electrical

impedance Zeg, dominated by the resistive input impedance of the amplifier
ZeO ~ RO

A first order Thevenin equivalent model of the electrical output network
for the piezoelectric voltage source in series with a single capacitor and

resistor shown in Fig. 2.7. This first order high pass filter with electrical time
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delay line |, transducer, absorber
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Figure 2.7: RC circuit used for detecting the output voltage signal V,(t)
from the open circuit transducer excitation V(t).

constant 7, = RoCo, and output voltage V, across the resistor represents the
transducer response to a stress signal input.

The voltage signal detected by the amplifier and recorded by the scope
is found by solving for V,(t)

Vo(t) = 'r,-‘-id; (Vi(t) — Vo(t)) (2.20)

an expression that is easily transformed into frequency domain for steady
state excitation. Once the solution is found for all conditions of 7. and V;(w),
the time domain impulse response is recovered by taking the inverse Fourier

transform. Hence, the detector must be linear for a meaningful transform.

2.2.2 Signal Response

Acoustic signal reception is affected by two time constants and by possible
reflections from the boundaries of the crystal. The acoustic time constant 74
is the single trip time for an acoustic signal to move across the transducer.
The electrical time constant 7. is the RC product of the crystal in series

with the amplifier. Consequently, two situations exist: one for 7, > 7. and
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the other for 7, € Te.

Independent of the electrical configuration, three acoustic situations ex-
ist: a system where the transducer is acoustically matched on both faces,
a system where the front is matched and the back is open, and one where
neither side is matched. This third case results when the delay line and
transducer materials are selected without regard to acoustic impedance.

Ray acoustics (high frequency approximations) will be assumed for the
simplicity in understanding wave fronts propagating in straight lines with no
diffraction, dispersion, or loss. This assumption was justified in section 2.1
for the materials and dimensions used.

Assume further that the glue bonds between the metal and PZT crystal
are negligably thin so each material interface is characterized by a single
T value. The bond thickness was measured on a caliper to be less than
10 um, thinner than the resolution of the instrument and thin enough to be
ignored. Two interfaces are present at the detector, one at the transducer
front and one at the back, two reflection coefficients therefore characterize
the boundary effects. The front reflection coefficient will be referred to as
T, and :s the amount returning into the delay line as the stress wave enters
the crystal while I'y is the amount reflected back into the crystal at the back
interface.

A quasistatic approach to understanding transducer operation is appro-
priate for broad-band crystals (low Q), operated far from resonance, receiv-
ing purely planar waves. At or near the resonant frequency of a bulk wave
transducer, the response may be influenced by second order effects which will

not be discussed here. The following analysis assumes that signal frequency
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components w are not near 7!
-1 -1
WL T, OTW>T,

The response of the RC high-pass filter is the Fourier transform of (2.20),

resulting in the transfer function

Vo(w)  jwTe
Vt(w) 1 + JjwT,

where 7. = pe. This transfer function appears independent of the acoustic
transit time 7,. In reality, however, the thickness of the transducer is in-
versely proportional to the capacitance. Therefore, the two time constants
depend on the material used, device area and amplifier input impedance,
but will be treated independently for this analysis.

The transducer produces a frequency-dependent open-circuit voltage by
integrating stress across its thickness (2.19) which is then detected through
the RC high-pass filter (2.20). The time-domain output is the convolution
of these two functions, which is the inverse Fourier transform of the product
in frequency space. The received voltage signal V, depends on the frequency
characteristics of the acoustic signal and the mechanical termination at both
ends. The following are the three general cases of transducer output func-

tions based on their acoustic termination.

Matched transducer

A perfectly matched system is one with equal acoustic impedances on either

side of the transducer so it does not reflect any signal at either boundary.

I'.=Ty=0
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The frequency domain representation of the output voltage for an arriving
stress signal is found through the Fourier transform of (2.19) in the sinusoidal
steady state, which gives

Vi(w) _ ,933% . (g@) =iua
(@) =2 G sin | —=)e™? (2.21)

where the exponential term results from the time delay across the trans-
ducer. This transfer function is periodic in frequency, which is only intu-
itively helpful under certain limiting cases. Looking at the small frequency
limit w7a < 1, the sine function may be approximated by its argument.
Hence, the magnitude of (2.21) reduces to

Vi

T

= g33UsTa
wTa—0

When the acoustic transfer function is combined with the electrical re-

sponse, the output for a steady state signal whose frequency is much lower

than 74
Vo(w) WT,
A = |——=| = 3y Ta ————— 2.22
)= |7@)| = =™ AT oy (2:22)

and is independent of 7,. This states that the voltage output is independent
of frequency as long as 77! €« w <« 77L

To understand the system response at frequencies greater than the in-
verse acoustic time constant, one can look at the time domain response
function (2.19) once again. An acoustic waveform propagating through the
transducer at an instant of time may be decomposed into a superposition of
normal acoustic modes with zero stress boundary conditions

> . [n7m
T(t) = '§)C’nsm (;:t)

for the components C, that solve T(t) at a fixed point in space. We are

only interested in the region between 0 and 7, since that is the portion of
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the signal integrated in (2.19) giving a voltage output. Consequently, the

frequency domain representation is a series of impulses

T(w) = gc,,a ( - 1‘})

at integer multiples of the fundamental frequency.
Finding the frequency domain response of the open circuit crystal voltage
Vi for a stress signal T(w), requires finding the response from (2.21) at each

frequency kn = Z*. This results in the expression
oo
933VsCn, . (N7 _jinx
Vi(w) = ,,z=:1 —j—k:l—Zszn (T) e 773

having values of (0,+1) for the sine function. Therefore, the magnitude of
the open circuit voltage is inversely proportional to the frequency. Going
back to the output function for a specific input stress wave in frequency

space, the result for w > 7! is approximately

Vo(w)| _  933v,Te

Tw)l 1+ (wr)?

where a flat response is seen for 7,71 > w > 7]l

Alw) =

(2.23)

The relations (2.22) and (2.23) together give the complete asymptotic
frequency domain picture for both limiting cases, shown in Fig. 2.8a,b for all
frequencies. This representation illustrates the scaled response to different
frequency components making up a time resolved signal. This frequency do-
main picture illustrates the resolution of signals with different time varying
components corresponding to the spatial characteristics of the acoustic wave

that generates the electrical signal output.
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Asymptotic Bode Plots
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Figure 2.8: Modified Bode plots for four possible transducer configurations
connected to a simple resistive load a) and b) are matched at both ends,
and c) and d) are open on the back (T, = —1).
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Open back transducer

The second configuration is a transducer that is matched on the front side
but open on the back (Z; = 0), so all the signal which impinges on the back

surface is reflected with equal magnitude but opposite sign
IF'o=0and y=-1

and the signal reflected to the front returns, unimpeded, to the lower elec-
trode. In the time domain, this configuration subtracts the integral of the
delayed returning signal from the integral of the arriving signal.
Ta 27q
Vi(t) = g3avs [/ T.(2,t)dt - / T,(z,t)dt] (2.24)
t=0 =Tq
When transformed into frequency space, the result is similar to (2.21) with
the sine term squared.
I/s(w) g33Vs, . 2 (w'ra) -3
—_—t = —_— “Ta 2.2
T(@) T 4sin 5 )¢ (2.25)
By direct analogy to the matched transducer relation (2.21), the output

response for low frequencies wr, < 1 will be

wz'r,

A(w) = g33'u,'r3 (226)

1+ (wte

and is proportional to w? for wr. <« 1. The inverse transform of (2.26) is
proportional to the second derivative. An open backed set-up has a fast
gain fall-off for low frequencies. Consequently, this crystal will yield poor
resolution of low frequency components corresponding to broad spatial in-
formation.

Finding the response to high frequencies follows the same method de-

scribed previously by breaking down the time domain signal into discrete
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Fourier components within the crystal. Since the sine term is squared, the
components C, are multiplied by either 1 or 0 when substituted back in
(2.25). Fig. 2.8c,d illustrate the response of an open backed transducer for
the two limiting cases. The high frequency responses are the same as for
the matched transducer. A narrow pulse whose width is much shorter than
crystal acoustic thickness 7, is not influenced the termination of the back
side. Consequently, the high frequency response will be the same for all
transducers when w > 71,771,

The slope of the high frequency curves on the log-log plots of Fig. 2.8 is
—1 which transforms to time integration. Similarly, the positive slopes seen
on the low frequency sides correspond to differentiation for a slope of +1
and double differentiation for a slope of +2. The open backed configurations
give the latter characteristics for w < 7;1,7;1 which also represents a signal
fall-off that is twice that of a matched transducer. In order to achieve a flat
frequency response, one must be sure that the bandwidth of meaningful
signals is within that region; then, the output will be proportional to the
signal itself.

The only open-backed arrangement with a flat signal response region in
Fig.2.8is (c) where 7a > 7.. Thisis a transducer that is acoustically thicker
than the arriving signal connected to a low impedance amplifier keeping 7.
very short. Outside the flat region, an output signal will be proportional
to the integral, derivative, or second derivative of the arriving acoustic sig-
nal. If the frequency components containing charge distribution information
overlaps a transition region, recovering the actual acoustic response may be
difficult because of noise overwhelming the signal in the attenuated portion

of the output spectrum.
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Multiple reflections

A transducer with non-zero reflection coefficients at both interfaces has re-
flections originating from each boundary. This is the general case for any

combination of materials with different acoustic impedances Z,, such that
0 < T, Tl <1

whereby a fraction of the stress arriving at any time remains in the crystal
and mixes with future signals. Lossless reflections would produce a signal
at the fundamental resonant frequency of the crystal, resulting in a sharp
frequency domain peak at w = 7;!. Finite reflection coefficients I';, and
Ty broaden out the peak and mix incoming signals with only a fraction of
previous signals.

Reflections from both surfaces can be treated by direct analogy to the
previous two situations. Multiplying the Fourier transform of the time do-
main open circuit voltage relation with the transform of the RC detector
circuit gives the total electrical response. Summing the response over all
time, weighted by the appropriate reflections produces the actual trans-
ducer response. Since only a portion of the arriving signal is seen across the
transducer, the whole relation is multiplied by the transmission coefficient
1+ TI', at the front interface.

The resulting time domain expression for the open circuit voltage across

the crystal is
Vi(t) = gssv,(1+I‘a)/o ’ Z(—I‘al‘b)" [T(t+2n7,) + ToT(t + (21 + 1)7,)] dt
n=0

and its associated Fourier transform

V;(w) = .'(]_311%-’-_2‘_) [(T(w) + I‘bT(w)e—jun) i(_rarb)ne—2njw-r¢
n=0
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Asymptotic Bode Plots
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Figure 2.9: Loci of curves for unmatched systems, a) 7, 3> 7. and b) 7, € 7e.

which can be simplified by solving the sum exactly to yield

V(w) g33vl(1 + I‘a) 14+ rbe"jw'rc
- ' : (2.27)
T(w) Jw 1+ L Tpe—2iwTa
and has a pole if I';I, = —1. This is a perfectly mismatched transducer

in which case it is a resonator at the fundamental frequency fo = Z. This
could never occur in practice since it implies that the transducer is free-
standing. In a more realistic matching situations, the transducer is loaded,
at least on one side, making the relation stable and not resonant.

The amount of ringing depends on the size of both reflection coefficients

as expected from (2.27). When the limiting cases of s = 0,and I, = 0
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or I'y = — 1, there are no oscillations, and the results are the same as in
Fig. 2.8. However, the loci of solutions for finite I'; and T, are between
the two extrema, with peaks near the resonant frequency and whose widths
depend on the reflection coefficients. The solutions are illustrated in Fig. 2.9
for the asymptotic approximation appropriate for first arrival signals as dis-
cussed earlier.

Combining the open circuit frequency domain response with the detector
response, and taking the magnitude gives the result

1+ I‘be‘j“""“
14T Tpe~2wma

I/O(w) _ 933'007-:(1 + Pa)

Ti(w)l ™ 1+ (wre)?

for the generalized frequency domain impulse response of an acoustic trans-

Alw) =

(2.28)

ducer sandwiched between a delay line and an absorber at the back. The
resonant configuration gives a large response to signal components near 7%,
but attenuates lower frequency components and superimposes a damped os-
cillation over the signal.

The next section presents some numerical simulations of the principles
described in this section. A model has been designed to account for the
propagation loss of a delay line, and the time domain response of a trans-
ducer with different values of I'; and I'y. The simulations are then compared
to an actual impulse response output signal to show the validity of the model

and the approximations.

2.3 Impulse and Step Response

The time domain response determines how a transducer receives an arbitrary
waveform. To simulate the time domain impulse response, a 20 ns pulse

with zero attenuation was used as input to the detector function described
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Figure 2.10: Simulation of the impulse response of a piezoelectric crystal
having 7, = 50 ns and 7. = 2000 ns.

in section 2.1.3. The output from 0 to 1 us is divided into 400 points for
a numerical simulation, making the resolution on the output accurate to
within = 10 ns, justifying a 20 ns pulse to approximate a true impulse. The
following four figures show the simulated impulse and the step responses
of two transducers with zero delay line attenuation, both have 7, = 50 ns,
while 7. = 2000 ns for Figs. 2.10 and 2.11 and 7. = 10 ns for the plots of
Figs. 2.12 and 2.13.

Aside from numerical noise, these simulations clearly show how the out-
put of a transducer approximates a stress signal, its integral, derivative, or
second derivative, depending on which limit the system resides. If the same
transducer is open on the back side, the output looks like a derivative of the
matched case as seen in Fig. 2.10. A step input gives a response proportional

to the integral of the impulse response for both the matched and the open
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Figure 2.11: Simulation of the step response of a piezoelectric crystal having
T4 = 50 ns and 7, = 2000 ns.
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Figure 2.12: Simulation of the impulse response of a piezoelectric crystal
having 7, = 50 ns and 7. = 10 ns.
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Figure 2.13: Simulation of the step response of a piezoelectric crystal having
T = 50 ns and 7. = 10 ns.

backed transducer, as demonstrated by comparison to Fig. 2.11.

The short 7. limits are shown in the Figs. 2.12 and 2.13. These plots
demonstrate the system response to an impulse and a step for both matched
and open backed transducers with 7. = 10 ns. The step response is also
approximately proportional to the integral of the corresponding impulse
response. The impulse response of an acoustically matched transducer gives
an output signal proportional to the derivative of the input pressure wave
for signals much wider than 7,

dS .. S(t) - S(t - At)
2 Am At

(2.29)

and the unmatched arrangement gives a signal proportional to the second
derivative for the same input by comparison to the definition

d?s i S At) — 25(t) + S(t + 2At)

dt? At—0 At?

(2.30)
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where At = 7,. The differential limit is approached when the signal width
is much larger than 7,.

Once reaching its minimum value, the signal decays exponentially as

determined by the electrical time constant 7.. For times much shorter than
7., the drop off is barely detectable as seen in Fig. 2.10, although the output
of the matched transducer remains below zero for many time constants,
37. = 6 us for this transducer. When 7. < 74, the output approaches a
narrow impulses whose width is approximately %'re. Finite area under the
curve determines the signal strength of a received impulsive pressure wave.
A shorter 7. consequently results in narrower resolution, but proportionally
smaller signal strength.

A real system excitation is more accurately characterized by a finite
rectangular pulse whose width is of the same order as 7,, As long as the
system remains completely linear, signal processing can recover the charge
waveform by deconvolution with the appropriate system function. Next will
be presented some simulations of commonly found transducer applications.
This analysis has lead to the selection of the final transducer setup used in

the detection apparatus.

2.3.1 Simulation Results

Integrations for the Fourier transforms are performed with a simple trape-
zoid approximation, sufficient for periodic waveforms [30]. The following
simulations are calibrated in time to a square pulse excitation of 160ns.
The magnitude of the input signal is 1; however, half the signal propagates

in each direction, making 0.5 the peak signal in these simulations. To ob-
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Figure 2.14: Simulation of a signal received by a transducer with 7. =
5us, 7, = 80ns, a 160ns pulsewidth, and several values for the attenuation
coefficient a = “atten”.

serve the effects of attenuation, different values for o have been substituted
with constant electrical and acoustic time constants 7. and 7, as seen in
Fig. 2.14. Attenuation spreads out the signal pulsewidth by removing the
high frequency details of the incoming signal, while overall characteristics of
the pulse are preserved.

The effect on the pulse shape of increasing the attenuation coefficient is
exactly the same as allowing the signal to propagate farther. Comparing
the family of pulses in Fig 2.6 with those of Fig. 2.14 shows that a short
delay line made with a more lossy material will produce a pulse which looks
identical to a longer delay line made with less lossy material. Fig. 2.14
shows the detected signal at the same point within the delay line, perfectly
matched on both ends (I' = 0).
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Figure 2.15: Simulation of a matched transducer having acoustic time con-
stant 7, = 80 ns receiving a 160 ns pulse through a detection circuit with
different electrical time constants ..

The effect of varying electrical time constant is illustrated by the series
of simulations shown in Fig. 2.15 where the electrical time constant (7.)
is changed from 0.05 to 5.0 while all other parameters are held constant.
The attenuation coefficient is fixed at 0.001, the pulsewidth is maintained
at 160 ns and 7, is at 80ns. There are no reflections in this simulation;
hence, the zero crossing is due to the interaction of the incoming signal with
the RC detection circuit. The amplitude becomes smaller with 7., as does
the length of time to recover; thus, the tradeoff of amplitude verses recovery
time becomes apparent with decreasing RC.

The matched transducer of Fig. 2.16 illustrates that reflections do not
cause a significant deviation from the ideal pulse, even when half the signal

is reflected for I' = 0.5. However, when the same crystal is not matched on
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Figure 2.16: Matched transducer response with 7. = 5us and various reflec-
tions

the back side, as in Fig. 2.17, the undershoot is more significantly altered.
Both of these simulations assume the electrical time constant is very long
(5u8) and the output is approximately the integral of the stress signal across
the transducer, which is 80 ns long.

For the next two figures, 7. = 10 ns, so the transducer behaves like a
signal differentiator. The first set, Fig. 2.18, shows that the reflections give a
very clear ring after the signal arrives. The I' = 0 trace of Fig. 2.18 does not
ring and is similar to the I' = 0 trace of Fig. 2.17, which is approximately
the derivative of Fig. 2.16. Reflections in the matched transducer with
Te = 10 ns are still not as significant as in the open back case of Fig. 2.19.
Here, the I' = 0 trace looks approximately like the derivative of Fig. 2.18,
and the second derivative of Fig. 2.16, as expected from the systems analysis.

Reflections interfere with the incoming signal and can be tuned to re-
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Figure 2.17: Open ended transducer response with 7, = 5us and various
reflections
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Figure 2.18: Matched transducer response with 7. = 10ns and various re-
flections
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Figure 2.19: Open ended transducer response with 7, = 10ns and various
reflections

duce the ringing seen afterwards. The pulsewidth in these simulations is
approximately twice the acoustic time constant 7,, so the second reflection
is canceled out in the largest I' trace of Fig. 2.19. This illustrates how a
poorly matched transducer can be tuned by a pulse whose width is twice 75.
If the reflection coefficient is high, this second derivative signal can be forced
to approximate a first derivative, improving the low frequency response of
the detector.

A transducer set-up similar to the one used by Maeno et.al [25] has
been simulated and can be compared with the recorded output. A 1.5 mil
thick LiNbO3 transducer with 7, = 50 ns was mounted on an aluminum
delay line with radius R = 1.5 ¢cm and length L = 3.0 cm. The delay time
Tdelay = 5.8us as seen in Fig. 2.20, suggests that 7., = 2.3us, is a much

longer time than the length of the test. The transducer was mounted on the
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back face, calling for an open back simulation.

The reflection coefficient is calculated from the acoustic impedances of

Al and LiNbO3
gm

Z, = 1.73 and 3.40—;
cmlus

respectively? which yields I' ~ 0.3. The electrical time constant was ap-
proximated as 7. = 10ns from the measured capacitance, C = 200 pf, times
50Q for the amplifier input impedance. The simulation is shown in Fig. 2.21
and it looks very close to the recorded data. Hence, the numerical results
correspond well with experiment.

The simulation allows one to analyze the complete one-dimensional re-
sponse of the delay line and the piezoelectric transduction in the ESAW
acoustic imaging scheme. Deviations from the simple linear model may
be due to imperfect excitation, surface waves, scattering within the delay
line, or external electrical noise. The detection apparatus also introduces
noise, so the frequency response is limited by the signal to noise ratio at
the high frequency end. When an output waveform is deconvolved with its
appropriate impulse response, the numerical filter determines the maximum

frequency at which the signal can be detected over the system noise.

2.4 Deconvolution

A charge distribution can be divided into many thin sheet charges of equal
width. Each charge results in a pulse amplitude proportional to the charge
magnitude. The resulting wave form is the convolution of the impulse re-
sponse of the pulse-transducer system with the charge profile. Therefore,

deconvolving the output signal with the impulse response of a known sheet

*from Appendix B of the textbook by G. Kino [27]
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Figure 2.20: Recorded data from a 100ns excitation pulse through an alu-
minum delay line into a LiNbO3 transducer with 7, = 50ns.
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Figure 2.21: Simulation of a 100ns excitation pulse through an aluminum
delay line into a LiNbO3 transducer with 7, = 50ns.

charge reconstructs that profile. This principle is illustrated in Fig. 2.22.

A fast Fourier transform algorithm computes as many frequencies as
spatial points for a string of length 2™ where n is an integer. Any time do-
main signal is transformed in this way to produce a corresponding frequency
domain spectrum containing the same number of points. If the output volt-
age signal and the impulse response signal are found and placed in strings
of equal length, their corresponding spectra may be computed resulting in
transformed strings.

A transformed output voltage waveform V(w) and impulse response
H(w) produce the transformed charge distribution P(w) by dividing nu-
merically

V(w)

Pw) = ) (2.31)

at every frequency w. The charge distribution is then recovered by taking
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Figure 2.22: Demonstration of the convolution principle applied to a charge
distribution p(z) between the electrodes. b) charge density plotted with z.
c) resulting output voltage signal [25].
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the inverse transform of P(w) to yield p(z = v,t).

Knowing the high and low frequency limits of real information, the re-
sulting transformed distribution is filtered by removing the extraneous com-
ponents. High frequency noise is magnified by the deconvolution process,
so only a small portion of the frequency spectrum is used. Coﬁsequently,
the output can be made as smooth as desired by removing higher frequency
components, but this also limits the resolution.

A filter algorithm used by the ASYST? software package for IBM com-
patible personal computers provides a sharp cutoff frequency with a smooth
time domain transform. The filter function is called Blackman’s lucky guess,

described by the window function

W(f)=042+ 0.5003(1r—]—c-) + 0.08cos(27ri) (2.32)

fo fo

for all frequencies f and a cutoff frequency fo.

A narrower resolution may be achieved with a higher cutoff frequency;
although, proportionately more noise will be introduced. For this reason, the
deconvolution process is only reliable as a complement to the time resolved
data for extracting information. Reliable output is obtained by analyzing
the deconvolved charge distributions after comparison with the raw time

data.

2.5 Electrostriction considerations

Electrostatic force exerted on the material due to an applied field depends

on the charge associated with that field, and the electrostriction coefficient

SASYST is a signal processing software package copyright 1985 by Macmillan Software
Company, a division of Macmillan Inc.
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v, defined as
1=ec(l+el)
(36, 37] where c, is a material constant defined by

ca=-p—mLa€=1—l=const
€0pm €

with p,, representing the mass density. One can determine 4 by measuring
the electrostriction force with an applied field [36] and € from the capaci-
tance [32] to get a value for c,.
The force per unit area on a thin sample with no embedded charge is
found directly by
F.=vE?
for a uniform electric field E, terminating on the sample boundary. There-

fore, if E,(t) contains a DC and a time varying component
E.(t) = Eac + e,(t)

then
B2 = JEL + Bues(t) + 33(1)

whereby the first term has no time dependence and shifts the equilibrium
stress in the presence of localized charges. The perturbation field e,(t)
generates a stress wave proportional to the electrostatic force exerted at the
surface

£(8) = Y Eaces(t) + 37301 (233)
where Eq is the surface field due to the applied DC voltage. If the DC field
is much larger than the excitation field, the second term in (2.33) may be
ignored and the DC field term may be replaced by the surface charge where

€

Qa = dVdc
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where V. is the applied DC voltage used to calibrate the detection system.
A bulk sheet charge of value Q, will respond in the same way as one
on the surface without the e?(t) self-field term. The stress density for an

embedded sheet charge under excitation by a small field is therefore

To(t)s = SVacea(t) = (1 + ca) ex(£)Qu(2)ey (2.34)

for constant charge in the x-y plane. Making the substitution for Q, at the
surface with the induced surface charge €Ey., the calibration stress signal

T, is the signal induced by a known applied voltage Vg,

72(8) = L2 (Vi + ) (0]

allowing one to calibrate the detector to a known charge

_ € (Ve + Vpulse) Vputse(t)
Qo= .

being the surface charge due to capacitance and applied voltage. The re-
sulting acoustic signal will be considered the impulse response, calibrating
the acoustic waveform due to an internal charge with a corresponding sur-
face sheet charge. The sign of the charge is also preserved since a negative
charge launches an opposite stress wave from a positive charge and it is
distinguishable by the transducer.

If the embedded charge is not located at a single sheet, but is distributed
over an area within the bulk, the resulting pressure wave will be a time
varying signal across the sample, uniform in x and y. A charge distribution
Pq(2)z,y Produces an acoustic stress perturbation in time and space Fo(z,t)

which launches an acoustic wave T;(z,t), as described in section 2.1
_
Fo(z,t) = ;Ez(t)l’q(z)z,y (2.35)
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and propagates away at the velocity of sound to be received by the trans-
ducer. The constant term, I, is a material parameter, so it does not vary
from one sample to the next. Once the stress produced from a known sheet
charge layer is found, the detector can be calibrated to charge layers from
different samples of the same material. A sample containing bulk space
charge that is exposed to the impulsive perturbation field, produces a stress
waveform that mimics the charge distribution. The distribution is then cal-
ibrated by the surface charge of a sample that is free of bulk space charge
with an applied DC voltage to produce the calibrating surface sheet charge.

Details of the final system will be presented next. Test samples were
produced to simulate sheet charges embedded within a PMMA dielectric
solid and compared to the signal produced from a surface sheet charge.
Thus, it will be shown that the arrangement used for taking ESAW data

provides actual charge profiles in the tested polymer samples.

2.6 Acoustic Impulse Response

The delay line is made of brass because it has an acoustic impedance similar

to the PZT detector [27]

m
ZpZT = VsPmo = 3.3 g2
cm?us
m
Zprass = 4.0 gz
cmus

For an example of a polymer sample, consider polyethylene in the detection
apparatus. If the initial pulse stress due to the electrical excitation is Tj,

half the signal goes in each direction so

Zy
Zb + Z,

T;
Ti=5@0+7)=T (2.36)
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reaches the detector through the delay line. PE has an acoustic impedance
of

gm
em2us

Z, = .18

making a reflection coefficient of +0.9, so most of the signal is reflected back
into the sample. Because the brass has such a high impedance, a large stress

is transmitted (T, =0.85T;) to the detector.

2.6.1 Front Surface Sheet Charge

The magnitude of the stress waves resulting from a sheet charge at the
lower electrode interface is found by solving the wave equation with the

same boundary conditions discussed in section 2.1 :
Ttb + Ty =T (237)

for T,, representing the component moving into the sample as if it were a
reflection from the surface and T}, moving through the electrode, transmitted
to the detector.

The continuity condition which must be satisfied is the velocity % across

the boundary. This gives the result for a transmitted stress wave [33].

Zy, 14T
Ttb_Tqu-f-Z,_Tt )

(2.38)

which is the same result as (2.36). This states that the acoustic response
of a sheet charge at the surface has the same response of a sheet charge
originating from within the bulk, allowing the calibration of an impulsive
sheet charge within the sample to a surface sheet charge at the electrode.
The acoustic mismatch between the sample under test and the acoustic
delay line has no effect on the relative signal received. Consequently, as

long as the impulse response is chosen with the same sample material, a
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single sheet charge response signal can be used to deconvolve all subsequent
charge distribution profiles.

A liquid interface assures that no air gaps occur at the interface. Non-
uniformities at the plastic surface will be acoustically coupled to the oil as
it fills in microvoids. Silicone oil works well for this since it is a‘coustica]ly
very close to PE and PMMA with Z = 0.2 while having a similar dielectric

constant of € ~ 3, making a good electrical match [35].

2.6.2 Opposite Surface Sheet Charge

The response to a sheet charge residing at the upper electrode will experience
the same conditions for the magnitude of the generated signal. The portion
of the initial stress which propagates in the direction of the sample, towards
the detector, is the conjugate of that which propagates into the electrode.
The upper electrode is also made of brass, so the transmitted signal from
z =d has

Z,
Ttd—ﬁdm(l'*‘r)

Since the acoustic impedance of brass is much larger than that of PMMA,
the resulting signal will be greatly attenuated from the upper electrode.
The resulting signal is much larger than could be expected with this
assumption since the actual boundary at that surface is a thin oil layer in
contact with the brass. The result is some effective impedance due to the
interactions between the polymer, oil, and the brass. Details of the interface
are important at the upper interface, in contrast to the lower interface, as
seen by the relations (2.38) and (2.36). Therefore, in order to observe the
details at both interfaces, the sample should be profiled twice, once from

each side.
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2.6.3 Bulk Charge

Measuring bulk charge as a superposition of distributed sheet charges re-
quires one to use signal processing to recover the actual profile from the
time domain signal. The surface sheet charge (per unit area) resulting from
the perturbing electrical pulse across the insulator is the sum of the DC

charge and the component due to the excitation.
€
Qa = QJO + EEz(t)

where Q,o is the static surface charge and is either the result of internal
charges or an externally applied voltage.

If the excitation field is small by comparison to the static internal field,
a buried charge and its subsequent images on the outer surfaces will give
signals proportional to their charges. This has been performed with a double
layer of PMMA with the results shown in Fig. 2.23. A thin aluminum sheet,
10 pm thick, was glued between two sheets of PMMA, one 6.4 mm and
the other 2.9 mm thick. A 15KV DC voltage was applied at the center
electrode while the outer two surfaces were grounded. The resulting time
and deconvolved waveforms are shown. The time data shows the result of
the sample with applied voltage superimposed on the same sample with zero
volts applied in order to visualize the actual response.

In this example, the voltage was applied through a 100 M{ resistor to
the aluminum sheet. The capacitance can be approximated by assuming the
electrode area is 7 cm? and the permittivity is 3.7 €9, giving approximately
0.8 pf. This makes the RC time constant of the system very long with
respect to the pulsewidth At = 10~ 7sec

RC =8 x 107 %sec > 10~ "sec
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Figure 2.23: ESAW principle for sheet charge a) @,; and image charges
Q.0 and @,q on the electrodes, b) resulting pressure wave signal, c) actual
induced voltage waveform resulting from reception by the transducer, and
d) the resulting deconvolved charge profile.
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The embedded positive charge Q,; is located at 2;. Image charges Qo
and @Q,q appear at the front and back electrodes under short circuit condi-
tions as seen in c¢) and d) of Fig. 2.23b. Pressure pulses are produced with
widths equal in time to the applied pulsewidth, and amplitudes proportional
to their corresponding charge. The resulting pulses propagate out the in-
sulator, through the electrodes, into the piezoelectric transducer, producing
a voltage waveform V,(t). The signal is delayed by the lower electrode in
order to separate the acoustic signal from electronic noise from the voltage
pulse. This voltage waveform is then amplified, detected, and recorded by
the digitizing oscilloscope.

The first and second peaks of Fig. 2.23c are true indications of the char-
acteristic charges; however, the signal due to the top electrode (z = d) is
obscured by an immediate reflection at that surface. Consequently, to find
the surface charge at both electrodes, two tests should be performed, one
with one side up, then another with that same side down. Comparing the
two waveforms provides a measure of the actual charges at the surface on
each side under short circuit conditions while providing a redundant test for
the bulk charge in between.

The area under the processed waveform (Fig. 2.23d) is proportional to
the relative total charge in that portion of the bulk, whether it lies in a
single sheet or is distributed. The total signal scales directly with pulse field
as well as embedded charge, so it is proportional to the impulsive voltage
and inversely proportional to the sample thickness.

The impulse signal is obtained by applying a known DC voltage across
the bulk-charge-free sample of thickness d and relative permittivity . The

output scales linearly with applied voltage and gives the acoustic response
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to an impulsive charge layer with a known magnitude. Since the field scales
linearly with thickness, the output must also be scaled with sample thickness
for the same waveform is to be used on other samples of the same material.

The deconvolution in Fig. 2.23 was performed using the response of a
5.28 mm PMMA sample with 10 KV DC excitation. The filter cutoff fre-
quency was selected at 10 MHz to eliminate most of the noise introduced
by the system. The measured charges at each electrode, found by integrat-
ing under the peaks, were determined to be: —8.0 and 24.2 %C, atz=0
and 2z = z respectively. The actual charge density was found by assuming
€ = 3.7¢p, were expected to be —7.65 and 24.4 55, both values are within
5%. The following section describes how a calibrated charge distribution
is obtained from numerical filtering and deconvolution by reference with a

known sheet charge.

2.7 Calibration

The waveform resulting from an infinitely narrow charge layer is taken as
the impulsive system response. The output waveform of Fig. 2.24 is from a
0.528 cm thick PMMA sample with a DC potential of 10 KV applied and no
internal space charge. The top curve is the scaled down input voltage pulse
(Vpeak = -1500 volt, width = 120 ns). The lower curve is the delayed output
from the matched transducer made of Lead Zirconium Titanate (PZT) sand-
wiched between a brass delay line and absorber. The initial pulse arrives
at the transducer after 4.38 us and the second pulse arrives 1.94 us later.
Thus, the velocity of sound in the sample is 2.721";';"-, a value in agreement

with the literature.

The first 1.5 ps of this waveform was used as the impulse time function
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Figure 2.24: Voltage pulse input, Vpy,e (top), and amplified transducer out-
put, Voue (bottom); Applied pulse preceeds acoustic response by the coupling
delay of 4.38 us. Surface charge results from an applied DC voltage of 10 KV
across a 5.28 mm PMMA slab with no internal charge distribution.
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to deconvolve the whole waveform. The result is seen in Fig. 2.25 after
averaging with a 10 MHz filter. The small amount of structure in the region
between the two electrode peaks is due to the associated error. In this
calibration example, a sample without bulk space charge, the surface charge
peaks are only due to the 10 KV applied DC and %sz 0.75 KV from the
pulse. Therefore, the applied E-field is

10.75 KV KV
= —— =204—r-o
E 0.528 cm 20 cm

producing a surface sheet charge density, calculated from the relative per-
mittivity € = 3.7¢p as
nC

o, =€¢E = 6.67—2
cm
calibrating the magnitude of the output signal to a charge density.

2.7.1 Volume Charge Density

The value for surface sheet charge calibrates the deconvolved charge distri-
bution allowing one to plot the charge profile in real units of charge density,
%C,-. The FFT routine used returns a constant value of 7 as the integral
of the impulse signal deconvolved with itself. A charge distribution will be
proportional to any the charge layer of thickness v,64t where 8,4t is the digi-
tizing interval, equal to 5 ns for the recording scope used. The scaled output

from the deconvolution is multiplied by

20,v,64t . nC
in
T cm?3

at every point in the output data string. This scale factor is determined
for each sample and accounts for all the parameters for a particular sample;
including velocity of sound, thickness, and electrostriction coefficient. This is

because the sheet charge, o,, which causes the impulse is presumed correct.
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Figure 2.25: Deconvolved and filtered waveform, scaled to the selected im-
pulse response. Area under pulse Q, = 6.67-;—5,.

2.7.2 Resolution Limit

The applied sheet charge gives a signal that is 120 ns wide, correspond-
ing to 324 um in the sample. One can say that the resolution is good to
approximately half the full width at half maximum, giving a real spatial
resolution in PMMA of 162 um. The sensitivity is found from the signal
to noise ratio of the output signal. Looking at Fig. 2.25, the central region
zero charge shows a non-zero value within approximately 8 —;705- This makes

an approximate value for the resolution product figure of merit defined in
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section 1.1

R~01325
cmy

a far better value than any other acoustic technique.

2.7.3 Linearity

Throughout this discussion, the linearity of the material has been assumed.
No signals may exceed the limits of linear stress-strain relations, or all the
analysis is no longer valid. Starting with the yield stress for low density PE
as an example, we find .

Tyield = 7002;717

from CRC Handbook of Chemistry and Physics [35]. This may be compared
to the stress induced by electrostatic forces. Consider a DC field much larger
than any which will be performed in this study, 1005—};. The calculated

surface stress for this field is

N

cm?

T, = %V}C = 0.02

assuming € = 2.3¢g. Which is approximately five orders of magnitude lower
than the yield, justifying the assumption of acoustic linearity.

Furthermore, one can measure the peak stress due to the impulse charge
layer shown in section 2.7. The peak voltage may be plotted with applied DC
voltage to correlate the output signal strength verses a known sheet charge.
This is shown in Fig. 2.26 for the same 5.28 mm thick PMMA sample shown
in Fig. 2.24 with voltages from -20 to +20 KV across the sample.

The slope of the curve indicates the output signal with respect to surface
sheet charge. A 10 KV DC voltage across the 5.28 mm thick sample of
PMMA gives a peak output signal of —150 mV, corresponding to 6.67";(’}.
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Figure 2.26: Peak detected signal verses applied DC voltage for a 5.28 mm
PMMA sample (solid) and a 3.1 mm PE sample.
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Thus, a sheet charge of value @, within the material will give an output

volt age V'oPeak

mVcem?
VoPeak = —22.5 nC Qa

Although surface charges will be offset by the pulse-induced charge corre-
sponding to 11mV at the output. .

The next chapter will demonstrate the effectiveness of this technique
for measuring bulk space charge distributions. Several samples which have
undergone different thermal and electrical histories will be presented to show
how the ESAW charge profiling method can be used as a powerful analysis

tool for observing the effects of different stimuli.
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Chapter 3

Static Charge Measurements

Evidence confirming the accuracy and reliability of ESAW measurements
was provided in the previous chapter. Linearity and superposition were
shown to apply for measuring sheet charges within uniformly unpoled sam-
ples. The measurement of bulk charge profiles from poled and electron irra-
diated samples will be demonstrated in this chapter. The bulk profiles have
been determined by the method described in chapter 2 [15] which involves
numerical deconvolution of the bulk acoustic response referenced to a known
sheet charge imposed at the lower electrode interface. The general charac-
teristics of electrically stresses samples poly(methylmethacrylate), PMMA,
and polyethylene, PE, will be discussed.

Two methods of space charge generation in insulators will be examined:
DC electrical poling and electron-beam implantation. Poling is the process
of applying a constant DC voltage across an insulator at a raised tempera-
ture, allowing the material time to adjust to the electrical stress. E-beam
implantation, on the other hand, is the process of accelerating electrons and
allowing them to come to rest inside the material. DC poling can result

in dipolar charge accumulation with or without the presence of unpaired

92



charge. Implantation forces a net negative charge due to the excess electron
concentration.

At any time during the poling process, a sample can be tested with
an ESAW measurement to profile the resulting charge inside the material.
Given the poling field, temperature, and length of time the poling took place,
a single measurement can give some indication of the processes which have
taken place. The charge distribution will indicate whether the bias field
resulted in bulk polarization, injection at an electrode interface, or some
combination of the two.

The experiments were performed on PMMA and PE, each sample of
which was sectioned from the same pellets to assure the properties were
constant from one sample to the next. This removes the possibility of mate-
rial processing conditions due to different stocks; although, variations may
still occur across the same sheet. Since the area of the electrodes are much
larger than the thickness, the internal fields can be considered perpendicular
to the electrodes. All the effects will be essentially one-dimensional as the
equipotentials are constrained to be parallel.

The PMMA samples were general purpose Pleziglas-G sheets manufac-
tured by RohméHaas cut into squares measuring 2 to 3 inches on a side. The
PE samples were sheets of cross linked cable material formed by Conductor
Products Corp., TX from Union Carbide stock. Each sample had aluminum
electrodes deposited by vacuum evaporation at MIT over a 1.25 in diameter
on both sides. The electrodes were aligned to assure uniformity of fields
during excitation and measurements.

Measurements were performed at room temperature after turning off the

DC field, then removing the samples from the poling oven (see section 3.2.1).
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Each sample was profiled under short circuit conditions using ESAW testing,
giving the internal charge profile as well as the image charges at each surface.
The magnitudes of the image charges at both the poling anode and cathode
provide a self consistent check on the internal charge profile in the bulk.
Interpretation of the values of surface charge will be discussed next, some
static data will also be presented as well as preliminary interpretations of

the data.

3.1 Surface Image Charge

Under short circuit testing conditions, images of internal charges are induced
at the electrodes. The magnitudes of these surface sheet charges depend on
the total charge density and position between the two electrodes. From the
boundary conditions imposed by shorted electrodes, a differential element

of charge p(z)dz as seen in Fig. 3.1 is imaged on the electrode at z = 0

4Q.(0) = - [1 - 2] p(a)as

where the contribution of charges closer to the electrode weighs more heavily
on the surface charge [6].

The charges on the electrodes at z = 0 and at z = d are found by
integrating the charge density

d r4
Quo=0u0) =~ [ pa)1- 2z (31)

z

and
d

Q. = Q,(d) = —/

z=

0p(z)adz (3.2)

A net charge between the electrodes will result in the two surface image
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Figure 3.1: Representation of the image on short circuited electrodes of a
material containing a space charge distribution

charges summing to the negative integral of the total charge

d
Quo+ Qua = — /D p(2)dz (3.3)

the relative values of the two image charges depending on the distribution
within the bulk. The first moment of the charge centroid z can be deter-
mined by knowing the relative sheet charges at the electrodes and the sample
thickness

=1

QaO _ Qad
- QaO + Qad B QaO + Qad (3-4)

as long as both sheet charges are of the same sign.

ul

3.1.1 Determining Polarization

A poled sample with no net charge will have surface sheet charges equal
in magnitude but opposite in sign. The absolute magnitude of the charge
on either electrode is the net polarization (P;), illustrated by reference to

Gauss’ law for electric field in a polarized material
V. (eE+ B) =pg(2)=0 (3.5)
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Figure 3.2: Asymmetric charge distribution profile with resulting E-field
distribution and surface sheet charge

Imposing short circuit boundary conditions yields a surface E-field propor-
tional to P; at the electrode. Hence, the charge at either surface is equal in

magnitude to the net polarization
IQJOl = 'Qadl =Qs=¢€n By = P,

for the E-field at the electrode interface E;,; and e, is the net permittivity.
Since the field discontinuity at each boundary is opposite in direction, the
resulting sheet charge is opposite in sign and equal in magnitude regardless
of how the charge is distributed. This is demonstrated in Fig. 3.2 where
an asymmetric charge distribution is shown, along with its resulting E-field.
Note that the integral of E-field across the sample must be zero for a sample
with both electrodes shorted together.

The surface sheet charge density (per unit area) at the lower electrode
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(z = 0) is determined from the ESAW acoustic wave by the peak signal
arriving after the 4.3us coupling delay, as discussed in section 2.1. The
time domain voltage of that initial signal peak is linearly dependent on the
applied voltage as seen in Fig. 2.26. Therefore, an opposing external DC
voltage may be applied to cancel that surface image charge. Kx'lowing the
thickness d, €, and the voltage applied to cancel the surface charge, one can
determine the short circuit image charge which lies at that interface

€Veancel

Q, = Sened (36)

where Vigncel is the voltage applied to cancel out the surface charge.

When the bulk charge density is small, even too small to detect directly,
the resulting surface charge may still be detectable since it is proportional
to the integral of the charge across the sample. In a situation where a dis-
tributed charge is too small to be reliably detected, the resulting surface
charges can be used to measure the net charge and polarization. This be-
comes important for certain poling tests where the charge distribution does
not produce a signal significantly enough above the noise to permit a reliable
measurement of the bulk distribution.

The next section will demonstrate some typical ESAW measurements of
samples having undergone poling at various temperatures and fields. The
calibrated charge profiles demonstrate where charges end up after reaching
quasi-equilibrium within the time frame of the tests performed. Afterwards,

the results of E-beam implant data will be shown.

3.2 Poling Experiments

Several samples of PMMA and PE were measured after having been poled

by exposure to moderate fields of 0.4 to 5.0 %, at temperatures ranging
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Figure 3.3: Convection oven with high voltage supply used for poling.

from room temperature to 90° C. All these samples have accumulated space
charge distributions within their bulk; although, striking differences in the
charge profiles su