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Abstract

For the first time, the local hadronic calibration scheme has been applied to
real data from the combined test beam of 2004. In this note, the performance
of the weighting of the combined test beam data is shown in relation to Monte
Carlo simulations. The performance of the local calibration scheme when applied
to simulated jets in full ATLAS set-up has also been demonstrated, and compared
with the current default jet calibration, the “global” method.

The local hadronic calibration achieves a calorimeter linearity within 3%, and
the linearities of simulation and test beam data after weighting are in agreement.
The calibration improves the resolution of simulated test beam data for beam ener-
gies larger than 8 GeV, and energies larger than 20 GeV for the data.

In addition, the local hadronic calibration is shown to be a stable method for
compensating the calorimeter system of ATLAS.
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1 Introduction

ATLAS, A Toroidal LHC ApparatuS, is a general-purpose detector, currently under construction
at the Large Hadron Collider (LHC) at CERN, designed to fully exploit the potential of the high-
energy proton-proton collisions. The calorimeters of ATLAS, the sub-detectors used to measure
the energy of the collision products, are non-compensating, and thus some of the energy de-
posited by hadrons is fundamentally undetectable by the calorimeters. When the calorimeters
have been calibrated on the electromagnetic scale, the energy of electrons, positrons and pho-
tons is correctly reconstructed. However, the reconstructed energy of hadrons of the same
nominal energy is lower, for the ATLAS calorimeters typically by a factor of 10 to 20% [1].
The reasons for this behaviour of the hadrons are explained in Section 2, where the calorimeters
of ATLAS are also described in greater detail. Obtaining the correct energy scale for hadrons
from the electromagnetic energy scale is an important step in the process of calibrating non-
compensating calorimeter systems.

The current default method for calibrating hadronic jets in ATLAS is a global method, the
so-called global H1 scheme, where the reconstructed energy of a jet is optimised with respect
to the full energy deposited, as obtained from simulation [2, 3]. This method compensates for
detector and physics effects in one step, making the scheme dependent on the jet algorithm and
the physics sample used.

In contrast, the local hadronic calibration schemes aim to apply weights not to large ob-
jects like jets, but instead calibrate topological clusters 1) in the calorimeter before constructing
physics objects like jets. The advantage of such an approach is that the corrections can be modu-
lar, i.e. the correction for hadronic invisible energy loss is made independently of correction for
energy losses in dead regions of the detector, or leakage. The local corrections are also totally
independent of jet algorithms, but corrections for biases introduced by the physics reconstruc-
tion algorithms must be applied separately. The local calibration is, as all methods used for
calibrating non-compensating calorimeters, based on simulations only, and a good understand-
ing of the precision with which the Monte Carlo simulations can describe real data is needed.
Thus it is crucial to test the local hadronic calibration schemes on real data whenever possible.

In this note we describe a method for local hadronic calibration of single pions in the ATLAS
calorimeter system using a non-iterative software compensation technique, by weighting the
energy on cell level. This method has been successfully applied to the liquid argon calorimeters
of the H1 detector at HERA [6, 7].

1)Topological clusters are formed from energy depositions in the calorimeter cells, based on their energy content
and closeness to neighbours. See section 3 and references [4, 5].
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To obtain the weights, we have simulated the response to single pions in a test-beam envi-
ronment. The development of the weights is described in Section 3, where we also demonstrate
the performance of the weights on an independent simulated sample.

In Section 4 we present the results of applying these weights on real data from the combined
testbeam runs at the H8 beam line in 2004. The opportunity to try the method on real data from
single pions of known energy in a controlled environment is the main reason for doing the
simulation study in the test-beam environment, rather than in a simulation of the full ATLAS
set-up2).

To check the stability of the method, we have deliberately altered and distorted the weights
in various ways and the results of these studies can be found in Section 5. In that section, we
also compare our results with other methods for hadronic calibration, in particular the current
default version of local calibration, where the global energy scale is the energy of a single
cluster [8].

In Section 6, the local hadronic calibration is applied to simulated jets in full ATLAS set-up,
and comparisons with the performance of the global H1 scheme are given.

The Monte Carlo sample used for the derivation of the weights has been simulated using
the simulation toolkit GEANT4 [9] within the ATHENA framework [10]. The test beam was
simulated with ATHENA version 11.0.42, see Section 2.4 for details. For the simulation of jets
in the full ATLAS set-up, ATHENA version 12 was used, see Section 6.

2 The ATLAS detector at LHC

ATLAS, A Toroidal LHC ApparatuS, is a general-purpose detector currently being built at
the Large Hadron Collider, LHC, at CERN. LHC is scheduled to start in 2008 and will pro-
vide proton-proton collisions at 14 TeV centre-of-mass energy. The design luminosity is 1034

cm−2 s−1, and the collisions will happen every 25 ns [11]. The ATLAS detector is designed to
fully take advantage of the discovery potential of new physics at such high energies [12].

ATLAS has a cylindric shape with an outer radius of approximately 11 metres, a length of
46 metres and a total weight of 7000 tonnes. The main sub-systems are, in order from smaller
to larger radii, the inner detector, the electromagnetic calorimeters, the hadronic calorimeters
and the muon system [13].

The inner detector has a cylindric shape of radius 1.15 m. and length 7 m. The purpose of the
inner detector is to measure track and vertex positions of the particles created in the collisions.
The calorimeter system of ATLAS consists of several non-compensating sampling calorimeters,
which are described in Section 2.1. The outer radius of the calorimeter system is 4.25 m and its
length is 12.20 m. The outer part of the ATLAS detector consists of the muon system, where the
momenta of muons escaping the calorimeters are measured.

2)Studies of local calibration in full ATLAS set-up are in progress, see for example [8].
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In the coordinate system of ATLAS, the z-axis is along the beam pipe, the x-axis points
towards the center of the LHC ring and the y-direction is upwards. These directions form a
right-handed coordinate system. In polar coordinates, the angle θ is the polar angle to the
beam pipe, and φ is the angle in the x-y-plane. The polar angle can be used to compute the
pseudorapidity η , where

η = − ln
(

tan
(θ

2
)

)

. (1)

For high-energetic particles, the pseudorapidity is a good approximation of the rapidity y,
y = 1

2 ln
(

E+pL
E−pL

)

, where E is the energy of the particle and pL the momentum component along
the beam [14].

2.1 The ATLAS calorimeter system

The calorimeter system of ATLAS consists of several non-compensating sampling calorimeters.
Detailed descriptions of the calorimeters can be found in [1, 15, 16].

In the central part of the detector, at low |η |, the innermost calorimeter is the electromagnetic
liquid argon calorimeter (in this note referred to as “LAr”), which is subdivided into the barrel
part at |η | < 1.475 and the endcap at 1.375 < |η | < 3.2. The electromagnetic LAr calorimeter
uses liquid argon as active material and lead as absorber. The electrodes are folded in an accor-
dion shape, to ensure full φ coverage. In Figure 1, an overview of a LAr barrel module is given.
The first sampling layer in the LAr barrel consists of the strips, which are very fine-grained in
η , with a granularity of ∆η ×∆φ ×∆r = 0.0031× 0.098× 4.3X0. One interaction length X0
in the LAr barrel module is approximately 21.1 mm. The typical cell volume in this layer is
between 92,000 and 155,000 mm3, where the larger cells are found at higher η . The second
sampling layer, the middle one, has the granularity ∆η ×∆φ ×∆r = 0.025× 0.0245× 16X0.
In cell volume, this corresponds to sizes between 640,000 and 720,000 mm3. The granularity
of the third, back, sampling layer is ∆η ×∆φ ×∆r = 0.05× 0.0245× 2X0, with typical cell
volumes between 350,000 and 900,000 mm3.

The LAr barrel calorimeter is surrounded by a cryostat which cools the liquid argon. The
inner radius of the cryostat is 1385 mm, and its outer radius is 2132 mm. Inside the cryostat
close to the inner wall, the LAr pre-sampler (sometimes referred to as “LAr0”) is placed. Its
purpose is to correct for energy losses before the calorimeters. See also Section 4.4 for the
usage of the pre-sampler information.

Outside the electromagnetic LAr calorimeter, the hadronic calorimeter system is placed. At
|η | < 1.7, the calorimeter is made out of iron with scintillator tiles as active medium, and it
is often referred to as the “Tile” calorimeter. Its inner and outer radii are 2280 and 4230 mm,
respectively. The Tile barrel covers the |η | < 1.0 region, and the Tile parts at 0.8 < |η | < 1.7
is the extended barrel. A Tile barrel module is divided into three longitudinal segments, or
sampling layers, which from smaller to larger radii are the A-cells, the BC-cells and the D-
cells, see Figure 2 for an overview. The granularity is ∆η ×∆φ = 0.1×0.1 for the A-cells and
the BC-cells, and ∆η ×∆φ = 0.2×0.1 for the D-cells. The volumes of the A-cells are between
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Figure 1: Layout of a LAr barrel module. See text for cell sizes and layer descriptions. (Figure from [15]).

18 · 106 and 24 · 106 mm3. The BC-cells are slightly larger at 30 · 106 − 90 · 106 mm3, and the
D-cells are the largest ones at 105 ·106 −135 ·106 mm3.

Some distance from the interaction point in the z direction and at high η values, the hadronic
endcap (HEC) and the forward calorimeters (FCAL) are placed. These calorimeters are placed
inside the same cryostat as the LAr endcap calorimeter. The HEC, that covers the 1.5 < |η | <
3.2 range, is a copper/LAr calorimeter with an outer radius of 2.03 m. At the highest η values,
between 3.1 and 4.9, the forward calorimeter is placed. The absorber material in the forward
calorimeter is copper in the section closest to the interaction point, and tungsten in the other
sections.

For the study described in Sections 3-5, simulations and results from the combined test-
beam of 2004 have been analysed. Only runs with beams targeted at the region of the calorime-
ter that will correspond to η = 0.45 in the final detector have been considered. This part is in
the barrel region, and thus only read-out from the LAr and Tile barrel calorimeters will be used.
The full ATLAS study described in Section 6 uses simulations of jets in all calorimeters.

2.2 Energy deposition in the calorimeters

Calorimeters detect energy through total absorption of the particles. High-energy positrons
or electrons lose their energy through bremsstrahlung, which gives rise to an electromagnetic
energy shower in the calorimeter. High-energy hadrons can lose their energy in many different
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Figure 2: Layout of a Tile barrel module. See the text for a description of the layers and the cell sizes. The runs
used for the analysis are targeted at η = 0.45, as indicated. (Modification of a figure from [16]).

ways, for example via ionisation (if the hadron is charged) or through strong interactions. The
nature of the strong interactions a hadron might undergo in the calorimeter material is such that
some of the energy dissipated that way is invisible to the calorimeter, such as energy lost in
nuclear break-ups.

The fraction of the hadron energy that can be detected by the calorimeters depends on the
initial energy of the hadron, where larger initial hadron energy means that a larger percentage
of the total energy will be detected by the calorimeter. This is an effect of more neutral pions
being produced in the hadronic shower when the energy of the initial hadron is higher. Once a
π0 is formed, it no longer gives rise to secondary hadrons but rapidly decay into two photons,
and all its energy is deposited electromagnetically [17].

The undetected energy of hadronic showers is called invisible energy, as opposed to the
visible energy that can be detected. When a non-compensating calorimeter is calibrated on the
electromagnetic scale, the electromagnetic showers are correctly calibrated, while the invisible
energy is still unaccounted for. Some particles, mostly neutrinos, leave the detector completely
undetected, and the energy loss they represent is called escaped energy.

Electromagnetic showers are shorter and denser than hadronic ones as a consequence of the
different processes involved. Due to the production of neutral pions in the hadronic showers, the
visible energy fraction fluctuates heavily from event to event, which results in a worse energy
resolution for hadrons compared to electrons.
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Figure 3: Set-up of the 2004 combined test-beam. The beam direction is from left to right in the figure. (Figure
from [18]).

2.3 The 2004 ATLAS combined test-beam

In the autumn of 2004, a slice of the barrel section of the ATLAS detector was tested in a
combined sub-detector test beam, thus testing parts of the inner detector, the pre-sampler, the
LAr barrel, the Tile barrel and the muon chambers together [18]. In Figure 3, a schematic
view of the combined test beam set-up is shown, and Figure 4 shows the relative positions of
the calorimeter sampling layers. The combined test beam of the barrel parts of ATLAS was
performed in the H8 beam line, using beams created by the Super Proton Synchrotron SPS at
CERN [19].

For the analysis presented in this note, we have used information from the calorimeter read-
out of the test-beam, as well as information from muon detection scintillators. Due to an insta-
bility in the read-out from the inner detector, signals from that sub-detector are unreliable for
some of the runs in the early data taking period [20]. Since we want to treat all runs as similarly
as possible, we need to make the same cuts on all runs. Thus no information from the inner
detector is used in this analysis.

2.4 Simulation and real data from the combined test beam

The Monte Carlo samples used to make the hadronic compensation factors consist of 10,000
events from 53 different energies in the range 0.5-316.23 GeV. The energies are 0.5, 0.75, 1.0,
1.12, 1.26, 1.41, 1.6, 1.77, 2.0, 2.24, 2.51, 2.82, 3.16, 3.55, 4.0, 4.467, 5.0, 5.623, 6.0, 7.0, 7.94,
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Figure 4: Schematic drawing of the relative positions of the calorimeters in the combined test beam of 2004,
with the calorimeter sampling layers indicated. The beam direction is from left to right in the figure. It should be
noted that this figure is only approximately to scale. In the direction of the beam, the sampling layers are LAr0
(pre-sampler), LAr1 (strips), LAr2 (middle), LAr3 (back), Tile A-cells, Tile BC-cells, Tile D-cells. (Adaptation of
a figure from [18]).

9.0, 10.0, 11.22, 12.59, 14.13, 15.85, 17.78, 20.0, 22.39, 25.0, 28.18, 30.0, 35.48, 40.0, 44.67,
50.0, 56.23, 60.0, 70.0, 80.0, 90.0, 100.0, 112.20, 125.89, 141.25, 158.49, 180.0, 200.0, 223.87,
250.0, 281.83 and 316.23 GeV. The energies are chosen to be logarithmically equidistant. In
addition to these events, 10,000 extra events of the same energies, independent of the first
sample, were also produced for systematic studies. 20,000 events of the beam energies 1.5, 3,
15, 150 and 300 GeV were also produced.

The simulations, digitizing and reconstructions were done using ATHENA version 11.0.42,
which employs the GEANT4 simulation engine3).

From the real data of the combined test beam of 2004, seven runs have been used in this
note, two high-energetic negative pion runs at 180 and 250 GeV respectively, three positive pion
runs at 20, 50 and 100 GeV, one positron run at 180 GeV, and one low-energetic negative run at
9 GeV with a mixture of electrons and pions. From each of the runs, 10,000 events have been
reconstructed using ATHENA version 11.0.414). See Section 4 for a full description of the runs
used and the cuts implemented to clean the data.

The 100 GeV π+ real data run, run 2102355, is the run on which the simulations are based,
i.e. all beam line scintillators, beam chambers etc. in simulation are placed as for run 2102355.

3)The full version number for the GEANT4 release used by default in ATHENA version 11.0.4 is
geant4.7.1.p01.clhep1.9.2.1, see [21].

4)The only difference between version 11.0.41 and 42 lies in the simulation stage, since .42 contains a GEANT
bug fix. This means that reconstructions with 11.0.41 and .42 are equivalent.
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3 Development of the weights

As described in the previous section, the calorimeters of ATLAS are non-compensating, i.e. some
of the energy deposited by hadronic showers is undetectable by the calorimeters.

In this analysis, we start from topological clusters [4,8], (often referred to as “topo clusters”)
which are formed by selecting calorimeter cells with an energy signal larger than 4σ over the
noise level. The cluster is then expanded in three dimensions by including all neighbouring cells
with an energy signal larger than 2σ over noise. When no more neighbouring cells that fulfill
the selection criterion can be found, all cells on the cluster perimeter, regardless of energy,
are added to the cluster. Finally, if the topo cluster contains more than one cell with energy
deposition larger than all its immediate neighbours, the cluster is split to separate the local
energy maxima within the cluster, so that each final cluster only contains one energy maximum.
The splitting only occurs if the local energy maxima is larger than 500 MeV.

The topo clusters have been calibrated on the electromagnetic scale [1,16], so that the energy
from electrons and photons is given correctly, while the hadronic energy is too low. We achieve
compensation for the invisible hadronic energy loss by applying a weight to the electromagnetic
scale cell energy. The weights have been determined from simulated samples, as the mean of
the ratio Etruth

cell /E0
cell ,

wcell = 〈Etruth
cell /E0

cell〉, (2)

where Etruth
cell is the energy truly deposited in the cell, as given from the simulation, and E 0

cell is
the reconstructed energy on the electromagnetic scale.

In this section, we discuss the choice of weight parametrisation, take a closer look at the
parameters chosen, give a brief overview of noise estimations and finally determine the weight
tables given in Section 3.5. In Section 3.6, the performance of the weights when applied to
independent simulated samples is shown.

3.1 Weight parametrisation

As mentioned in Section 2.2, the fraction of the hadron energy that can be detected by the
calorimeters depends on the initial energy of the hadron, where larger initial hadron energy
means that a larger percentage of the total energy can be detected by the calorimeter.

In order to compensate for the invisible hadronic energy loss we face two problems: we
must find a way to select the hadrons, since we do not want to disturb the energy deposited
by electrons and photons, and we must find a way to estimate the total energy of the incoming
hadron.

From Section 2.2 we know that the shower from a photon or an electron is more dense than
the shower from a hadron. Thus the energy density in a cell within an electromagnetic shower
is, on average, larger than the energy density in a cell within a hadronic shower. This relation
can be used to separate hadrons from electrons or photons. The total energy of the incoming
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hadron can be estimated as the reconstructed electromagnetic energy in the topo clusters that
fall within a cone around the most-energetic cluster of the event, see Section 3.3.

In order to separate hadrons from photons/electrons and also keep track of the initial hadron
energy, the weights have been parametrised with the cell energy density and the cone energy.

3.2 Energy density

The cell energy density, ρE = E0
cell/Vcell , where E0

cell is the energy recorded in the cell which
is calibrated on the electromagnetic scale and Vcell the cell volume, can be used to distinguish
electromagnetic showers from hadronic ones, as described in the previous section. In Figures 5
and 6, the cell energy densities for the various layers of the calorimeters, as given by a pion
beam of initial energy 10 GeV, are shown. All cells that fall within a topo cluster have been
included. For comparison, the cell energy densities from a 100 GeV beam are shown in Figures
7-8.

From Figures 5-8 we can see some general trends in the cell energy density distributions.
In the 10 GeV beam case, the highest densities are found in layer 1 of the electromagnetic
calorimeter (the strips). These cells are closest to the impact point. Then the maximal energy
densities found are smaller the farther away from the impact point we get. For the 100 GeV
beam, this pattern is changed. The maximal energy densities are recorded in layer 2 of the
electromagnetic calorimeter, although they are only slightly larger than the energy densities
found in layer 1. This reflects the development of the shower in the calorimeter, where the
shower penetrates deeper in the calorimeter the more energetic the initial particle is. We also
see that the maximal cell energy density in the electromagnetic calorimeter is approximately
0.02 MeV/mm3 for the 10 GeV beam, and about 0.08 MeV/mm3 in the 100 GeV case. For
Tile, these values are 4.5 · 10−4 MeV/mm3 (10 GeV events) and 4.5 · 10−3 MeV/mm3 (100
GeV events). The difference in energy density values recorded in the various calorimeters is
mainly an effect of the difference in cell volumes, since the cells of the Tile calorimeter are
about two orders of magnitude larger than the cells of the LAr calorimeter, see Section 2.1. A
comparison between the energy density from 10 and 100 GeV beams is given in Figures 9-10.
These histograms are not normalised, but reflect the differences at the various beam energies.
In the 100 GeV beam, the maximum energy density deposited in any cell is significantly larger
than in the 10 GeV beam, and the number of cells involved in the hadronic shower is larger.
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densities in a 10 GeV and a 100 GeV pion beam.
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Figure 10: Cell energy density distribution in the various Tile sampling layers. Comparison between the energy
densities in a 10 GeV and a 100 GeV pion beam.
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3.3 Cone energy

The energy of all clusters that fall within a cone is the second parameter of the weights. The
cone energy is determined in the following way:

• Find the topo cluster with the highest energy in the calorimeter.
• Draw a cone axis through the most energetic cluster and the primary vertex.
• Make a cone with an opening angle (i.e. angle between axis and cone surface) of 11 de-

grees around the axis. Include all topo clusters whose energy center-of-mass falls within
the cone and sum their energies.

If some of the clusters of the event fall outside the most energetic cone, these steps are repeated
to make secondary cones, including only clusters that belong to no other cone.

When computing the weights, only the primary, most energetic, cone is considered. Since
the most energetic cone generally contains all or almost all of the single pion energy of the
event, this is a fair estimation of the beam energy. If secondary cones are present, they occur
in the outskirts of the shower. The physical processes there are different from the ones in the
core, and the fluctuations there are larger, generally giving a lower hadronic energy content.
If included, weights derived from low-energy secondary cones from high-energy events could
distort the weight tables for the low-energy regions.

Distributions of cone energies for a 10 GeV beam and a 100 GeV beam are shown in Fig-
ures 11-12. The energy of the primary cone divided by the beam energy is given as a function
of the beam energy in Figure 13, as well as a comparison with the fraction of the beam energy
that is reconstructed on the electromagnetic scale. The majority of the electromagnetic scale
energy of each event fall within the primary cone, as demonstrated.

3.4 Noise considerations

Both when computing and applying the weights, noise considerations play an important role.
Quite naturally, it does not make sense to apply hadronic weights to a cell dominated by noise.
There are also good reasons to take care not to use noisy cells for derivation of the compensation
factors. The Monte Carlo samples used to determine the weights have simulated noise included
in the reconstructed (data-like) energy. This is necessary to get a clustering of the cells as similar
to the one in data as possible. However, when the weights are computed as the mean of the ratio
between the energy truly deposited and the energy reconstructed on the electromagnetic level,
wcell = 〈Etruth

cell /E0
cell〉, inclusion of noisy cells will give a lowering of the weights, which comes

from the cells with a signal just above the noise cut threshold. Let us consider a cell with
a small electromagnetic energy deposition slightly above the noise cut. The ideal weight of
this cell would be wcell = 1, but due to the Gaussian smearing of the signal, E0

cell can be both
slightly larger and slightly smaller than E truth

cell . However, since the signal is just above the noise
threshold, the occasions when E truth

cell > E0
cell will be removed, leaving a bias towards high E0

cell
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Figure 11: Cone energy distribution in a 10 GeV beam. The energy distributions of the first three cones are
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parison.

values. This gives a general lowering of the ratio E truth
cell /E0

cell . This happens even when the
noise cuts are symmetric, since the cut is applied to the sum of noise and signal.

In this section, two ways of removing noisy cells will be considered: A cut on the energy
density, and a restriction on the range of the energy ratios filled in the weight tables.

Whenever the energy signal is negative, we know for sure that it is dominated by noise. By
looking at the negative part of an energy density distribution, we can get an estimation of the
noise level. In Figures 14 and 15 the energy density distributions for a 10 GeV pion beam in
the various LAr and Tile layers are given, together with the Gaussian fits to the negative part
of the distributions. When looking at each sampling layer separately, the Gaussian correctly
reproduces the shape of the distribution, but when considering the energy density distribution
of all cells in all LAr layers or all Tile layers, the distributions are clearly not Gaussian. This
indicates that the noise can be estimated from the energy density, if we consider each sampling
layer separately. The noise estimations found this way are in agreement with other methods for
handling the noise, see Section 4.3.

In Figures 16-17, the estimated energy density noise level for the various sampling layers
of LAr and Tile are given for a selection of beam energies. The noise levels are independent of
beam energy to the first order, as demonstrated in the figures.

For the remainder of the note, unless something else is explicitly stated, only cells that fulfil
|ρE | > ρE,noise have been weighted. The energy density noise estimates are given in Table 1.
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Figure 14: Cell energy density in LAr cells, expanded around 0 and fitted with Gaussians. The beam energy is
10 GeV. The Gaussians have been fitted to the negative part of the histogram and plotted for the full range. The top
left plot shows the energy density in all LAr cells, and the other plots show the cell energy density for the various
sampling layers. It should be noted that the pre-sampler (LAr0) has cell volume 0 in the simulation, so no energy
densities can be computed.

Sampling layer ρE,noise (MeV/mm3)
LAr1 (3.9495 ± 0.0034) ·10−4

LAr2 (1.4244 ± 0.0015) ·10−4

LAr3 (1.6490 ± 0.0021) ·10−4

Tile A-cells (4.1623 ± 0.0013) ·10−6

Tile BC-cells (1.0483 ± 0.0023) ·10−6

Tile D-cells (5.7918 ± 0.0017) ·10−6

Table 1: Energy density noise estimates. The values and the uncertainties are given by the Gaussian fits to the
energy density distributions.
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10 GeV. The Gaussians have been fitted to the negative part of the histogram and plotted for the full range. The top
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19



 (GeV)beamE
2 3 4 5 6 7 10 20 30 40 100 200

)3
E

st
. n

oi
se

 le
ve

l (
M

eV
/m

m

0.1

0.2

0.3

0.4

0.5

0.6

-310×

LAr1 cells

LAr2 cells

LAr3 cells

Figure 16: Estimate of the cell noise level in the various LAr layers, for a selection of beam energies. The
estimated noise level has been computed from 3 ·σ of a Gaussian fit to the negative part of the energy density
distribution (compare Figure 14).

 (GeV)beamE
2 3 4 5 6 7 10 20 30 40 100 200

)3
E

st
. n

oi
se

 le
ve

l (
M

eV
/m

m

0

1

2

3

4

5

6

-610×

Tile A-cells

Tile BC-cells

Tile D-cells
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Figure 18: Weights for the LAr cells as a function of energy density, with and without the energy ratio restriction
cut, 0.6 < Etruth

cell /E0
cell < 3. The weights have been averaged over all cone energies. The top left plot show the

mean weights in all LAr cells, and the other show the weights in the various sampling layers. The approximate
energy density noise level in LAr is 2 ·10−4 MeV/mm3 (see Table 1 for more precise values).

Another way to reduce noise when making the weight is to implement a restriction on the
energy ratios filled in the weight tables. As described earlier, the noise cuts in the topo cluster
formation will give a weight that is too low. When correcting for invisible hadronic energy,
there is in theory never need for a weight lower than 1. However, just cutting out all energy
ratios below 1 would give a bias towards higher weights, due to the Gaussian smearing of the
reconstructed E0

cell values. For the computation of the weights in the test beam environment in
this note, we have applied the restriction 0.6 < E truth

cell /E0
cell < 3 on the energy ratios filled in

the weight tables [22]. The lower limit is intended to remove the low-weight bias from noise,
as described above. The upper limit removes weights from cells with a very low reconstructed
signal compared to the true energy deposition [23]. The effects of the weight restriction in the
LAr and Tile calorimeters are shown in Figures 18 and 19.

In both the calorimeters, the energy ratio restriction cut clearly has the greatest impact about
and below the energy density noise cut, which is approximately 2 ·10−4 MeV/mm3 for LAr cells
and 10−6 MeV/mm3 for Tile cells, (see Table 1), while the cut has very little effect on weights
for cells with high energy density. After the weight restriction cut, the weights in LAr show the
expected behaviour: at low energy densities, the weight are high, but they shrink as the energy
density increases, stabilising at 1 for high densities. In Tile, the weights without the restriction
cut are very high at low energy densities, and after the restriction, the weights show an overall
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Figure 19: Weights for the Tile cells as a function of energy density, with and without the energy ratio restriction
cut, 0.6 < Etruth

cell /E0
cell < 3. The weights have been averaged over all cone energies. The top left plot show the

mean weights in all Tile cells, and the other show the weights in the various sampling layers. The approximate
energy density noise level in Tile is 10−6 MeV/mm3 (see Table 1 for more precise values).

decreasing behaviour as the energy density increases, from wcell ≈ 1.5 at the very lowest energy
densities, to wcell ≈ 1.2 at the highest energy densities.

Figures 21-22 in Section 3.6, show the effects of the combination of the energy density
and weight restriction cuts on the linearity and resolution of weighted energy. A restriction on
the energy ratios filled in the weight tables is necessary to eliminate noise effects, that are not
removed by the noise cut on the energy density, such as the general lowering of the weight
values when the signal is close to the noise cut. As demonstrated in Figure 21, especially the
linearity is sensitive to the noise bias in the weights, and the noise cut on energy density alone is
not enough to reduce the noise-induced lowering of the weights. However, there are problems
in implementing a restriction on the energy ratios themselves, since a cut on the ratio is a cut on
simulation level, which is irreproducible on reconstruction level, where we do not have access
to the true value of the deposited energy.

The systematic effects from the choice of restriction limits on the performance of the weights
have not been studied. Lowering any of the weight limits will lead to a lowering of the weights,
and raising any of the limits will lead to a similar raise in the weights. In that sense, the cut
values are chosen somewhat arbitrarily, and for the local calibration weight tables implemented
in ATHENA, the values are slightly different (see Section 6). The currently used schemes for
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local hadronic calibration employ a restriction on the weights themselves, but for future appli-
cations, it is necessary to investigate other cuts for reducing noise-induced weight biases, based
on variables accessible at the reconstruction level, since weight restriction might lead to a bias
in the hadronic scale energy.

3.5 The weights

The weights are computed from simulated single pions in the combined test beam set-up, using
10,000 events from each of the 53 different logarithmically equidistant beam energies in the
range 0.5− 316.23 GeV, as described in Section 2.4. The variables mentioned above, the cell
energy density and the energy cone, are used to parametrise the weights. The weights are
computed as

wcell = 〈Etruth
cell /E0

cell〉 (3)

where Etruth
cell is the true energy of the cell as given in the simulation, and E0

cell is the cell energy
reconstructed on the electromagnetic scale, i.e. the data-like uncalibrated energy. The weights
are filled into two-dimensional tables, according to cell energy density and the energy of the
cone in which the cell falls. One weight table for each sampling layer of the calorimeters is
made, giving 3 weight tables for the LAr calorimeter and 3 for the Tile calorimeter. The LAr
pre-sampler cells cannot be calibrated using the method described here, because the passive
material belonging to the pre-sampler cells (essentially the inner detector and the dead material
in front of the pre-sampler) is heterogeneous and cannot be characterised by a single volume
value. The pre-sampler energy is by default calibrated for electrons, and must be re-calibrated to
the different properties of pions [24]. This is done together with the dead material corrections,
see Section 4.4.

All beam energies are used to fill each weight table, making the weights as unbiased by
the initial beam energy as possible. When applying the weights, the only information used to
extract the corresponding weight for a cell in a given sampling layer is the energy of the cone
in which the cell falls and the energy density of the cell.

Weights are computed from all cells in all topo clusters of the most energetic cone of each
event. When filling the weight tables, only ratios that fulfill 0.6 < E truth

cell /E0
cell < 3 are entered

into the tables. The weight used is the mean value of the weights filled into the bin in question5).
When applying the weights, all cells within any topo cluster that have energy density above the
estimated noise level, as given in Table 1, are weighted.

The numerical values of the weights can be found in Appendix A. In the next section, the
performance of the weights when applied to an independent Monte Carlo sample is shown.

5)The technical solution we have used is to fill the weights from each cell into the ROOT histogram type
TProfile2D, where the averaging over each bin is done automatically [25].
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3.6 Linearity and resolution of weighted energy

In order to study the performance of the weights, they have been applied to the energy of
independently simulated pions at different energies in the range 0.5 - 300 GeV. In Figure 20,
the energy distributions of the unweighted topo cluster energy on the electromagnetic scale is
compared with the energy after weighting and the simulation truth energy.
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Figure 20: Unweighted (E0), weighted (Eweighted) and Monte Carlo truth energy (Etruth) distributions for a 100
GeV pion beam. All energies considered are the energies within topo clusters.

Two things should be noted in Figure 20: the Monte Carlo truth energy does not peak
(solely) at the beam energy, and the distribution is not Gaussian. Both these observations can
be explained with losses in “dead” material (see also Section 4.4). Some of the pions start to
shower in LAr, and lose part of their energy in the cryostat between LAr and Tile. These events
form the broad peak at 90 GeV. Some pions do not shower until they reach Tile, where they lose
the majority of their energy. These events form the narrow peak at the beam energy. The width
of the 90 GeV peak of the Etruth distribution is an effect of the energy losses in the cryostat.

Ideally, the weighting procedure will reproduce the Monte Carlo truth distribution, which
means that we do not expect the distribution of the weighted energy to be Gaussian.

When comparing results of weighting schemes, normally a Gaussian is fitted to the en-
ergy distribution, and the quantities Emean/Ebeam as a function of the energy (the linearity) and
σ/Emean (the resolution) are computed. However, when the weighted energy distribution is not
expected to be Gaussian, these quantities do not make sense. Instead we are interested in the
weighted energy in relation to the Monte Carlo truth, rather than the beam energy. The ratio

E
Etruth

, (4)
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where E is the weighted or unweighted energy and Etruth is the Monte Carlo truth energy de-
posited within the topo clusters can be used to measure the performance of the weighting. The
distribution of this ratio is expected to be Gaussian with a mean value close to 1, and parameters
of a Gaussian fit6) can be used to estimate the resolution as

r =
σ

mean
. (5)

The linearity is taken to be mean−1 of the E/Etruth distribution.

In Figure 21, the linearity of the energy on the electromagnetic scale is shown, as well as the
linearity of the weighted energy, with and without noise restriction on the energy ratios filled
into the weight tables, as described in the previous section.
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Figure 21: Linearity of weighted and unweighted energy, from Monte Carlo simulations. Comparison between
the unweighted energy on the electromagnetic scale, (grey triangles), energy which has been weighted with weight
tables with energy density noise cuts (filled circles), weight tables with energy density noise cuts and ratio restric-
tion (squares) and without noise reduction (open circles). All errors are statistical errors from the Gaussian fits.

As shown in Figure 21, the weighting improves the linearity for all energies above 2 GeV.
If the weight tables that are filled with the restriction 0.6 < E truth

cell /E0
cell < 3 are used in combi-

nation with the energy density cut, which gives the best performance, the linearity is within 3%
of the expected value for all energies above 2.5 GeV.

The unexpected rise in linearity at beam energies lower than 10 GeV is an effect of the
noise in the calorimeters, which is discussed further in Section 5.5. The drop in linearity for the
weighted energy at the highest beam energies is discussed in Section 5.4.

6)In order to make the fit as stable and independent of non-Gaussian tails as possible, the fit is first made to the
full distribution, and then redone in the region mean± 2σ . Unless something else is explicitly stated, this is how
all Gaussian fits throughout this note are made.
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Figure 22: Resolution of weighted and unweighted energy from Monte Carlo as a function of beam energy.
Comparison between the unweighted energy on the electromagnetic scale, (grey triangles), energy which has been
weighted with weight tables with energy density noise cuts (filled circles), weight tables with energy density noise
cuts and ratio restriction (squares) and without noise reduction (open circles). All errors are statistical errors from
the Gaussian fits.

In Figure 22, the resolution, as defined in Equation 5, of the weighted and unweighted
energy is shown as a function of beam energy, and in Figure 23 the difference of resolutions,
r0 − rweight is given.

As shown in Figures 22 - 23, the weighting procedure improves the resolution of the en-
ergy, compared to the unweighted electromagnetic scale energy, for all beam energies above 3
GeV. The impact of the noise cuts is not as visible in the resolution as in the linearity, but it
seems like the combination of energy density cuts and weight restriction gives a systematically
slightly better resolution, although the fluctuations are within the statistical errors for most beam
energies.

It should be noted that although the beam energies 1.5, 3, 15, 150 and 300 GeV were not
used to fill the weight tables, the properties of the weighted energy from these beam energies
are as expected from the behaviour of the neighbouring beam energies.
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noise reduction (open circles). All errors are statistical errors from the Gaussian fits.
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4 Application on data from the combined testbeam of 2004

In the previous section, the performance of the weighting factors on an independent Monte
Carlo sample was studied. However, the performance of the weights on real data is of greater
interest. For studies of the weighting scheme, seven runs of real data from the combined test
beam of 2004 have been used. In this section, the conditions of the data runs are described, as
well as the cuts needed to get a pure pion sample. A comparison between data and simulation
of certain variables is shown, and finally the weights are applied to the real data.

4.1 Runs used

Of the seven real data runs used, two are high-energetic negative pion runs, 2101257 and
2101335 (beam energies 180 and 250 GeV), three are positive pion runs, 2102347, 2102355 and
2102396 (beam energies 50, 100 and 20 GeV), one is a positron run at 180 GeV, run 2102182,
and one is a low-energetic negative run at 9 GeV, run 2102095. This latter run is nominally
an “electron” run, but for very low energies, the particles in the beam are always a mixture of
pions, muons and electrons. The 180 GeV e+ run is only used for comparing the cuts and is not
included in the linearity or resolution plots shown in Section 4.5.

In all beams, regardless of label, a contamination of muons, electrons and pions is present.
See Table 2 for a list of the runs used [26].

run type E (GeV) Etrue (GeV) η
2101257 π− 180 180.92±0.52 0.450
2101335 π− 250 251.22±0.51 0.440
2102095 e− 9 9.009±0.090 0.45
2102182 e+ 180 179.68±0.52 0.45
2102347 π+ 50 − 0.45
2102355 π+ 100 100.45±0.56 0.45
2102396 π+ 20 − 0.45

Table 2: A list of the data runs used in the analysis [26]. Etrue refers to the real energy of the particles in the
beam, determined from the currents of the selection magnets. From each of the runs, 10,000 events have been
reconstructed.

The run energies given in the logbook are not the exact energies of the particles on impact,
only an approximation. A more accurate value can be obtained using information from the
currents of the selection magnets [27, 28]. For some reconstructions, the true beam energy, as
computed from the selection magnets, is given in the reconstructed data files 7) .

From each of the seven runs, 10,000 events have been reconstructed using ATHENA11.0.41.
7)For example, the official reconstruction with version 12.0.5 contains a variable “Energy”, which is the true

beam energy [24]. The files can be found at
/castor/cern.ch/grid/atlas/datafiles/ctb/realdata/12.0.5.v2/.
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4.2 Cuts on data

The particle types listed in Table 2 only give an indication of which particle was most abundant
in the beam, since the conditions of beam production always give a contamination of pions,
electrons and muons. The contamination rate varies greatly from run to run, from a few percent
to more than half the events. For the positive pion beams, we also have a contamination of
protons, which consist about half the particles in the beam [29]. The weights were developed
from and tested on pion beams, so we want the real data runs to be purely pions as far as
possible. To achieve this, we have implemented certain cuts on data, which are summarised in
Table 3. In that table, the number of events surviving the various cuts is also given. The cuts
follow the standard procedure for cleaning data [24], with the exception of the electron cut and
the “energy OK” cut. The protons, however, cannot be removed with any cut. The effect of the
proton contamination will be discussed later in this section.

Ebeam (GeV) Trigger= 1 Energy OK sADC S1 Ncluster > 0 No µ No e Clock All cuts
250 9620 9798 8885 9962 9907 9850 7307 6119
180 9177 9610 8847 9816 4420 9357 7330 2418
100 9304 9709 9028 9898 8430 9649 10000 7187
50 9263 9684 9050 9869 9409 9619 10000 8048
20 9718 10000 9502 9856 9632 6158 10000 5406
9 9628 9944 9238 9732 9998 5837 10000 5271

180, electrons 9595 9903 9143 9918 6103 7985 10000 3810

Cut Code Meaning of cut
Trigger Trigger= 1 only physics events chosen
“Energy OK” |E0

event | < Ebeam +100 GeV Remove abnormally high energies
sADC S1 150 < sADC S1 < 1400 Beam line scintillator cut
Ncluster Ncluster > 0 At least one cluster formed in the event (noise reduction)
No µ sADC muTag< 450 removes muons by cutting on muon scintillator signal
No e ETile > 0.01 ·Ebeam removes electrons by requiring a signal in Tile
Clock Clock > 18 ns Compensate for timing problem (180 and 250 π− runs only)

Table 3: Cuts on data, and the number of events surviving the various cuts. The top table shows the number of
events surviving the various cuts. For all runs, 10000 events were reconstructed. The rightmost column gives the
number of events passing all the cuts. It should be noted that some cuts are overlapping, and that the Clock cut
was only applied to the high-energetic π− runs, 180 and 250 GeV. The bottom table gives a summary of the cuts
used and their meanings, which are elaborated in the text.

The number of events out of the original 10,000 surviving the cuts varies greatly, from more
than 8000 events for the 50 GeV π+ run to only about 2400 for the 180 GeV π− run.

For a few of the events, the energy is abnormally high in Tile, giving a total reconstructed
energy of about 400 GeV. This is most likely caused by a mis-reconstruction in Tile [30]. Since
these energies are clearly wrong, the events are removed with the |E0| < Ebeam +100 GeV cut.
After this cut, a very small tail between 250 and 350 GeV remains in the 250 GeV run. The
origin of these few high-energy events is unknown. However, since the tail only contains one
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event in a thousand, the effect is negligible.

The sADC S1 cut is a cut on a beam-line scintillator, placed upstream of the ATLAS detector
parts in the test beam set-up [18, 24]. The Ncluster > 0 cut requires that at least one topo cluster
was formed per event used. This cut is a built-in feature of how we define our signal: only
energy depositions within topo clusters are considered as signal. Muons are removed from
the runs with a cut on the sADC muTag scintillator, which is placed downstream of the muon
chambers, behind the beam dump [18]. The Clock cut was only applied to the high-energetic
π− runs, 180 and 250 GeV, due to timing problems in these runs [20, 26]. The cut Trigger=1
picks out the “physics” events, which means that events with at least one particle in the beam
line were chosen.

The most significant cut for the low-energetic runs and the electron run is the electron re-
moval cut. In Figure 24, the effect of the muon cut when applied to the 100 GeV positive pion
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Figure 24: Effect of the cuts on the positive 100 GeV pion beam. “General cuts” summarises the “energy
OK” cut, the Ncluster > 0 cut, the Trigger cut and the sADC S1 cut. The effect of the muon and electron cuts is
shown. Especially the significance of the muon cut is visible in this run, since the muon peak at ≈ 2 GeV almost
completely vanishes with that cut. The electron cut can be seen as a small decrease of the distribution at the highest
energies.

beam is clearly visible, since the muon peak at ≈ 2 GeV almost completely vanishes after that
cut. The effects of the electron cut on a positron beam at 180 GeV are shown in Figure 25,
where the positron peak at beam energy is much affected by the cut.

The standard procedure for removing electrons is to look at information from the inner
detector. However, for some of the runs used, the inner detector read-out was unstable, making
cuts on inner detector variables impossible. Since it is important to treat all runs as equally as
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Figure 25: Effect of the cuts on the 180 GeV positron beam. “General cuts” summarises the “energy OK” cut,
the Ncluster > 0 cut, the Trigger cut and the sADC S1 cut. The effect of the muon and electron cuts is shown. Both
cuts are significant for this run. The muon peak at 2 GeV almost completely vanishes with the muon cut. The
positron peak at beam energy is much affected by the electron cut.

possible, the properties of electron showers have been used instead. By requiring that at least
1% of the beam energy is reconstructed in the Tile calorimeter, particles that are fully contained
in LAr are discarded. This action removes the vast majority of the electrons.

However, the electron cut will affect the pions as well, especially at low energies, when not
all pions necessarily reach the Tile calorimeter. In Figures 26-27, linearity and resolution of the
simulated pions, with and without the electron cut have been plotted. As shown in these figures,
the linearity and resolution are little affected by the electron cut for beam energies above ≈ 20
GeV. At very low beam energies, some odd effects can be observed: the linearity is much larger
than expected, with a peak at 2 GeV. The resolution is improved in an unexpected way for beam
energies below ≈ 5 GeV, most likely as a result of the increased linearity. This low-energy effect
could be caused by the electron cut selecting events with unusually high energy in Tile, in an
energy region where most pions are fully contained in LAr. However, the effects of the electron
cut are only interesting for beam energies where we have data runs, which is 9 GeV and higher.
The small effects from the electron cut will be considered as systematic uncertainties. Details
of the computation of the systematic effects are given in Appendix B.

Whenever data and simulated distributions are compared, the electron cut have been applied
to the simulated sample, as well as the Ncluster > 0 cut. The other cuts cannot be applied to the
simulated samples, since the necessary scintillators and clocks were not simulated.
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Figure 26: Effect of the electron cut on the linearity. Conclusions in text.
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Figure 27: Effect of the electron cut on the resolution. Conclusions in text.
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4.3 Comparison between data and Monte Carlo simulations

Simulated samples are used to compute the weights we use for hadronic weighting of the energy.
Thus it is of great importance that the simulation correctly reproduces the data, since the results
otherwise will contain errors inherited from the simulations.

In this section we take a closer look at the parameters of the weights, namely the cell energy
density distributions (Figures 28 - 31) and the cone energy distributions (Figures 33 and 32). In
addition, the shower development description is studied in Figures 34 and 35.
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Figure 28: Cell energy density distribution in the various LAr sampling layers, for a 250 GeV beam. Comparison
between data (negative pions) and a simulated pion sample (MC). The histograms have been normalised to 1.

In the distributions of the LAr cell energy densities, Figure 28, the data distributions have
larger negative tails than the corresponding simulated distributions. This is an effect of non-
Gaussian tails in the data distributions. If the negative part of the data distributions are fitted
with Gaussians, as in Section 3.4, the values agree within 10% with those obtained from the
simulated distributions, see Table 4.

The package CaloNoiseTool, available in ATHENA, can be used to extract the estimated
noise for each cell. The expected energy density of the noise, as obtained from this package, is
also given in Table 4. These values are of the same order as the estimations obtained using the
energy density.

All positive data beams used contain a large proton contamination of as much as 50% [29].
Proton showers contain fewer neutral pions than a pion shower of the same nominal energy [17],
due to conservation of the baryon number, which leads to a lower electromagnetic fraction in
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Figure 29: Cell energy density distribution in the various LAr sampling layers, for a 100 GeV beam. Comparison
between data (positive pions) and a simulated pion sample (MC). The histograms have been normalised to 1.
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Figure 30: Cell energy density distribution in the various Tile sampling layers, for a 250 GeV beam. Comparison
between data (negative pions) and a simulated pion sample (MC). The histograms have been normalised to 1.
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Figure 31: Cell energy density distribution in the various Tile sampling layers, for a 100 GeV beam. Comparison
between data (positive pions) and a simulated pion sample (MC). The histograms have been normalised to 1.

Data Simulation
Sampling layer CaloNoiseTool (MeV/mm3) ρE,noise (MeV/mm3) ρE,noise (MeV/mm3)
LAr1 (4.574 ± 0.071) ·10−4 (4.0343 ± 0.0021) ·10−4 (3.9495 ± 0.0034) ·10−4

LAr2 (1.593 ± 0.046) ·10−4 (1.4932 ± 0.0011) ·10−4 (1.4244 ± 0.0015) ·10−4

LAr3 (2.00 ± 0.15) ·10−4 (1.6329 ± 0.0010) ·10−4 (1.6490 ± 0.0021) ·10−4

Tile A-cells (4.01 ± 0.13) ·10−6 (4.6112 ± 0.0072) ·10−6 (4.1623 ± 0.0013) ·10−6

Tile BC-cells (9.8 ± 1.3) ·10−7 (1.1431 ± 0.0012) ·10−6 (1.0483 ± 0.0023) ·10−6

Tile D-cells (5.57 ± 0.38) ·10−7 (6.1731 ± 0.0082) ·10−7 (5.7918 ± 0.0017) ·10−6

Table 4: Energy density noise estimates for data and simulated samples. The values and the uncertain-
ties of ρE,noise are given by the Gaussian fits to the energy density distributions (compare with Table 1). The
CaloNoiseTool values are the estimated noise energy density, obtained from the package CaloNoiseTool.
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proton-induced showers than in pion showers and thus a lower reconstructed energy. The reso-
lution of the energy in the pure proton beams is better, because the event-by-event fluctuations in
the production of neutral pions is lower. Proton showers tend to be broader than pion-induced
ones, while the latter generally reach deeper into the calorimeter [31], because of the higher
total cross section of a proton-nucleus reaction than such a reaction involving a pion [32].

The effect of the proton contamination on the energy level is seen in the distribution of the
cone energy of the positive 100 GeV beam (Figure 33), where the energy distribution from real
data seems shifted towards lower values compared to the simulated energy distribution. In the
energy density distributions for the positive beam (Figures 29 and 31), the proton contamination
can be seen as a generally lower level of energy density in data than in the simulation. These
effects are not seen in the energy density distributions of the negative 250 GeV beam (Figures 28
and 30), nor in the distribution of the 250 GeV π− cone energy distribution in Figure 32.
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Figure 32: Cone energy distribution for a 250 GeV beam. Comparison between data (negative pions) and Monte
Carlo simulation (MC).

The effects of proton contamination on the linearity are straight-forward: the lower response
to the proton energy will lead to a general worsening of the linearity, at least for the electro-
magnetic scale energy. Since the weights have been developed for pions, and the physics of
proton shower development is different to the development of a pion shower, the worsening in
linearity might persist after weighting too, due to differences in the visible energy content and
the longitudinal spread of the shower. The expected effects of the proton contamination on the
resolution are difficult to predict, since the resolution of pure proton energy is better than the
pion energy resolution. The energy distribution from the combination of pions and protons is
two Gaussian distributions on top of each other, with slightly different mean values. Under such
circumstances it is reasonable to expect a worsening in the resolution. Unfortunately, we have
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Figure 33: Cone energy distribution for a 100 GeV beam. Comparison between data (positive pions) and Monte
Carlo simulation (MC). The proton contamination in real data can be seen as a shift towards lower values, compared
to the distribution on the simulated energy.

not been able to make a comparison of the resolutions of π− and π+/p data beams of the same
energy.

When comparing the energy density and the cone energy distributions, the agreement be-
tween data and simulations seems adequate. However, the simulation does not correctly de-
scribe the shower development in data, but underestimates the energy deposition in Tile and
overestimates the deposition in LAr. In Figures 34 and 35, the energy distribution in LAr and
Tile, for simulations and data, is given for the beam energies 100 and 250 GeV. The shower de-
velopment mis-description in the simulation will affect the weights and the energy after weight-
ing to a high degree, which is demonstrated in Section 4.5.

4.4 Correction for losses in dead material

In ATLAS, some regions are referred to as “dead”, since energy lost in these regions is not
recorded in any calorimeter system. In this sense, the inner detector is also “dead” from a
calorimetry point of view. Another more significant dead region is the cryostat between the
LAr and the Tile calorimeters. The energy lost in these dead regions must be accounted for in
some way, in order to reconstruct the true energy of a particle. The methods for dead material
corrections used in this note are, with a few exceptions, based on the schemes described in
reference [33].
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Figure 34: The energy distributions in the LAr and Tile calorimeters for 250 GeV beams. Comparison between
Monte Carlo simulation (MC) and test beam data of a negative pion beam.

Energy (MeV)
0 20 40 60 80 100 120 140

3
10×

R
at

e 
(a

rb
itr

ar
y 

un
its

)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Energy in LAr

MC
data

Energy (MeV)
0 20 40 60 80 100 120 140

3
10×

R
at

e 
(a

rb
itr

ar
y 

un
its

)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035
Energy in Tile

MC
data

Figure 35: The energy distributions in the LAr and Tile calorimeters for 100 GeV beams. Comparison between
Monte Carlo simulation (MC) and test beam data of a positive pion beam.
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For the barrel region, there are four major dead regions to consider: the upstream region
of material before the LAr pre-sampler, the material between the pre-sampler and the first LAr
barrel sampling layer, the region between LAr and Tile, and any energy lost due to leakage
beyond Tile, to either side of the calorimeters or in any other internal dead regions. The cor-
rection is made using information on the energy deposited in the calorimeter layers close to the
dead region, or in some cases all of the deposited energy in the calorimeters. The correction
constants are determined using the Monte Carlo truth information from the simulated pions. A
schematic view of the dead regions is given in Figure 36. The sample used to derive the weight
is also used to compute the dead material correction constants.

Figure 36: Schematic view of the dead regions in the test beam barrel set-up. The dead regions are drawn in dark
grey, the active regions in a brighter shade. The upstream region consists of the cryostat before the pre-sampler.
The dead material between the pre-sampler and the first layer of the LAr barrel is indicated as a bar. The largest
energy losses occur in the part of the cryostat that is placed between the LAr barrel and the first Tile layer. The
fourth category of dead material losses is leakages beyond Tile and laterally (not indicated in the figure).

The dead region correction constants are computed by plotting the true energy lost in the
dead region of interest as a function of the uncalibrated energy in relevant parts of the calorime-
ter. A straight line though the origin is then fitted to the distribution. The slope of the fitted line,
multiplied with the uncalibrated energy returns the energy in the dead region, if the correlation
between the energy lost in the dead region and the energy deposited in the calorimeter layers in
question was sufficiently strong. In Figure 37, examples of fits to energy lost in dead regions
for simuated 100 GeV pions are given.

The upstream correction also calibrates the pre-sampler energy, which cannot be calibrated
using the hadronic weighting scheme described in this note, as described in Section 3.5. The
correction is given by the slope of a line fitted to the sum of the energy lost in the cryostat before
the LAr pre-sampler (E truth

upstream) and the true energy deposited in the pre-sampler, as given from
the simulation (E truth

presamp), as a function of the data-like uncalibrated reconstructed energy in
the pre-sampler (E0

presamp). The constant obtained, Cupstream, is used to estimate the energy lost
before the pre-sampler (Eest.

upstream), and to calibrate the pre-sampler energy (Eest.
presamp), as

Eest.
upstream +Eest.

presamp = Cupstream ·E0
presamp (6)

The correction constant for the region between the pre-sampler and the first layer of the LAr
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Figure 37: Example of energy depositions in dead region as a function of deposited energy in calorimeter layers.
The labels and the choice of fits are described in the text.

barrel is given by the linear fit to the true energy deposited in the cryostat before the LAr barrel
(Etruth

presamp/LAr) as a function of the geometric mean of the data-like energy in the pre-sampler
(E0

presamp) and the first sampling layer of the LAr barrel, LAr1 (E0
LAr1). The estimated energy

lost in the cryostat before LAr barrel, Eest.
presamp/LAr, is given as

Eest.
presamp/LAr = Cpresamp/LAr ·

√

E0
presamp ·E0

LAr1 (7)

where Cpresamp/LAr is the slope of the fitted line.

The largest energy depositions in dead regions occur in the cryostat between LAr and Tile.
The correction constant for this region, CLAr/Tile, is obtained in the same fashion as for the
region between the pre-sampler and the LAr barrel, and the energy used is the energy deposited
in the last LAr sampling layer, LAr3 (E0

LAr3) and the first Tile sampling layer, TileA (E0
TileA).

The estimated energy lost in the cryostat between LAr and Tile, E est.
LAr/Tile, is thus given as

Eest.
LAr/Tile = CLAr/Tile ·

√

E0
LAr3 ·E0

TileA (8)
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For leakage beyond Tile, no correlation between energy deposited in any calorimeter layer
can be seen. However, on average the leakage is dependent on the beam energy. As a first
approximation, the estimated leakage, Eest.

leak, can be computed as a constant, Cleak, multiplied
with the total reconstructed unweighted energy of all calorimeter layers (E 0

tot),

Eest.
leak = Cleak ·E0

tot (9)

The corrections for dead material are made on event basis and, except in the case of the
pre-sampler energy, independent of the hadronic calibration. The total energy of an event after
weighting and correction for losses in dead material, is computed as

EDMcorr = Eweighted +(Eest.
upstream +Eest.

presamp)+Eest.
presamp/LAr +Eest.

LAr/TileEest.
leak −E0

presamp (10)

The reconstructed unweighted pre-sampler energy is subtracted, in order not to count the pre-
sampler energy twice.
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Figure 38: Dead material correction constants as a function of beam energy. The top left plot shows the correction
constants for the upstream energy losses, before the LAr pre-sampler. The top right plot show the correction
constants for the region between the pre-sampler and the LAr barrel. The bottom left plot show the dead material
correction constants for the region between LAr and Tile, and the bottom right plot show the correction constants
for leakage. The horizontal lines indicate the constant value when computed for all beam energies above and
including 10 GeV. The values are given in Table 5. Conclusions on the behaviour of the correction constants as a
function of beam energy are given in the text.

Dead material constants for the various regions as a function of beam energy are given in
Figure 38. As shown in this figure, the correction constants for dead material are not constant
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with respect to the beam energies. All corrections behave strangely for beam energies below
≈ 10 GeV, reflecting the fact that correction for dead material energy losses is hard at low en-
ergies. The peak in the distribution of correction constants for the leakage beyond Tile (bottom
right plot in Figure 38) seems unexpected at first, but when considering that this constant must
be multiplied with the total uncalibrated energy of the event to retrieve the leakage, the peak
translates into an approximately constant leakage of about 100 MeV for beam energies between
4 and 30 GeV. For high beam energies, the leakage correction factors are roughly linear, as are
the upstream corrections. The corrections obtained when using all beam energies above and
including 10 GeV are indicated with horizontal lines in the plots.

For the corrections of losses in the regions before and after LAr barrel, the values do not
flatten at energies above 10 GeV, but rather show a decreasing linear behaviour. This is most
likely a manifestation of the increasing energy fraction of the true pion energy recorded by
the calorimeters. The dead material compensation energy is in some sense calibrated on the
hadronic scale, while the energies

√

E0
presamp ·E0

LAr1 and
√

E0
LAr3 ·E0

TileA are not. When mul-
tiplying the correction constants with the unweighted energy, the correction constants must
decrease to follow the increase in visible energy in the calorimeters.

Constant value (dimensionless)
Cupstream 1.5023 ± 0.0022
Cpresamp/LAr 0.38399 ± 0.00049
CLAr/Tile 1.7014 ± 0.0011
Cleak (8.729 ± 0.085) ·10−3

Table 5: Values of the dead material correction constants, for the four different regions considered.

The dead material losses correction constants not being constant over the beam energies will
affect the value of the corrected energy. Ideally, a correction based on the beam energy would be
used. In test beam data, the beam energy is well-known. However, this is not the case for pions
or jets in ATLAS during real data taking, which is the reason for using one correction constant
per dead region, rather than making the recourse to beam energy dependent corrections. In
Figure 39, the linearity of the weighted energy with dead material correction is shown, both
with and without the beam energy dependence in the correction constants. In Figure 40, the
difference of the linearities in dead material corrected energy ins shown, and in Figure 41, the
difference in resolution is given.

As demonstrated in Figure 40, the beam energy independent dead material corrections will
give a systematically too low reconstructed weighted energy for most of the beam energies
considered. The worst underestimations of the energy will occur for beam energies around 10
GeV, where the shift is as much as 4%. The resolution, on the other hand, is not affected in a
significant way when the dead material corrections constants are beam energy independent, as
shown in Figure 41.

For the remainder of this note, whenever an energy is said to have been corrected for dead
material losses, the correction of Equation 10 have been applied, using one correction constant
for each dead region, same constant for all beam energies. Unless something else is stated, the
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Figure 39: Emean/Ebeam, where Emean comes from a Gaussian fit to the energy distribution, as a function of the
beam energy. The unweighted energy on the electromagnetic scale is marked by grey triangles. The black circles
mark the weighted and dead material corrected energy using one constant per region, same for all beam energies.
The squares mark weighted and dead material corrected energy using beam energy dependent DM correction
constants. The error bars at the black circles are computed from the errors of the Gaussian fit and the distance to
the beam energy corrected points (systematic uncertainties). The error bars on the other markers are from Gaussian
fits only.

Beam energy (GeV)
0.3 1 2 3 4 5 6 10 20 30 100 200

Li
ne

ar
ity

 d
iff

er
en

ce
 (

%
)

-4

-2

0

2

4

6

Figure 40: Difference of linearities, linearity from one correction constant per region minus linearity using beam
energy dependent corrections. The uncertainties indicated are the errors from the Gaussian fit of the linearity from
the dead material correction with one constant per dead region.
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Figure 41: Difference of resolutions, resolution from one correction constant per region minus resolution using
beam energy dependent corrections. The error bars indicate the errors of the resolution from the dead material
correction with one constant per dead region.

constants have been obtained from all beam energies above and including 10 GeV, as described
in this section. The values of the corrections are given in Table 5. The deviations from the values
obtained using the beam energy dependent corrections are treated as systematic uncertainties.
The values are given in Appendix B.

The dead material correction constants computed here are valid only for pseudorapidities
close to η = 0.45, since the dead regions are different at other η , and only in the test beam
set-up, because the cryostat in the full ATLAS set-up is slightly different. Moreover, these
constants are only valid for pions, since the shower development of electrons in the calorimeters
is different from the shower development of pions. For instance, the energy leakage of electrons
is smaller and electrons seldom reach the Tile calorimeter.

4.5 Linearity and resolution of pions from real data and simulations

In Section 3.6, the weighted energy was compared to the Monte Carlo truth energy obtained
from the simulation. For the test beam data, the only “truth” we have is the beam energy.
Moreover, after correction for energy losses in dead material, we expect the energy distribution
to be Gaussian. Hence we can make a sensible Gaussian fit to the distribution, use the ratio
Emean/Ebeam for the linearity, and compute the resolution as σ/Emean. In Figure 42 a compari-
son of the data and Monte Carlo linearity of weighted and unweighted energy is shown.

The most striking feature of the linearity in Figure 42, is that even after weighting it is a bit
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Figure 42: Linearity, Emean/Ebeam, of weighted and unweighted energy (Monte Carlo simulation, MC, and data)
as a function of beam energy. Comparison between the unweighted energy on the electromagnetic scale (triangles),
and weighted and dead material corrected energy (circles). Data points are marked with filled symbols, simulation
with open symbols. It should be noted that data runs of beam energy 250, 180 and 9 GeV are negative runs, while
beam energies 100, 50 and 20 GeV are positive runs with proton contamination.

short of unity for most of the beam energies, especially the lower ones. This is partly an effect
of energy falling outside the topo clusters [8,34,35], but in the test beam case, lateral leakage in
the φ direction can also occur, which does not happen in the full ATLAS set-up. Corrections for
the out-of-cluster energy should be done to retrieve the full energy of an event. This is not done
for singe pions within this note, but only for jets in the full ATLAS environment, as described
in Section 6. Since the treatment of the energy lost due to clustering differs between the test
beam and the full ATLAS set-ups, and we only strive to make a study of the hadronic weighting
scheme when applied to test beam data, which can be done after weighting and subsequent
corrections for losses in dead material, the corrections for energy depositions outside the clusters
are omitted.

The overestimation of data energy in the highest energy points can be explained by the
shower development mis-description in the simulation, which was shown in Section 4.3. The
imbalance between the energy depositions in LAr and Tile will lead to an imbalance in the
weights. Since the simulation underestimates the energy depositions in Tile, the Tile weights
will be higher than they should be. In the same way, the LAr weights will be lower. Since the
LAr weights are closer to unity than the Tile ones, the raising effect of the Tile weights can be
expected to dominate. When the weights are applied to data, the overestimation observed for
the negative pion beams is the result.

When the above mentioned effects are accounted for, the data and simulation linearities in
Figure 42 are in acceptable agreement.
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Figure 43: Resolution of weighted energy (simulation and data) as a function of beam energy. Comparison
between the unweighted energy on the electromagnetic scale (triangles), and weighted and dead material corrected
energy (circles). Data points are marked with filled symbols, Monte Carlo simulation with open symbols. It should
be noted that data runs of beam energy 250, 180 and 9 GeV are negative runs, while beam energies 100, 50 and 20
GeV are positive runs with proton contamination.

In Figure 43, the resolution of the weighted and unweighted energy is given as a function of
the beam energy, and in Figure 44, the difference of the resolution is shown.

For the resolution, there are quite large differences between data and simulation. For all
beam energies, the resolution of data energy is worse than the resolution of the simulated energy
signal, which most likely reflects the generally more difficult conditions in real data taking,
such as noise unaccounted for and scattering in the beam line. Since the general worsening in
resolution in data compared to the simulation is present in the electromagnetic scale energy,
this is not an effect of the weighting scheme. For comparison, it is interesting to compute the
difference between the resolution of the unweighted energy and the resolution after weighting,
which is shown in Figure 44. Even though the resolution of data energy is much worse than for
the simulated energy signal, the weighting and dead material correction improve the resolution
for energies above 20 GeV. For the simulated energy signal, the resolution improvement is
achieved for beam energies above 8 GeV.

In Figure 45 the resolution is plotted as a function of 1/
√

Ebeam, and the simulated energy
resolution has been fitted with the function r = a/

√
Ebeam ⊕ b. The values of the parameters

are given in Table 6. No fit is made to the data energy resolution, because of the possible
disturbances of the resolution as a result of the proton contamination in the positive runs.
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Figure 44: Difference of resolutions, r0 − rweighted+dead material corrected as a function of beam energy. A positive
value in this plot means that the weighting and dead material correction procedure improves the resolution. Com-
parison between Monte Carlo simulation (open circles) and data (filled circles). It should be noted that data runs
of beam energy 250, 180 and 9 GeV are negative runs, while beam energies 100, 50 and 20 GeV are positive runs
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Figure 45: Resolutions of weighted and unweighted energy (Monte Carlo simulation and data) as a function of
1/
√

Ebeam, with fits to the function r = a/
√

Ebeam ⊕b. The values of the parameters are given in Table 6. It should
be noted that data runs of beam energy 250, 180 and 9 GeV are negative runs, while beam energies 100, 50 and 20
GeV are positive runs, with proton contamination.
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Unweighted energy Weighted + DM corr energy
a(% ·GeV 1/2) b(%) χ2/NDF a(% ·GeV 1/2) b(%) χ2/NDF

78.4±1.4 9.80±0.16 15.00/17 76.2±1.1 3.12±0.32 15.59/17

Table 6: Parameters of fit to the resolution of the simulated energy signal, r = a/
√

Ebeam ⊕ b, as drawn in
Figure 45.

5 Stability checks and comparisons with other methods

In the previous sections of this note, the weighting scheme has been described and the perfor-
mance of the weighting when applied to simulations and real data from the combined test beam
has been demonstrated. In this section, we show the performance of the weighting scheme
under slightly different conditions, such as various changes in the global energy scale.

5.1 Energy of a single cluster as the global energy

The default local calibration method for jets currently in use in the ATHENA framework does
not use the energy of a cone of topo clusters as the global energy scale, but rather the energy of
a single topo cluster (the “cluster” method) [8]. For the understanding of the method and the
underlying mechanisms of local hadronic calibration, it is important to investigate both these
schemes, to see if they perform differently.

In this section, the performance of the cluster method when applied to simulations and data
is compared to the results from our standard approach (the “cone” method), as presented in
Section 4.5.

The weighting factors for the cluster method is derived in the same way as the cone method
weights (see Section 3), with the same weight restrictions. The only difference is that when
the cone method only uses the most energetic cone of each event for the weight computation,
the cluster method uses all topo clusters of each event to fill the weight tables. The cluster
method weights are parametrised with the cell energy density and the topo cluster energy, and
one weight table for each sampling layer is made. When applying the weights, only cells with
an absolute energy density larger than the estimated noise level are weighted, as described in
Section 3.4.

In Figure 46, the linearity of the energy after weighting and correction for dead material
losses is shown, for both methods. The linearity is computed as the mean of a Gaussian fitted
to the energy distribution divide by the beam energy, Emean/Ebeam, and plotted as a function of
the beam energy. In Figure 47, the difference between the resolution of the unweighted energy
and the energy after weighting and dead material correction is shown. The absolute values of
the resolution of the energy after weighting with the cone method is shown in Figure 43 in
Section 4.5.

The performances of the cone and cluster methods are very similar, as shown in Figures 46-
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Figure 46: Linearity of weighted and dead material corrected energy (Monte Carlo and data) as a function of
beam energy. Comparison between our standard approach (the cone method) and the cluster method, as described
in the text. The uncertainties given are the statistical uncertainties from the Gaussian fits.
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Figure 47: Difference between the resolution of the unweighted energy on the electromagnetic scale, r0, and
the weighted and dead material corrected energy rweight as a function of beam energy. Comparison between our
standard approach (the cone method) and the cluster method, as described in the text. The uncertainties given are
the statistical uncertainties from the Gaussian fits.
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47, both when applied to data and Monte Carlo simulations. A very small systematic shift
towards slightly higher linearity for the cone method in the beam energy region between 5 and
20 GeV might be seen, but this shift is within the statistical errors.

The similarity between the methods indicate that weighting procedures like these are stable
and not sensitive to minor changes in the global energy scale or cluster size. In the rest of this
section, the stability of the method is shown in other ways.

5.2 Distortion of the cone energy

The test-beam environment is very “clean” compared to what we can expect from data taking in
ATLAS. In the high-energy proton-proton collisions, we will face problems with pile-up noise,
underlying event and low-energy debris from the collisions in the detector. In the previous
section, we showed that the weighting scheme works well when the global energy scale is the
energy of a single cluster. However, for the cluster method, the weights were derived specially,
with the intention of using them in combination with the cluster energy as the global energy. If
the underlying event distorts the cone energy by introducing additional energy preferentially in
the inner calorimeter cells, then the weighting of the outer cells might be affected.

In order to make a very simple check of the performance under slightly more complicated
conditions, we have deliberately distorted the cone when choosing the weights. The weight
tables used are the same as before, but when picking the weights, we use the weights belonging
to a cone of 10% higher energy. This way, a first-order test assessing whether the underlying
event distortion to the cone would disturb the outer cells can be made.
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Figure 48: Linearity of weighted energy (simulation) using a deliberately distorted cone.
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Figure 49: Difference of resolutions of weighted and unweighted energy (Monte Carlo) using a deliberately
distorted cone.

In Figure 48, mean values of Gaussians fitted to the distribution (E −Etruth)/Etruth for the
weighted energy is shown, both when using the correct cone energy, and in comparison to the
distorted cone energy. As before, E is the weighted or unweighted energy and Etruth is the
truly deposited energy as given from the Monte Carlo simulation. In Figure 49, the difference
between the resolution of the unweighted energy and the weighted energy is plotted as a func-
tion of the beam energy. The resolution is estimated as σ/mean of a Gaussian fitted to the
distribution E/Etruth.

As shown in Figures 48-49, the cone method is stable against small changes in the cone
energy scale. The only point where the cone distortion has a significant effect is for beam
energy 300 GeV, where the linearity is worsened after the cone distortion. This is most likely a
weight table border effect, see Section 5.4. For the future, a full systematic study of the impact
of the underlying event on the performance of the hadronic calibration is needed.

5.3 Variation of the cone size

In all previous applications of the cone-based weighting in this note, the cone opening angle has
been 11◦, which is the cone opening angle used when this method was applied in the H1 exper-
iment [6]. Changes of the cone opening angle might affect the performance of the weighting,
and should be studied.

In order to study the properties of the weighted energy when the cone opening angle is
changed, a set of new weight tables were produced, using the energy from cones with the
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opening angles 2, 8, 14, 20 and 26◦ as the global energy. These weight tables were applied to
simulated energy signals, similar to the procedure described in Section 3. From a Gaussian fitted
to the weighted and dead material corrected energy distribution, the linearity can be computed
as Emean/Ebeam and the resolution as σ/Emean. In Figure 50, the difference between the linearity
obtained for the normal weighting procedure (opening angle 11◦) and the linearity after applying
weights from other cone sizes are shown. In Figure 51, the differences in resolution is shown.
These plots should be compared with Figures 42-43 in Section 4.5, where the absolute values
of the linearity and the resolution is shown.
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Figure 50: Difference between Emean/Ebeam of the weighted energy when using weight tables for a cone with
opening angle 11◦ and other opening angles. The uncertainties indicated come from the statistical uncertainties of
the Gaussian fits.

The changes in linearity when varying the cone size are very small, as shown in Figure 50,
but a clear pattern can be seen in the grouping of the linearity. A smaller cone opening angle (2
or 8◦ ) leads to a lower Emean/Ebeam ratio than in the 11◦ case, whereas a larger opening angle
(14, 20 or 26◦) leads to a larger Emean/Ebeam ratio. The shifts are within the statistical errors
for beam energies lower than about 100 GeV, and for the higher beam energies the effect is less
than 0.9%. The resolution is not affected by the cone size changes in any systematic way, as
shown in Figure 51.

5.4 Discussion on the validity of the weights

In Section 3.6, an unexpected drop in the linearity at the highest beam energies investigated
was observed. A similar but more pronounced effect was also seen when the cone energy was
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Figure 51: Difference between σ/Emean of the weighted energy when using weight tables for a cone with
opening angle 11◦ and other opening angles. The uncertainties indicated come from the statistical uncertainties of
the Gaussian fits.

deliberately distorted in Section 5.2. The drop in linearity is an effect of some of the cone ener-
gies being close to the border of the weight table, which can be demonstrated with a shortened
weight table, where only simulated samples of beam energies up to 200 GeV have been used
to compute the weights. In Figure 52, the mean value of the distribution (E −Etruth)/Etruth is
plotted as a function of the beam energy, where E is either the energy after weighting with our
usual weight tables, or with the weight tables derived for beam energies up to 200 GeV only.

The effect on the linearity when using the shortened weight tables, as shown in Figure 52,
clearly demonstrates the border effect: when applying weights to cells from an event with a
beam energy close to the maximal beam energy used to compute the weights, the linearity
drops, and this drop does not only affect the largest beam energy used for making the weights,
but beams at lower energies too. In the example shown here, with weights computed from beam
energies up to 200 GeV, the unexpected drop in linearity begins at beam energies around 150
GeV.

From this demonstration, a very important feature of the weighting can be seen: when
applying the weights, it is important to make sure that a variety of beam energies, both larger
and smaller than the energy of the sample which is to be weighted, were used in the computation
of the weights.
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Figure 52: Linearity of weighted simulated energy using a shortened weight table (where the weights have been
computed using beam energies up to 200 GeV only), and the linearity of the energy which has been weighted with
the default weight tables (beam energies up to 316 GeV).

5.5 Properties of the electromagnetic scale energy

In all comparisons between weighted or unweighted energy and the true energy depositions as
given from the simulation, an unexpected rise in the (E −Etruth)/Etruth ratio has been observed
for beam energies lower than about 10 GeV. In Figure 53, properties of the electromagnetic scale
energy are investigated. By looking at the electromagnetic scale energy within topo clusters,
E0, clusters in relation to the electromagnetic scale energy in all calorimeter cells, E0, all calo cells,
and in relation to the visible energy truly deposited in the calorimeter cells, Evisible, we can
disentangle the effects of noise in cells (which is not present in Evisible) and the topo clustering
(which is only used in E0, clusters). In Figure 53, it is clearly demonstrated that the unexpected
rise in the (E −Etruth)/Etruth ratio at low beam energies is an effect of the overlaid noise in the
cells, since this effects disappears when we consider the visible energy only.

It should be noted that the unexpected rise in linearity only is visible when comparing en-
ergy event-by-event with the Monte Carlo truth energy. If the electromagnetic scale energy is
compared to the beam energy, as in Figure 13 in Section 3.3, the linearity behaves as expected.

6 Application to jets in ATLAS set-up

The previous part of this note demonstrated that a method of local hadronic calibration using
a weighting algorithm could be successfully developed and applied within the framework of
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Figure 53: Properties of the electromagnetic scale energy in relation to the Monte Carlo truth energy. The ratio
(E −Etruth)/Etruth plotted as a function of beam energy, where E is the electromagnetic scale energy within topo
clusters, the electromagnetic scale energy within all calorimeter cells, or the true visible energy deposited in the
cells, Evisible, as given from the simulation.

the reduced ATLAS detector, as was used during test beam running. In this section the local
hadronic calibration scheme is studied under the conditions expected during luminosity running.
The complete ATLAS detector is considered and, in place of single test beam particles, the
performance of the calibration method is assessed using a simulated sample of dijet events.

This section is organised as follows. First a description is given of how the weights were
extracted and applied, followed by an explanation of further calibration corrections (e.g. dead
material corrections). The simulated data samples and the jet algorithms which were used
in the performance tests are then outlined. Finally, the linearity and resolution of jet energy
reconstruction for the different variations of local hadronic calibration are studied and compared
with results from a global calibration approach with the emphasis lying on the comparison
between the local hadronic calibration methods.

6.1 Weight extraction and implementation of cone method in the full ATLAS
setup

The local hadron cone calibration method has now been fully implemented within the ATHENA
package [36] and weights have been extracted for the full ATLAS set-up. To obtain the weights
simulated data-sets of single pion events, uniformly distributed in η and φ , were used. Each
simulated file contained 4522 events for a specific pion energy. The energy range spanned 1-
1000 GeV, with the energy intervals logarithmically equidistant. These single pion files were
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generated and simulated with ATHENA 12.0.31.

The weight derivation method follows the approach used in the test beam analysis, which is
outlined in Section 3. The weights were derived using only the leading cone with an opening
angle of 11 degrees, using the cone energy and the energy density of each cell as parameters.
Weight tables were made separately for each sampling layer of each calorimeter system. Tables
were computed for | η | values in the range 0.0 to 5.0 in intervals of 0.2 8).

The weighting in the full ATLAS setup is implemented in several steps: clustering, clas-
sification, weighting and corrections for energy depositions outside the clusters and in dead
regions.

First, the cluster algorithm is applied. The clusters are then classified as hadronic or electro-
magnetic, taking into account their energy density and their shower depth and the global prob-
ability for an electromagnetic or hadronic cluster to fall into a bin with the respective values
of energy density and shower depth. The probability values were derived from the generated
charged single pions which were compared to a sample of neutral pions. At the moment about
15% of the hadronic clusters are misclassified as electromagnetic, whereas only about 5% of the
electromagnetic clusters are misclassified as hadronic [37]. These mis-classifications contribute
about 3% to the non-linearity still seen for the local hadronic calibration methods [37].

After the classification, hadronic compensation weights are applied to cells within the hadronic
clusters only.

A further correction step accounts for energy depositions from pions which are in the
calorimeters but outside the selected clusters. These out-of-cluster weights are applied only
to hadronic clusters, again using two-dimensional lookup tables, which are parametrised as
function of cluster energy and cluster depth. The tables give an estimate of how much energy
propagates outside a totally isolated cluster. But as clusters can have neighbouring clusters, into
which their out-of-cluster energy can propagate, this primary out-of-cluster weight needs to be
weighted by the degree of isolation of the cluster. The finally applied out-of-cluster correction
is the product of the out-of-cluster corrections determined on isolated clusters, i.e. without tak-
ing into account any neighbouring clusters, and the degree of isolation of the cluster. The later
is determined by the layer weighted energy ratio of the number of all neighbouring 2D cells
not included in any other cluster to the number of all neighbouring 2D cells. For example, if a
cluster is totally isolated, this means all its neighbouring cells are not in any other cluster and
this ratio becomes 1 and as a consequence the full out-of-cluster weight is applied. On the other
hand, if a cluster is completely surrounded by other clusters, all its neighbouring cells are inside
the other clusters, so that the out-of-cluster weight becomes 0. The final out-of-cluster weight
is applied multiplicatively as wooc = 1+wisol

ooc × isolation [37].

An additional correction step is the application of dead material corrections, which are cor-
recting for unseen energy depositions in other parts of the detector, including the pre-sampler

8)In order to suppress noise, a restriction on the ratio E reco/E true was implemented when deriving the weights,
as described in Section 3.4. The ranges were 0.5 < E reco/E true < 3 for the electromagnetic calorimeters and the
forward calorimeter and 0.5 < E reco/E true < 5 for the hadronic endcaps and to 0.5 < E reco/E true < 10 for the
hadronic Tile calorimeter [37, 38].
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and the gap between the barrel and the extended barrel in the Tile calorimeter [37].

The local hadron calibration method calibrates to the true energy deposited in the clusters.
Any jet reconstruction algorithm which runs over these calibrated clusters will not sum all the
energies which belong to a “true” jet, and clusters will be missed. In order to reconstruct the
“true” jets on particle level, further physics-dependent out-of-jet corrections are needed. Such
corrections are meant to ensure that the reconstructed energy of a jet represents the true particle
jet energy and thus the energy of the parton (see Section 6.2). As the out-of-jet corrections
are not yet determined, they contribute to a systematic underestimation of the jet energy, when
using the local calibration approach.

These missing out-of-jet corrections include corrections for the reconstruction efficiency,
which account for the fact that a low energetic pion might not reach the calorimeter and does
not form a cluster. This effect was estimated to amount to about 3% for jets with transverse
momentum (pT ) between 140 and 280 GeV. The underlying assumption is that the leading
particle takes around 25% of the total jet energy and that the remaining 30-40 jet particles have
an energy spectrum of ∼ 1/E. If none of the particles with a pT below 500 MeV reaches
the calorimeter and the reconstruction efficiency as determined for single pions is taken into
account, then the reconstruction and low pT losses can be estimated to be around 3% [39].
Other out-of-jet corrections correct losses due to magnetic bending, which bends low energy
particles out of a jet. This effect is estimated to be around 2% [37]. Adding further 3% missing
corrections due to the misclassification of clusters, the missing corrections in the energy range
of 140 < pT < 280 GeV add up to around 8%, which is in agreement with the findings in that
particular kinematic region presented later.

However, an underestimation of the true jet energy of 8% is only true for this energy region.
Corrections for out-of-jet losses are in fact energy dependent, as high energy jets are more
narrow due to the initial boost on the fragmenting initial parton. Thus, high energy jets have a
larger fraction of their energy contained in a (sub-)cone of a fixed size around their axis [40].
Consequently, low energy jets will in general have more energy leaking out of the jet cone
as compared to high energy jets. These energy losses are a source of underestimation of the
true jet energy, when comparing reconstructed jets without jet corrections to true particle jets.
Therefore it is expected that without these out-of-jets corrections, the reconstructed jet energy
will still underestimate the true particle jet energy, and also that this underestimation is in fact
depending on the true particle jet energy. Jets reconstructed in a compensated calorimeter will
have to be subject to further physics-dependent corrections, that will be developed to be used
on top of the local hadron calibration method.

6.2 Jet algorithms and jet samples

In a Quantum Chromodynamics (QCD) picture of proton collisions at the LHC, the partons of
the proton may take part in a hard scattering, described by perturbative QCD (pQCD), which
leads to a partonic final state comprising the outgoing partons from hard-subprocess plus addi-
tional initial and final state QCD radiation. Due to colour confinement, the partons can never
be observed freely but fragment into hadrons, a process also called hadronisation, which, owing
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to the inapplicability of perturbative QCD at long distances, needs to be modelled by phe-
nomenological approaches [41]. The fragmentation of an outgoing high-momentum parton
is manifest as a collimated hadronic jet. The vectorial sum of the energy-momentum of the
particles within the jet corresponds to the energy of the outgoing parton at the beginning of the
hadronisation chain. Jet measurements are therefore an important tool in probing the underlying
physics mechanism. There are, however, limitations in the accuracy with which jet properties
can reproduce the kinematics of the outgoing partons which gave rise to the jet. For example,
detector-related effects such as the non-compensation of the calorimeter and the soft particles
which fail to reach the calorimeter, and physics-related effects such as final and initial state
radiation which are not included in the jet. Furthermore, an appropriate choice of jet algorithm
which is suitable both for experimental and theoretical quantities must also be made [42, 43].

Two algorithms used extensively at ATLAS are the cone and kT algorithms, with the former
employed in this work. The cone algorithm proceeds in the following steps. Each calorime-
ter energy deposition greater than 2 GeV is considered as a seed. Taking a cone of size
∆R =

√

(ηi −ηseed)2 − (φi −φseed)2 = 0.7, a proto-jet is then defined around the seed by sum-
ming the energy depositions. Should the jet direction fail to coincide with the seed cell, then
a reiteration takes place with the seed cell replaced by the current jet direction until a stable
system of jets is obtained. For momentum addition, the so-called E- or 4-vector recombination
scheme is used in which 4-vector quantities are used instead of scalar ones. To remove overlap
between jets, the proto-jets are either merged or split in the last step, with the merging occurring
if two jets share more than 50% of the energy of the jet with the lowest energy. Only jets with
a minimum energy of 10 GeV are kept.

For this work, a sample of about 1 million dijet events, simulated using the PYTHIA [44]
event generator was used. The events correspond to 2-to-2 leading order QCD processes in
which all quark flavours but top were considered. The minimum and maximum values of ma-
trix element transverse momentum cut-off used by PYTHIA are shown in Table 7, respectively.
When reconstructing physics objects from these samples, jets were formed by using the cone
algorithm on the uncalibrated clusters to obtain the electromagnetic scale jets. The locally cali-
brated jets were reconstructed by using the cone algorithm with the locally calibrated clusters as
input. For the global calibration, jets were formed on uncalibrated towers, then global calibra-
tion factor were applied. This was done using ATHENA 12.0.6. The cone algorithm was used
both with ∆R = 0.7 and 0.4 respectively, as the size cut-off parameter. The results were found
to be very similar, so that in the following only the cone algorithm with ∆R = 0.7 is shown and
discussed.

6.3 Global calibration

Unlike the modular approach contained within the local hadronic calibration of this work, the
global hadronic calibration aims to calibrate jets of hadronic objects from the calorimeters di-
rectly to their “true” jet energy. To this end, reconstructed jets are supposed to be weighted such
that their energies reflect directly the true jet energy, as obtained by applying the jet algorithm
to the system of stable particles given by PYTHIA following the hadronisation step. In this ap-
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Data sample Number pmin
T pmax

T
of events [GeV] [GeV]

trig1 misal1 csc11.005009.J0 pythia jetjet.v12000604 40000 10 17
trig1 misal1 csc11 V1.005011.J2 pythia jetjet.v12000604 25000 35 70
trig1 misal1 csc11.005012.J3 pythia jetjet.v12000604 60000 70 140
trig1 misal1 csc11.005013.J4 pythia jetjet.v12000605 112000 140 280
trig1 misal1 csc11 V1.005014.J5 pythia jetjet.v12000604 390000 280 560
trig1 misal1 csc11 V2.005015.J6 pythia jetjet.v12000604 250000 560 1120
trig1 misal1 csc11.005016.J7 pythia jetjet.v12000604 175000 1120 2280

Table 7: Simulated jet samples used for testing the weights – they are free of any known problems concerning
generation and simulation, apart from problems in the forward calorimeters, which will be explained later. The
samples were generated with a minimum value on the pT associated with the matrix element, also given in the
table. The events in the samples were added, using a weight of 1 for each event. Due to instabilities during data
access, the number of files processed for cluster and cone method differ by a factor of about two, however the
statistics are large enough to get valid results for each of the methods and compare them.

proach, the detector and physics are thus inherently intertwined and their systematics cannot be
unfolded. While there are advantages and disadvantages to each approach it is important to note
that both methods will be a necessary complement to each other when collision data are taken
at the LHC. Furthermore, it should be emphasised that the relative performance of each method
on simulated data in the pre-LHC era is not necessarily a guide to the accuracy with which each
method will perform in the luminosity era in which imperfections in the detection simulation
may affect the two methods to different degrees.

In order to obtain the global weights, first the energy sum Esum of all the calorimeter cells
in bins of energy density is calculated for each sampling layer9). A global polynomial fit of the
form wi = a+bEsum + cE2

sum is then performed with minimising the χ2 function,

χ2 = Σi

((

wiE
i,jet
reco

E i,jet
true

)

−1
)2

(11)

where the index i runs over all cells and the association between the reconstructed and the
corresponding true jet is made using their spatial distance ∆R =

√

∆φ 2 +∆η2. The weights are
restricted to the range 1 < w < 2. In addition, the jets are required to have ET > 20 GeV [45,46].

6.4 Estimation of performance: linearity and resolution of jet samples

The performance of the two hadronic calibration methods can be compared by studying the
linearity and the resolution of the jet energy scale.

Linearity refers to the requirement that the energy attributed to a reconstructed jet should
9)In order to reduce the number of weighting bins and to simplify the weighting procedure, some of the sampling

layers are combined and treated as one.
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always equal the incident energy of the “true” jet within a few percent, whilst being independent
of energy or impact position. A reliable calibration method should give an accurate estimate
of the jet energy over the whole energy and η range. To measure the linearity, the ratio of the
reconstructed jet energy to the “true” jet energy is determined in intervals of the energy and η
of the truth jet. The linearity is then estimated using the mean µ of the distributions E jet

reco/E jet
truth

as determined by a Gaussian fit, which is constrained within 2 σ of the fit parameters of a first
Gaussian fit to the full distribution in each bin. The resolution is taken to be σ/µ , of the same
distribution, again determined using the Gaussian fit constrained to 2 σ of the distribution in
order to sample only the core of the events and not to be dominated by tails. In addition, only
η and energy ranges were considered with more than 50 matched jets, so that the linearity and
resolution could be determined on a solid statistical basis. Example distributions in the low,
mid and high energy range for low, mid and high values of η are shown in Figures 54 and 55.
Numerical values are summarised in Table 8. They prove that using Gaussian fits it a reasonable
assumption, even though there are some tails visible. The errors on the Gaussian fits will be
used later to determine the uncertainty of the linearities and resolutions derived.

The resolution has an energy dependence that can be expressed as

σ(E)

E
=

√

a2

E
+b2 =

a√
E
⊕b (12)

The individual terms can be attributed to sampling and statistical fluctuations (a2/E), which are
dominating over most of the useful range of calorimeters and effects coming from calibration
errors, non-uniformities and non-linearities (b), e.g. inherent sampling fluctuations depending
on the impact point of the incident particle [17]. The latter limits the performance at very
high energies. At ATLAS, the ultimate goal is to achieve a flat linearity with a deviation of at
most 2% up to an energy of 4 TeV. For the resolution, the aim is to achieve a resolution of
σ(E)

E = 50%√
E
⊕3% for |η | < 3 [1].

The linearity and resolution of the methods were compared under the following conditions.
The reconstructed jets were matched to the truth jets, by requiring their spatial distance to be
less than ∆R =

√

∆φ 2 +∆η2 < 0.2. The calibration performance was studied in intervals of |η |
defined by the limits 0.0, 0.2, 0.4, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 1.7,1.9, 2.1, 2.3, 2.45, 2.55, 2.8,
3.0, 3.2, 3.5, 3.95, 4.05. The energy bins cover 25, 31, 39, 48, 59, 72, 88, 107, 130, 158, 191,
231, 279, 336, 405, 488, 587, 706, 849, 1020, 1226, 1473, 1769, 2124, 2550, 3062 GeV, which
corresponds to a spacing in energy of two σ in the energy resolution, where the form of the
initial resolution is assumed to have a sampling term of 32% and a constant term of 0.1. There
was a minimum ET cut applied on the reconstructed jets of 10 GeV as well as on the truth jets of
20 GeV. In case this cut was dropped, there was an overestimation observed for lower energies
for higher values of η , especially for the globally calibrated jets. As the calibration weights for
the global method were obtained on a sample with minimal ET of 20 GeV, reconstructed jets
that originate from truth jets with a transverse energy lower than 20 GeV are assumed to have
fluctuated very low down in energy and receive therefore a very high jet calibration weight. This
results in the observed overestimation of the reconstructed jet energies at low energies. Cuts on
the reconstructed jet energy will have to be studied in order to find out the range of validity for
the global calibration before data taking, in order to ensure that this overestimation will not lead

60



Calibration Energy range Number mean µ sigma σ χ2/NDF
of E jet

true (GeV) of jets
0.4 < η < 0.5

EM scale jets 59 < E < 72 614 0.637±0.004 0.087±0.005 8.81 / 7
279 < E < 336 579 0.727±0.003 0.054±0.003 9.13 / 4

1020 < E < 1226 288 0.782±0.003 0.042±0.002 0.37 / 3
Global method 59 < E < 72 618 0.982±0.005 0.100±0.005 10.34 / 9

279 < E < 336 582 0.997±0.003 0.053±0.002 1.16 / 4
1020 < E < 1226 288 0.992±0.002 0.032±0.002 0.03 / 1

Local method 59 < E < 72 2526 0.860±0.003 0.108±0.003 29.08 / 10
(cluster) 279 < E < 336 1898 0.936±0.001 0.058±0.001 14.82 / 5

1020 < E < 1226 2766 0.967±0.001 0.042±0.001 8.61 / 2
Local method 59 < E < 72 611 0.877±0.004 0.091±0.004 17.91 / 9
(cone) 279 < E < 336 575 0.951±0.003 0.057±0.003 9.85 / 4

1020 < E < 1226 289 0.992±0.002 0.028±0.002 0.30 / 1
2.45 < η < 2.55

EM scale jets 279 < E < 336 364 0.733±0.005 0.078±0.005 3.49 / 7
1020 < E < 1226 266 0.790±0.004 0.045±0.004 1.13 / 2

Global method 279 < E < 336 380 1.002±0.005 0.080±0.005 11.49 / 7
1020 < E < 1226 266 1.003±0.003 0.039±0.003 5.69 / 3

Local method 279 < E < 336 1659 0.944±0.002 0.082±0.002 19.22 / 8
(cluster) 1020 < E < 1226 456 0.950±0.002 0.040±0.002 5.52 / 2
Local method 279 < E < 336 371 0.979±0.006 0.097±0.007 5.63 / 8
(cone) 1020 < E < 1226 266 0.975±0.002 0.032±0.002 0.94 / 1

3.95 < η < 4.05
EM scale jets 1020 < E < 1226 597 0.737±0.003 0.056±0.003 5.61 / 4
Global method 1020 < E < 1226 599 1.009±0.003 0.054±0.003 8.96 / 4
Local method (cluster) 1020 < E < 1226 2331 0.905±0.002 0.072±0.002 23.05 / 5
Local method (cone) 1020 < E < 1226 597 0.942±0.003 0.053±0.002 6.03 / 4

Table 8: Parameters of the Gaussian fits for globally and locally calibrated jets (cone method) each reconstructed
with a cone parameter of ∆R = 0.7 for various kinematic regions.
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Figure 54: Distributions from which linearity and resolution are derived using Gaussian fits for locally calibrated
jets (cone method) reconstructed with a cone parameter of ∆R = 0.7. In order to avoid sensitivity to tails, the
Gaussian was restricted to lie within 2σ of an initial Gaussian fit to the distribution.
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Figure 55: Distributions from which linearity and resolution are derived using Gaussian fits for globally cali-
brated jets reconstructed with a cone parameter of ∆R = 0.7. In order to avoid sensitivity to tails, the Gaussian was
restricted to lie within 2σ of an initial Gaussian fit to the distribution.
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to any biases in early data taking.

6.4.1 Linearity

Figure 56 shows the behaviour of Erec/Etruth as a function of the true jet energy for differ-
ent intervals of η corresponding to different sub-detector regions: the central barrel region,
0.4 < η < 0.5; the endcap region, 2.45 < η < 2.55; the forward region, 3.5 < η < 3.95. While
jets of all energies end up in the barrel part of the detector, the minimum jet energy that can be
observed increases with η . The linearity is shown for jets, which were obtained from uncali-
brated clusters, i.e. the energy values still correspond to the electromagnetic scale. Also shown
are spectra for which the jets were calibrated using the global calibration method as well as jets
formed from cells calibrated with the local calibration approach using the cone as well as the
cluster methods. Two variations of the cone method were employed: The first uses the angular
distance in θ to form the cone (angle), the second uses the distance ∆R in φ -η space. While
the first was used to obtain the weights and in the weighting procedure, the second was only
used when applying the weights as a cross check, as input only the J6 samples was used and the
results are only shown for the linearity plots in order to discuss the effect of the different cone
making scheme. In Table 9, the mean values of the Erec/Etruth ratios for the various η regions
and calibration methods are given.

Calibration approach const. fit ± max−min
2 mean ± RMS

0.4 < η < 0.5
EM scale jets 73.5 ± 11.7 70.4 ± 7.3
Global Method 99.3 ± 3.0 98.5 ± 1.7
Local method (cluster) 95.4 ± 8.4 90.9 ± 5.2
Local method (cone, angle) 96.3 ± 10.9 92.2 ± 6.2
Local method (cone, ∆R) 97.1 ± 8.2 91.4 ± 5.5

2.45 < η < 2.55
EM scale jets 77.2 ± 5.3 76.4 ± 3.5
Global Method 100.2 ± 2.1 99.9 ± 1.0
Local method (cluster) 94.3 ± 1.1 94.2 ± 0.5
Local method (cone, angle) 97.0 ± 1.2 97.1 ± 0.8
Local method (cone, ∆R) 94.0 ± 1.7 94.1 ± 0.9

3.95 < η < 4.05
EM scale jets 71.8 ± 5.0 72.0 ± 3.3
Global Method 100.2 ± 1.3 100.1 ± 0.8
Local method (cluster) 89.4 ± 2.2 89.0 ± 1.5
Local method (cone, angle) 92.8 ± 1.4 92.6 ± 0.8
Local method (cone, ∆R) 88.0 ± 1.3 87.9 ± 0.9

Table 9: Average linearities and their spreads for the different methods (applied to ∆R = 0.7 jets), determined
using a constant fit with the spread given as half of the difference between the maximum and the minimum values
of Erec/Etruth, i.e. ±max−min

2 . Alternatively the average linearity is given as the mean along the x-axis and the
spread is taken to be the RMS along x.
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Figure 56: Linearity in different η-regions of the detector. Results are shown for jets calibrated on the electro-
magnetic scale, and for global and local (cone and cluster) calibration methods for cone jets with ∆R = 0.7.
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In the central region the electromagnetic scale jets possess values of Erec/Etruth of around
55% for the very low energies, while this rises to just below 80% for the highest energies. The
local hadronic calibration methods are very similar, and show the same feature as the electro-
magnetic scale jets concerning the linearity. However, the spread of values of Erec/Etruth is not
25% as in the case of the electromagnetic scale jets, but only 20%. The large spread and still
quite large deviation from 100% for the central region is due the missing out-of-jet corrections,
which are estimated to be most severe for low energy jets, based on the momentum distribu-
tions of charged particles inside jets [40]. Furthermore, it is pertinent to note that values of
Erec/Etruth for the lower energies are around 80% and for the higher energies these are around
100%, showing that the full energy can be recovered at the highest energies, where out-of-jet
corrections are smallest as the jets are highly collimated and only very little energy is leaking
out of the jet-cone. The global method performs best and is flat over the whole energy range
within a range of about ±1% when the lowest and highest energy bin are excluded. It should be
noted that the local hadron calibration reaches a linearity of just above 90% for a true jet energy
between 140 and 280 GeV, which is comparable with the estimates described in Section 6.1.

For the endcap region, again the global method performs the best. The linearity is restored
within about ±2%. The linearity of the local hadronic calibration methods is much flatter than
in the central region, with a spread of about ±2-4%. However, the linearity is restored only
up to about 95%. The cone methods (angle scheme) seems to perform slightly better than the
other two methods, but this is a very slight effect and strongly depends on the cuts used – it
was not observed when using different cuts on the jet algorithms and on the minimum ET of
the jets. Again, the missing 5% until full linearity are believed to be due to missing jet energy
corrections. The electromagnetic scale jets exhibit a value of Erec/Etruth of just below 70%,
which increases to 80% for the highest energies. The energy of the very forward jets is again
well described by the global calibration method. While it restores the linearity fully, the local
calibration method only restores the energy to 90%. The spread however is comparable for
all methods and lies around ±1-2%. For the very high energies predominant for jets in the
forward region a much better performance would have been expected for the local methods, as
the geniune jet corrections should be quite small in this region of phase space. However, there
is a problem with the simulation of the FCAL, which leaves the electromagnetic scale being
∼12% too low [39, 47]. Thus, the jets local calibrated jets must be inherently worse in that
region compared to other regions, because they start from a wrong scale. This effect will show
up again in the next paragraph, when plotting the linearity versus η .

When looking at the linearity for different energy ranges, namely for low jet energies,
59 < E jet

true < 72 GeV, for mid jet energies, 279 < E jet
true < 336 GeV and for high jet ener-

gies, 1020 < E jet
true < 1226 GeV, the same features can be observed, as demonstrated in Fig-

ure 57. For the low energy jets, there are no jets observed in the more forward regions beyond
ηtruth = 1.8, which is due to the minimum ET cut. The local methods reconstruct jet energies
which are lower than the true jet energies, because of the missing out-of-jet corrections and
reaches on average 85%. The electromagnetic scale jets display a linearity of only around 60%.
As one goes higher up in energy, the performance of the local methods improves to a linearity
of about 95% in the central region, the electromagnetic scale jets reach linearities of 70% to
80%. For all calibration algorithms, there is a slight dip in linearity around the crack regions at
ηtruth = 1.5 and at ηtruth = 3.2 visible. Only for the electromagnetic scale jets and the locally
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(a) Erec/Etruth as a function of true jet η for low jet energies,
59 < E jet

true < 72 GeV
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(b) Erec/Etruth as a function of true jet η for mid jet ener-
gies, 279 < E jet

true < 336 GeV
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(c) Erec/Etruth as a function of true jet η for high jet ener-
gies, 1020 < E jet

true < 1226 GeV

Figure 57: Linearity in different energy ranges. Results are shown for jets calibrated on the electromagnetic
scale, and for global and local (cone and cluster) calibration methods for cone jets with ∆R = 0.7. The η binning
for the locally calibrated jets with the cone-∆R method is slightly different, however where the binning is the same,
the linearities agrees with the other local methods almost exactly.
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calibrated jets, there is significant drop in linearity observable for the most forward η regions.
This is connected to wrong values used in the simulation for the sampling fractions in the FCAL,
which led to a wrongly calibrated electromagnetic scale, giving energies of the order of ∼12%
too low [39, 47]. This is compatible with what we observe in the electromagnetic scale as well
as in the locally calibrated jets. As the global method calibrates for detector effects and physics
effects in one step, this behaviour could not be observed, as the calibration factors were derived
such that they compensated for the wrong electromagnetic scale unnoticeably.

When comparing the two different methods of local hadronic calibration as well as the
different schemes of making the cone, it becomes apparent, that these methods are very similar
concerning their performance. Also, applying weights derived for angle-type cones to ∆R-type
cones does not change the results dramatically, however slightly deteriorates the performance.
It is worthwhile noting, that the difference between the two cone-making schemes grow with η
and are largest for the very forward region. This is very much what is expected, as it reflects the
increasing differences between angle-type cones and ∆R-type cones as η grows. This is due to
the non-linear correlation between η =− ln

(

tan θ
2
)

and θ . The differences are still very small at
large η , which again indicates the stability of the local hadronic calibration methods. Another
positive feature is the ability to uncover flaws in the electromagnetic scale as shown in the
FCAL. The application of genuine, energy dependent jet corrections on top of the calorimeter
calibration should be able to recover the full energy and make the local calibration methods
fully usable for jets.

6.4.2 Resolution

The jet energy resolution, for ∆R = 0.7 jets, is shown in Figure 58 as a function of 1/
√

Etrue

for different intervals of pseudorapidity. As for the linearity study, results are shown for jets
calibrated to the electromagnetic scale and jets calibrated with the global and local (cone and
cluster) calibration methods. The energy dependence follows the form given in Equation 6.4
and fits to this equation are also shown.

As expected, the resolution is poorest for the EM-scale only calibration over most of the
kinematic region studied; the two local methods give similar results. At the higher energy
values in the central region the global calibration method clearly delivers the best performance
although at low energies the local and global methods give a consistent performance within the
statistical precision of this study.

Compared with the barrel region, the global and local calibration are closer at high energies
although the global method still shows a tendency towards lower resolution. At higher energy
the global method offers a lower resolution.

In the forward region the global method provides the best resolution in the high energy
range. The local and EM-scale only methods give a consistent resolution in this region. When
comparing the cluster method to the cone method the later seems to perform marginally bet-
ter, however, the difference are very small and consistent with zero. Again, this indicates the
stability of the local hadronic calibration approach in general.
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(b) Resolution as a function of 1√
Etrue
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2.45 < η < 2.55
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(c) Resolution as a function of 1√
Etrue

in the forward region,
3.5 < η < 3.95

Figure 58: Jet resolution in different η-regions of the detector. Results are shown for jets calibrated on the
electromagnetic scale, and for global and local (cone and cluster) calibration methods for cone jets with ∆R = 0.7.
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Figure 59: Sampling term a (% GeV1/2) as a function of η , for fits to the resolutions of ∆R = 0.7 jets.

The dependence of the sampling term a and the constant term b on jet pseudorapidity is
shown in Figure 59 and Figure 60. The value of a grows with pseudorapidity for all calibration
approaches, however the relative difference between them changes: In the central barrel region,
the EM scale and the locally calibrated jets have approximately the same sampling term and
the global method performs better. However, in the end-cap region the locally calibrated jets
improve relative to the EM scale jets and have about the same sampling term as the globally
calibrated jets. In the very forward region all approaches perform about the same within the
errors, which are taken to be the fit errors on the parameters. The constant terms b as obtained
from fits to the resolution of the locally and globally calibrated jets lie closer together and
have smaller values than the ones obtained for EM scale jets. Going to higher values of η , the
differences between local and global methods get smaller10). Values of a and b for ∆R = 0.7 jets
in the three sample pseudorapidity intervals are summarised in Table 10 together with χ 2/NDF
obtained from the fits.

10)The constant term b originates from inherent sampling fluctuations due to the geometry of the detector, there-
fore it can be reduced by applying calibration.
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Figure 60: Constant term b (%) as a function of η , for fits to the resolutions of ∆R = 0.7 jets.

Calibration approach a (% GeV1/2) b (%) χ2 / NDF

0.4 < η < 0.5
EM scale jets 92.4 ± 2.3 4.9 ± 0.1 48.2 / 22
Global Method 80.3 ± 1.7 2.2 ± 0.1 37.7 / 22
Local method (cluster) 92.8 ± 1.5 3.1 ± 0.1 69.3 / 23
Local method (cone, angle) 89.5 ± 1.9 2.2 ± 0.2 62.5 / 22

2.45 < η < 2.55
EM scale jets 132.7 ± 5.1 3.9 ± 0.3 19.3 / 15
Global Method 117.6 ± 4.1 2.1 ± 0.3 23.5 / 15
Local method (cluster) 134.9 ± 3.1 1.3 ± 0.3 25.8 / 15
Local method (cone) 129.6 ± 2.7 0.0 ± 0.4 38.8 / 15

3.5 < η < 3.95
EM scale jets 241.2 ± 11.5 4.1 ± 0.7 9.8 / 9
Global Method 213.4 ± 4.3 0.0 ± 1.7 14.1 / 9
Local method (cluster) 235.1 ± 8.2 3.7 ± 0.5 49.7 / 9
Local method (cone) 227.2 ± 4.6 0.0 ± 2.7 17.3 / 9

Table 10: Resolution as function of 1/
√

Etrue with fits of the form r = a/
√

Etrue ⊕ b for different regions of η .
∆R = 0.7 jets.
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7 Summary and Discussion

For the first time, the local hadronic calibration scheme has been applied to real data from a
combined test beam. The performance of the scheme on simulated jets in full ATLAS set-up
has also been demonstrated. In this note we have shown that calibration by applying tabulated
weighting factors to individual calorimeter cell signals provide a stable method for calorimeter
compensation, and that the two versions of the local calibration, the “cone” and the “cluster”
methods, give very similar results. The local method achieves calorimeter compensation within
3% for beam energies above ∼ 2 GeV, as demonstrated in Section 3.6. In addition, the linearity
after weighting and corrections for energy losses in dead material is compatible for combined
test beam data and simulation, as shown in Figure 42, Section 4.5. Hadronic scale linearity in
the calorimeter within 3% is slightly larger than what is specified in the technical proposal [12],
but as mentioned previously, the method has room for improvement, especially in the noise
reduction.

Of the two noise reduction techniques described in Section 3.4, the weight restriction 0.6 <
wcell < 3 implemented when filling the weight tables might lead to a bias in the hadronic scale
energy, as the cut affects the weights on a level not reproducible on data. The weight restriction
cut was shown to be necessary in order to eliminate noise effects, such as the lowering of the
weights when the signal is close to the noise threshold. Clearly, a plain noise cut alone does
not serve to fully reduce the problems overlaid noise cause. Ideally, we would like to find a set
of variables on reconstruction level (i.e. values that are accessible in data) that would provide
us with a possibility to perform an additional noise reducing cut. Such studies are important to
perform to ensure a bias-free hadronic weighting.

In this note, the main focus has been the hadronic compensation of the calorimeters. How-
ever, to demonstrate the performance of the weighting on the combined test beam pion data,
a set of cuts and corrections have been applied, as described in Sections 4.2 and 4.4, among
them the electron removal cut and the corrections for losses in dead material. Future studies
should optimise these corrections. Normally, the inner detector would be used to discriminate
between electrons and pions. For jets in ATLAS, the electromagnetic clusters are excluded from
weighting using cluster moments as described in Section 6.1 and Ref. [8]. The exclusion of
electromagnetic clusters when applying the weights is necessary in order to let the hadronic
calibration follow the event-by-event fluctuations in the electromagnetic fraction of the shower
energy, and thus improve the resolution of the energy. The corrections of dead material energy
losses is a vast subject under study (see for example Ref. [48]).

In Section 4.5, the differences between data and simulation seen in the weight performance
was explained by the inability of the simulation to correctly describe the shower development
of the data. As all hadronic compensation schemes rely on simulations, the example given here
clearly demonstrates the need for a good understanding of the simulations in relation to data. A
lot of work is being done in this area, see, for example, Ref. [49].

The application of the local hadron calibration on jet samples was studied and compared
with the global calibration method, which calibrates to the level of particle truth jets. As the
local method calibrates only to detector level, without applying final and genuine jet corrections,
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it fails to reach the high level of linearity and resolution, the global calibration method is able
to achieve over a large kinematic region. However, the strength of the local calibration method
still become apparent. As it does not calibrate inclusively, but in a modular approach, it is able
to reveal problems with the electromagnetic scale calibration in the forward calorimeter. Here,
the global calibration proves to be insensitive. For a better and fairer comparison between the
global and the local calibration approaches, jet corrections need to be developed for the local
calibration methods.

The modular approach of the local calibration might prove to be an important aid when
calibrating ATLAS with the first collision data, a period during which any imperfections in
the simulation will be exposed. Since detector and physics effects are disentangled when per-
forming the calibration, the local calibration method provides an easier way of finding possible
problems in the simulation description of the detector. The systematic uncertainties of the jet
energy scale are also easier to evaluate with a modular calibration. For the final calibration of
ATLAS, two complementary methods, such as the local and the global methods, are necessary.
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A Numerical values of the weight tables

A.1 Weight tables for first LAr sampling layer

2.521 0.787 0.663 0.707 1.771

1.903 1.556 0.856 2.087 1.146 1.272

1.259 1.862 2.815 2.419 1.471 1.607 1.520 1.593

2.139 0.626 0.989 1.152 1.883 1.275 1.568 2.134 1.510 1.750 1.354 1.535 1.623

1.498 0.753 0.822 1.196 0.760 0.931 1.586 1.062 1.226 1.326 1.274 1.097 1.150 1.190

1.221 1.765 0.797 1.430 1.283 0.611 1.073 0.961 0.897 0.965 1.083 1.035 0.994

0.893 0.794 1.084 0.858 1.900 0.796 0.696 0.797 0.903 1.357 1.182 1.280 0.859 0.991 1.059 1.054

0.635 1.338 0.731 1.054 0.766 0.943 0.854 1.122 1.351

2.415 1.178 1.624
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Figure 61: Weight table for LAr first sampling layer (the strips), low Econe values.
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1.771 1.503 1.272 1.383 1.521 1.396 1.479 1.402 1.468 1.424 1.463 1.467 1.459 1.418 1.462 1.438 1.452

1.272 1.554 1.449 1.673 1.530 1.477 1.581 1.475 1.584 1.506 1.491 1.514 1.486 1.471 1.468 1.496 1.468

1.593 1.556 1.641 1.574 1.645 1.590 1.548 1.511 1.561 1.545 1.497 1.503 1.505 1.506 1.489 1.497 1.500

1.623 1.519 1.430 1.457 1.457 1.418 1.500 1.425 1.427 1.421 1.417 1.409 1.407 1.411 1.412 1.395 1.406

1.190 1.227 1.254 1.249 1.226 1.263 1.250 1.231 1.238 1.246 1.228 1.237 1.226 1.236 1.227 1.222 1.225

0.994 1.027 1.048 1.051 1.037 1.033 1.026 1.041 1.060 1.058 1.057 1.047 1.051 1.053 1.053 1.056 1.053

1.054 1.022 0.985 0.940 0.963 0.959 0.965 0.970 0.971 0.967 0.977 0.974 0.978 0.982 0.983 0.988 0.989

1.351 1.151 1.246 1.246 1.135 1.100 1.123 1.062 1.046 1.026 1.016 1.022 1.014 0.998 1.002 0.993 0.985

1.624 1.100 1.252 1.315 1.426 1.332 1.340 1.478 1.383 1.301 1.234 1.188 1.143 1.128 1.079 1.058 1.038

1.178 1.536 1.208 1.378 1.328 1.349 1.480 1.394 1.339 1.269 1.198 1.110 1.105 1.088

0.726 1.337 1.232 0.895 0.662 0.994 1.082 1.027 1.024
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Figure 62: Weight table for LAr first sampling layer (the strips), medium Econe values.

1.452 1.464 1.462 1.491 1.494 1.481 1.497 1.489 1.498 1.494 1.497 1.490 1.512 1.513 1.504 1.494 1.519

1.468 1.478 1.475 1.456 1.475 1.474 1.480 1.465 1.474 1.496 1.484 1.480 1.483 1.490 1.466 1.483 1.458

1.500 1.476 1.472 1.466 1.464 1.466 1.471 1.461 1.463 1.457 1.464 1.477 1.464 1.475 1.461 1.452 1.459

1.406 1.390 1.396 1.396 1.395 1.402 1.395 1.401 1.396 1.400 1.400 1.402 1.398 1.409 1.401 1.404 1.423

1.225 1.231 1.237 1.233 1.240 1.242 1.249 1.247 1.251 1.253 1.261 1.259 1.264 1.277 1.275 1.286 1.291

1.053 1.066 1.065 1.067 1.070 1.078 1.082 1.088 1.092 1.094 1.100 1.106 1.115 1.121 1.130 1.137 1.180

0.989 0.989 0.988 0.986 0.986 0.997 0.996 0.999 1.004 1.008 1.017 1.016 1.027 1.031 1.041 1.053 1.084

0.985 0.981 0.981 0.971 0.965 0.973 0.968 0.971 0.965 0.972 0.977 0.979 0.984 0.986 0.995 1.004 1.018

1.038 1.023 1.028 1.018 1.007 1.003 0.999 0.998 0.990 0.989 0.985 0.984 0.985 0.986 0.992 0.991 0.973

1.088 1.076 1.075 1.062 1.047 1.049 1.048 1.041 1.039 1.032 1.023 1.025 1.011 1.009 1.011 1.000 0.963

1.024 1.022 1.038 1.037 1.030 1.037 1.042 1.043 1.043 1.033 1.039 1.040 1.031 1.028 1.025 1.011 0.938

1.016 1.060 0.990 1.016 1.019 1.010 1.018 1.022 1.029 1.027 1.041 1.034 1.032 1.036 1.020 0.936

1.003 1.004 0.990 1.008 1.008 1.013 1.020 1.022 1.025 1.019 0.970
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Figure 63: Weight table for LAr first sampling layer (the strips), high Econe values.
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A.2 Weight tables for second LAr sampling layer

2.452 1.072 1.526 1.964 1.376

1.014 1.359 1.564 1.364 1.610 1.472 1.239 1.316 1.488 1.478

0.630 1.049 2.675 1.614 1.817 1.539 1.030 1.112 1.809 1.419 1.040 1.360

0.768 2.064 1.576 0.791 0.816 1.011 0.926 0.755 1.421 1.033 1.122 1.110 1.015

0.901 1.965 0.696 1.032 0.765 1.364 1.379 1.292 0.790 1.000 1.104 0.953 1.006

0.733 1.814 2.706 1.233 0.982 0.982 0.866 1.003 1.009 1.027

0.653 1.320 2.339

 (MeV)coneE

6 7 8 910 20 30 40 50 100 200

)3
 (

M
eV

/m
m

ce
ll

 / 
V

ce
ll

E

-510

-410

-310

-210

-110

Figure 64: Weight table for LAr second sampling layer (middle), low Econe values.
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1.376 1.504 1.528 1.513 1.477 1.509 1.494 1.528 1.488 1.484 1.490 1.494 1.507 1.502 1.519 1.509 1.526

1.478 1.475 1.406 1.427 1.465 1.449 1.475 1.461 1.462 1.466 1.438 1.469 1.459 1.443 1.455 1.460 1.458

1.360 1.277 1.278 1.297 1.296 1.294 1.289 1.280 1.326 1.299 1.295 1.305 1.303 1.319 1.318 1.323 1.330

1.015 1.108 1.082 1.087 1.085 1.109 1.129 1.125 1.139 1.122 1.139 1.145 1.152 1.153 1.159 1.176 1.169

1.006 1.034 0.935 1.011 0.986 0.991 1.000 1.012 1.028 1.043 1.049 1.059 1.059 1.065 1.075 1.082 1.086

1.027 0.947 0.996 0.957 0.992 1.001 1.031 1.045 1.050 1.037 1.023 1.028 1.036 1.041 1.047 1.048 1.048

2.339 1.591 1.456 1.202 1.335 1.383 1.347 1.400 1.377 1.384 1.320 1.256 1.192 1.176 1.142 1.127 1.124

1.535 1.280 1.270 1.334 1.355 1.383 1.353 1.320 1.296 1.293 1.261 1.214

1.278 1.105 1.015 1.159 1.203 1.206 1.249 1.240 1.233

0.977 1.087 1.131 1.137
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Figure 65: Weight table for LAr second sampling layer (middle), medium Econe values.

1.526 1.534 1.532 1.536 1.553 1.557 1.563 1.563 1.574 1.568 1.588 1.598 1.600 1.590 1.593 1.618 1.715

1.458 1.458 1.459 1.471 1.485 1.480 1.487 1.485 1.504 1.510 1.515 1.524 1.527 1.528 1.535 1.541 1.534

1.330 1.330 1.341 1.349 1.353 1.359 1.373 1.369 1.379 1.384 1.387 1.396 1.396 1.405 1.410 1.420 1.428

1.169 1.178 1.188 1.199 1.207 1.205 1.215 1.226 1.232 1.238 1.240 1.245 1.256 1.263 1.269 1.272 1.252

1.086 1.087 1.099 1.108 1.114 1.120 1.125 1.136 1.143 1.149 1.156 1.162 1.168 1.171 1.176 1.189 1.187

1.048 1.051 1.061 1.070 1.077 1.078 1.084 1.092 1.096 1.101 1.106 1.115 1.125 1.128 1.133 1.146 1.182

1.124 1.114 1.111 1.107 1.108 1.111 1.116 1.111 1.117 1.124 1.127 1.133 1.138 1.137 1.141 1.157 1.215

1.214 1.188 1.159 1.144 1.132 1.135 1.131 1.128 1.132 1.137 1.138 1.140 1.149 1.153 1.154 1.171 1.229

1.233 1.211 1.190 1.166 1.139 1.153 1.134 1.124 1.122 1.120 1.122 1.125 1.131 1.139 1.147 1.163 1.211

1.137 1.125 1.139 1.132 1.122 1.131 1.127 1.116 1.121 1.114 1.108 1.104 1.106 1.112 1.116 1.126 1.171

1.006 1.034 1.044 1.066 1.087 1.087 1.087 1.095 1.100 1.095 1.096 1.092 1.090 1.087 1.089 1.089

1.030 1.017 1.034 1.047 1.056 1.062 1.066 1.071 1.071 1.075 1.063 1.058

0.969 1.009 1.017 1.028 1.033 1.039 1.045 1.040 1.018
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Figure 66: Weight table for LAr second sampling layer (middle), high Econe values.
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A.3 Weight tables for third LAr sampling layer

1.403 1.297 2.056

2.100 1.054 0.653 2.059 1.021 1.563

0.899 1.128 1.264 0.886 1.660 1.151 1.267 0.701 0.971

0.808 0.902 0.834 0.969 0.932

0.930

0.617 1.183
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Figure 67: Weight table for LAr third sampling layer (back), low Econe values.
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2.056 1.594 1.678 1.948 1.963 1.626 1.730 1.749 1.692 1.755 1.647 1.616 1.576 1.533 1.550 1.545 1.525

1.563 1.947 1.736 1.585 1.606 1.624 1.651 1.633 1.631 1.634 1.592 1.569 1.554 1.551 1.510 1.489 1.510

0.971 1.142 1.174 1.170 1.145 1.217 1.160 1.187 1.186 1.207 1.199 1.246 1.219 1.272 1.250 1.245 1.264

0.932 0.977 0.908 0.858 0.846 0.883 0.890 0.938 0.966 0.956 0.936 0.959 1.037 1.048 1.057 1.057 1.071

0.930 1.125 1.224 0.884 0.995 1.106 1.067 1.066 1.054 1.082 1.085 1.074 1.068 1.070 1.051 1.065 1.059

1.183 1.342 1.609 1.040 1.234 1.077 1.186 1.093 1.049 1.001 1.067 1.030 1.039 1.092 1.052 1.077 1.063

1.141 1.460 1.261 1.474 1.282 1.459 1.220 1.118 1.136 1.115 1.133 1.104 1.111 1.097 1.097

1.016 1.634 1.285 1.630 1.562 1.473 1.313 1.333 1.166 1.179 1.137 1.127 1.141

1.111 0.652 1.363 1.374 1.116 1.183 1.048 1.118 1.052

0.901 0.984 0.997
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Figure 68: Weight table for LAr third sampling layer (back), medium Econe values.

1.525 1.479 1.468 1.469 1.485 1.476 1.469 1.476 1.468 1.479 1.478 1.470 1.472 1.483 1.467 1.485 1.501

1.510 1.493 1.489 1.483 1.453 1.459 1.450 1.433 1.434 1.433 1.436 1.431 1.443 1.433 1.442 1.455 1.406

1.264 1.271 1.266 1.276 1.277 1.286 1.285 1.307 1.301 1.310 1.304 1.314 1.319 1.327 1.339 1.321 1.273

1.071 1.052 1.073 1.086 1.085 1.092 1.111 1.114 1.129 1.140 1.144 1.157 1.167 1.169 1.186 1.171 1.128

1.059 1.055 1.054 1.056 1.062 1.050 1.067 1.063 1.069 1.075 1.085 1.084 1.096 1.093 1.104 1.090 1.045

1.063 1.067 1.049 1.056 1.030 1.041 1.036 1.033 1.041 1.041 1.045 1.056 1.063 1.067 1.065 1.055 0.992

1.097 1.087 1.099 1.072 1.063 1.062 1.061 1.041 1.043 1.038 1.032 1.040 1.050 1.053 1.068 1.058 0.933

1.141 1.145 1.132 1.145 1.125 1.154 1.120 1.129 1.125 1.109 1.102 1.085 1.077 1.069 1.078 1.056 0.924

1.052 1.076 1.080 1.089 1.071 1.100 1.090 1.099 1.124 1.109 1.104 1.104 1.097 1.092 1.061 1.021 0.844

0.997 1.004 1.013 1.059 1.045 1.067 1.048 1.053 1.072 1.074 1.068 1.077 1.074 1.079 1.072 1.023 0.831

0.933 1.047 1.069 1.022 1.037 1.032 1.037 1.046 1.051 1.045 1.048 1.057 1.056 1.044 0.957

0.894 0.988 1.012 1.015 1.018 1.028 1.035 1.033 1.039 1.041

0.973 1.008 1.011 1.011 1.013
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Figure 69: Weight table for LAr third sampling layer (back), high Econe values.
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A.4 Weight tables for first Tile sampling layer, the A-cells

2.388

0.736

0.683 1.628 2.113 1.592 1.149

1.028 0.762 1.667 1.412

2.855 1.851 1.765 2.857 1.170 1.199 1.133

0.908 0.663 1.199 1.345 1.297 1.677 1.730 1.714 1.333

1.374 1.509 1.518 1.077
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Figure 70: Weight table for Tile first sampling layer (the A-cells), low Econe values.
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2.606 1.957 2.480 1.268 1.477 1.251 1.453 1.608 1.509 1.428 1.441 1.489 1.492 1.535 1.461 1.565

2.078 0.980 1.411 1.559 1.175 1.602 1.477 1.466 1.566 1.475 1.459 1.492 1.488 1.492 1.536 1.481

1.149 1.394 1.591 1.642 1.450 1.456 1.489 1.504 1.565 1.548 1.482 1.491 1.498 1.547 1.473 1.462 1.462

1.412 1.558 1.709 1.390 1.342 1.533 1.485 1.508 1.509 1.462 1.482 1.444 1.462 1.501 1.475 1.469 1.482

1.133 1.709 1.438 1.446 1.454 1.401 1.429 1.383 1.367 1.380 1.328 1.411 1.446 1.426 1.483 1.468 1.470

1.333 1.332 1.401 1.359 1.316 1.277 1.249 1.211 1.227 1.259 1.245 1.334 1.442 1.450 1.454 1.478 1.469

1.077 1.243 1.233 1.269 1.197 1.173 1.181 1.192 1.152 1.101 1.032 1.080 1.245 1.302 1.315 1.345 1.339

1.388 1.557 1.468 1.621 1.569 1.576 1.521 1.465 1.460 1.488 1.444 1.445 1.412

1.237 1.439 1.464 1.409 1.416 1.424 1.437 1.421

1.174 1.297 1.323 1.331
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Figure 71: Weight table for Tile first sampling layer (the A-cells), medium Econe values.

1.565 1.552 1.551 1.588 1.615 1.535 1.590 1.584 1.550 1.594 1.497 1.644 1.632 1.562 1.612 1.573 1.810

1.481 1.504 1.571 1.551 1.518 1.530 1.555 1.523 1.556 1.540 1.541 1.553 1.540 1.585 1.532 1.528 1.505

1.462 1.464 1.484 1.496 1.512 1.506 1.493 1.546 1.505 1.524 1.551 1.533 1.523 1.534 1.529 1.508 1.556

1.482 1.509 1.506 1.520 1.496 1.500 1.516 1.546 1.520 1.525 1.531 1.552 1.538 1.552 1.562 1.552 1.558

1.470 1.499 1.500 1.515 1.499 1.534 1.540 1.552 1.573 1.581 1.587 1.575 1.594 1.585 1.600 1.594 1.595

1.469 1.511 1.493 1.515 1.504 1.538 1.542 1.556 1.573 1.595 1.604 1.619 1.627 1.625 1.629 1.617 1.555

1.339 1.345 1.378 1.372 1.389 1.414 1.412 1.428 1.456 1.481 1.493 1.510 1.530 1.551 1.560 1.531 1.439

1.412 1.412 1.399 1.419 1.402 1.415 1.402 1.399 1.419 1.412 1.420 1.430 1.450 1.458 1.474 1.442 1.342

1.421 1.442 1.413 1.419 1.408 1.402 1.406 1.392 1.384 1.370 1.369 1.369 1.370 1.378 1.376 1.346 1.292

1.331 1.341 1.351 1.358 1.356 1.396 1.400 1.389 1.396 1.412 1.402 1.403 1.395 1.362 1.349 1.342 1.386

1.219 1.252 1.248 1.274 1.283 1.291 1.315 1.337 1.347 1.361 1.371 1.376 1.385 1.376 1.206

1.147 1.185 1.204 1.228 1.235 1.253 1.273 1.283 1.298 1.274 1.076

1.100 1.147 1.172 1.190 1.190 1.165 1.032
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Figure 72: Weight table for Tile first sampling layer (the A-cells), high Econe values.
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A.5 Weight tables for second Tile sampling layer, the BC-cells
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Figure 73: Weight table for Tile second sampling layer (the BC-cells), low Econe values.
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0.946 1.480 1.053 1.468 1.328 1.306 1.420 1.396 1.432 1.550 1.489 1.500 1.494 1.491 1.489

2.484 1.800 1.496 1.620 1.418 1.516 1.377 1.386 1.445 1.490 1.505 1.501 1.452 1.412 1.471 1.504 1.474

1.596 1.265 1.611 1.768 1.736 1.555 1.545 1.481 1.450 1.454 1.452 1.432 1.452 1.441 1.475 1.469

1.685 2.042 1.420 1.675 1.687 1.615 1.627 1.514 1.574 1.630 1.604 1.482 1.431 1.439 1.460 1.479 1.476

1.059 1.312 1.346 1.212 1.226 1.197 1.238 1.244 1.310 1.337 1.412 1.390 1.417 1.396 1.414 1.424

1.003 1.310 1.067 1.026 1.026 1.033 1.007 0.980 1.051 1.343 1.363 1.341 1.317 1.314

0.761 0.775 0.983 0.907 0.948 1.208 1.371 1.374 1.369 1.351

1.484 0.629 1.255 1.346 1.371 1.364 1.355

1.282
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Figure 74: Weight table for Tile second sampling layer (the BC-cells), medium Econe values.

1.489 1.523 1.451 1.515 1.546 1.525 1.543 1.526 1.553 1.562 1.562 1.549 1.553 1.526 1.537 1.537 1.394

1.474 1.482 1.488 1.482 1.529 1.507 1.536 1.541 1.547 1.536 1.535 1.551 1.544 1.573 1.549 1.534 1.563

1.469 1.486 1.481 1.499 1.503 1.528 1.528 1.531 1.552 1.574 1.564 1.581 1.587 1.602 1.596 1.607 1.551

1.476 1.500 1.496 1.490 1.511 1.520 1.549 1.549 1.574 1.573 1.589 1.599 1.610 1.644 1.627 1.637 1.631

1.424 1.395 1.416 1.422 1.427 1.427 1.446 1.459 1.482 1.493 1.517 1.542 1.547 1.558 1.583 1.583 1.510

1.314 1.305 1.316 1.303 1.308 1.333 1.322 1.307 1.328 1.355 1.382 1.404 1.432 1.454 1.483 1.488 1.475

1.351 1.344 1.339 1.337 1.311 1.296 1.262 1.241 1.231 1.217 1.203 1.220 1.252 1.271 1.320 1.343 1.220

1.355 1.326 1.360 1.349 1.346 1.361 1.344 1.305 1.315 1.268 1.217 1.168 1.124 1.077 1.056 1.026 0.907

1.282 1.310 1.294 1.277 1.285 1.313 1.312 1.315 1.315 1.331 1.330 1.334 1.325 1.288 1.207 1.090 1.082

1.213 1.244 1.248 1.236 1.242 1.265 1.275 1.286 1.295 1.302 1.302 1.291 1.194

1.179 1.206 1.213 1.211 1.219 1.239 1.247 1.234 1.152

1.122 1.177 1.179 1.169 1.074
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Figure 75: Weight table for Tile second sampling layer (the BC-cells), high Econe values.
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A.6 Weight tables for third Tile sampling layer, the D-cells
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Figure 76: Weight table for Tile third sampling layer (the D-cells), low Econe values.
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0.895 0.855 1.324 1.624 0.693 1.117 1.562 1.447 1.636 1.169 1.340 1.593 1.535

0.974 1.067 1.518 1.700 1.587 1.456 1.463 1.514 1.490 1.612

1.423 1.869 1.630 2.155 2.029 1.749 1.754 1.525 1.338 1.448 1.563 1.579

1.518 1.845 1.429 1.761 1.572 1.452 1.303 1.231 1.360 1.520 1.402 1.386 1.602

1.258 0.908 1.058 1.019 1.083 1.050 1.016 1.007 1.040 1.202 1.272 1.159 1.330

2.953 0.646 0.857 0.839 0.860 0.989 1.079 1.296 1.437 1.432

0.792 1.345 1.401 1.268 1.224 1.484 1.510 1.401

1.249 1.571 1.417
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Figure 77: Weight table for Tile third sampling layer (the D-cells), medium Econe values.

1.535 1.637 1.607 1.425 1.468 1.462 1.495 1.437 1.428 1.445 1.494 1.466 1.543 1.546 1.543 1.504 1.604

1.612 1.472 1.457 1.468 1.474 1.514 1.510 1.529 1.529 1.537 1.526 1.503 1.564 1.532 1.543 1.541 1.648

1.579 1.497 1.577 1.497 1.561 1.469 1.547 1.461 1.553 1.537 1.543 1.549 1.584 1.571 1.554 1.568 1.712

1.602 1.541 1.508 1.476 1.502 1.456 1.480 1.487 1.469 1.521 1.498 1.515 1.543 1.559 1.581 1.588 1.552

1.330 1.279 1.285 1.302 1.233 1.342 1.360 1.316 1.347 1.352 1.376 1.373 1.378 1.399 1.423 1.469 1.407

1.432 1.399 1.344 1.492 1.443 1.404 1.416 1.411 1.404 1.445 1.410 1.405 1.402 1.425 1.405 1.364 1.334

1.401 1.352 1.531 1.399 1.406 1.386 1.391 1.403 1.405 1.391 1.403 1.407 1.429 1.404 1.452 1.396 1.387

1.417 1.417 1.365 1.359 1.320 1.353 1.348 1.329 1.297 1.352 1.355 1.369 1.395 1.393 1.391 1.354 1.427

1.462 1.298 1.355 1.338 1.357 1.249 1.335 1.355 1.328 1.317 1.347 1.331 1.359 1.344 1.264

1.365 1.415 1.327 1.305 1.291 1.303 1.301 1.279 1.297 1.262 1.166

1.345 1.258 1.239 1.244 1.245 1.197 1.156

1.209 1.067 1.048
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Figure 78: Weight table for Tile third sampling layer (the D-cells), high Econe values.

85



B Systematic effects of the dead material corrections and elec-
tron cut

As described in Section 4.2, the electron removal cut will give a bias to the energy scale, which
becomes significant at low energies. In Section 4.4, the corrections for losses in dead mate-
rial were discussed, and a small bias from the correction factors not being constant with beam
energy was demonstrated. In Tables 11-12, the effect of the electron cut and the dead mate-
rial, when applied to a pure sample of simulated pions is demonstrated. In Tables 13-14, the
systematic effect of the electron cut on the unweighted energy signal is given.

Ebeam Resolution Stat. error Syst. err. from Syst. err. from Total error
(GeV) (%) (%) DM corr. (%) electron cut (%) (%)
300.00 5.07 0.09 0.30 0.07 0.32
250.00 5.95 0.10 0.05 0.38 0.40
200.00 6.13 0.10 0.33 0.50 0.60
180.00 6.46 0.10 0.14 0.06 0.18
150.00 7.03 0.11 0.34 0.11 0.37
100.00 8.52 0.14 0.13 0.13 0.23
90.00 8.75 0.14 0.35 0.41 0.56
80.00 9.41 0.16 0.04 0.25 0.30
70.00 9.74 0.16 0.18 0.05 0.24
60.00 10.26 0.17 0.12 0.04 0.21
50.00 11.28 0.17 0.16 0.06 0.25
40.00 12.92 0.22 0.16 0.57 0.63
30.00 14.28 0.24 0.60 0.84 1.06
25.00 15.58 0.27 0.19 0.78 0.84
20.00 17.18 0.31 0.00 0.79 0.85
15.00 19.54 0.37 0.36 0.15 0.54
10.00 26.42 0.53 0.63 0.07 0.83
9.00 29.35 0.67 0.31 2.87 2.96
7.00 41.53 1.37 4.64 2.29 5.35
6.00 36.06 0.80 0.55 2.77 2.93
5.00 34.43 0.84 0.25 0.53 1.02
4.00 30.56 0.81 0.01 9.92 9.95
3.00 32.92 1.01 0.45 12.17 12.22
2.00 34.74 1.11 0.65 28.10 28.13
1.50 38.41 1.63 1.84 30.79 30.89
1.00 45.87 2.69 0.37 44.08 44.16
0.75 59.38 5.14 2.33 61.21 61.47
0.50 96.58 19.98 36.22 317.72 320.40

Table 11: Systematic uncertainties in the resolution of the simulated energy signal, after weighting and dead
material correction, as a consequence of the electron removal cut and the corrections for losses in dead material.
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Ebeam Emean/Ebeam Stat. error Syst. err. from Syst. err. from Total error
(GeV) (%) (%) DM corr. (%) electron cut (%) (%)
300.00 98.28 0.09 0.39 0.14 0.42
250.00 98.61 0.10 0.31 0.06 0.33
200.00 98.39 0.10 0.13 0.08 0.19
180.00 98.33 0.10 0.01 0.10 0.14
150.00 97.90 0.11 0.51 0.03 0.53
100.00 96.89 0.14 0.94 0.42 1.04
90.00 96.48 0.14 0.85 0.14 0.87
80.00 95.93 0.15 1.05 0.37 1.12
70.00 95.29 0.16 0.94 0.01 0.95
60.00 94.58 0.16 1.33 0.60 1.47
50.00 94.44 0.18 1.73 0.09 1.74
40.00 93.48 0.21 1.46 0.84 1.70
30.00 91.57 0.23 1.60 0.45 1.68
25.00 91.25 0.25 2.33 0.21 2.35
20.00 90.00 0.28 2.83 0.25 2.85
15.00 86.78 0.32 1.99 1.63 2.59
10.00 83.25 0.44 3.22 2.85 4.32
9.00 83.90 0.51 3.70 3.80 5.33
7.00 79.11 0.91 1.19 3.49 3.80
6.00 80.26 0.68 2.77 4.15 5.03
5.00 75.72 0.65 0.76 5.35 5.44
4.00 77.62 0.60 2.62 4.95 5.63
3.00 81.43 0.75 2.19 12.76 12.97
2.00 88.94 0.99 7.85 25.97 27.14
1.50 90.58 1.34 7.24 27.55 28.51
1.00 85.64 1.94 13.05 37.68 39.93
0.75 70.05 2.80 6.84 34.38 35.17
0.50 55.67 6.70 4.37 36.35 37.22

Table 12: Systematic uncertainties in the Emean/Ebeam ratio of the simulated energy signal, after weighting and
dead material correction, as a consequence of the electron removal cut and the corrections for losses in dead
material.

The statistical errors are given from the Gaussian fit to the energy distribution of the weighted
and dead material corrected energy. The systematical uncertainties have been estimated using
two independent samples of the simulated energy: one containing the events with odd event
number (sample A), and one containing the even event numbers (sample B). The uncertainty is
estimated as the difference

∆syst = rA, corrected − rB, uncorrected (13)

where r is either the resolution or the ratio Emean/Ebeam, indices A and B refer to quantities
computed from the odd or even event number samples respectively, corrected refers to the
quantity after the electron cut and dead material correction using one correction constant per
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region and uncorrected means that no electron cut was applied or the dead material corrections
using beam energy dependent factors were used.

The systematic uncertainties dominate over the statistical errors for most energies. The total
error exceeds 10% of the measured value at energies around 9 GeV (for the resolution) and 4
GeV (for the Emean/Ebeam ratio).

Ebeam Resolution Stat. error Syst. err. from Total error
(GeV) (%) (%) electron cut (%) (%)
300.00 10.52 0.17 0.14 0.22
250.00 10.79 0.18 0.46 0.50
200.00 11.10 0.19 0.13 0.23
180.00 11.14 0.20 0.61 0.64
150.00 12.08 0.22 0.21 0.30
100.00 12.81 0.23 0.08 0.24
90.00 12.85 0.22 0.19 0.29
80.00 13.90 0.25 0.41 0.48
70.00 14.44 0.27 0.08 0.28
60.00 14.43 0.27 0.64 0.70
50.00 14.98 0.27 0.06 0.27
40.00 16.01 0.28 0.48 0.55
30.00 16.85 0.28 0.75 0.80
25.00 18.25 0.35 0.64 0.73
20.00 19.83 0.38 0.08 0.39
15.00 21.97 0.41 0.53 0.67
10.00 29.16 0.71 1.20 1.39

9.00 33.00 0.74 2.73 2.82
7.00 32.44 0.68 2.65 2.73
6.00 31.97 0.67 1.67 1.80
5.00 30.61 0.74 2.46 2.57
4.00 30.79 0.76 8.36 8.39
3.00 36.94 1.12 9.46 9.52
2.00 40.76 1.29 24.87 24.90
1.50 41.42 1.46 33.91 33.95
1.00 54.20 2.77 31.05 31.18
0.75 65.72 4.64 53.63 53.83
0.50 101.79 22.94 517.76 518.27

Table 13: Systematic uncertainties in the resolution ratio of the simulated energy signal, before weighting and
dead material correction, as a consequence of the electron removal cut.
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Ebeam Emean/Ebeam Stat. error Syst. err. from Total error
(GeV) (%) (%) electron cut (%) (%)
300.00 76.48 0.14 0.01 0.14
250.00 75.85 0.14 0.06 0.15
200.00 75.28 0.14 0.11 0.18
180.00 75.17 0.14 0.13 0.19
150.00 74.67 0.15 0.33 0.37
100.00 73.35 0.16 0.33 0.37
90.00 73.29 0.16 0.40 0.43
80.00 72.48 0.17 0.13 0.22
70.00 72.15 0.18 0.08 0.20
60.00 71.73 0.18 0.68 0.70
50.00 70.81 0.19 0.36 0.40
40.00 70.00 0.20 0.19 0.27
30.00 68.81 0.21 0.36 0.42
25.00 68.19 0.23 0.45 0.50
20.00 66.09 0.24 0.88 0.91
15.00 63.15 0.26 0.76 0.81
10.00 58.49 0.37 1.65 1.69
9.00 57.43 0.41 1.93 1.97
7.00 58.20 0.43 2.02 2.06
6.00 57.19 0.41 1.63 1.68
5.00 55.96 0.41 0.56 0.69
4.00 58.55 0.44 1.74 1.79
3.00 61.39 0.64 7.34 7.36
2.00 65.93 0.83 14.63 14.65
1.50 65.25 0.92 17.69 17.72
1.00 56.98 1.35 16.06 16.12
0.75 49.09 2.02 16.52 16.64
0.50 38.51 5.45 33.04 33.49

Table 14: Systematic uncertainties in the Emean/Ebeam ratio of the simulated energy signal, before weighting and
dead material correction, as a consequence of the electron removal cut.
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