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ABSTRACT

TITLE: Microfracturing of Rock in Compression

AUTHOR: Christopher H. Scholz

submitted to the Department of Geology and Geophysics
on August 21, 1967 in partial fulfillment of the req-
uirement for the degree of Doctor of Philosophy at the
Massachusetts Institute of Technology.

When rock is deformed in compression, small scale crack-
ing, i.e. microfracturing, occurs. Each microfracture ev-
ent rai ates elastic energy in a manner analogous to earth-
quakes. A broad study of many aspects of the microfract-
uring process was made by detecting and analyzing these
radiations with a new type of instrumental system. Micro-
fracturing activity was compared with macroscopic strain
measurements and it was found that it is ciosely related
to the inelastic stress-strain properties of brittle rock.
Dilatancy could be entirely attributed to microfractur-
ing. The microfracturing that occurs during fractional
sliding or ductile deformation are very similar but dif-
fer markedly from that which occurs in brittle rock. Mar-
ble was found to undergo a transition from cataclastic to
fully plastic flow as the confining pressure was increased
in triaxial tests. A statistical model of rock deformation
which treats rock as an inhomogeneous brittle material was
developed and found to predict the observed microfracturing
behavior* Because the statistics of microfractures are
very similar to that of earthquakes, the theory was gen-
eralized to describe crustal deformation as well. The.
frequency-magnitude relation of microfractures was found
to be similar to that of earthquakes. The b parameter in
the Gutenberg and Richter relation was studied as a funct-
ion of rock type, stress, and confining pressure and found
to depend primarily on stress. The propagation properties
of fractures were introduced into the model and the freq-
uency-magnitude relati9q deduced. Evidence suggest that
creep in brittle rocd kit low temperature is produced by
time dependent microfrtsc'ring. Based on * model of static

fatigue in an inhombog''es medium, a transient treep law
for rock was derived and found to agree with all present
observations. In order to study rock fracture, 22 of the
largest microfractures were located in space with a multi-
transducer array. It was found that just prior to fract-

ure, where a rapid acceleration of activity occurs, micro-

fractures cluster on the plane which corresponds to the



eventual fault.
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INTRODUCTION

The processes which have and are now occuring within

the earth are of profound interest, yet our understanding

of them will not be full until a more fundamental know-

ledge of the mechanical properties of rock is obtained.

Of particular interest are the processes which occur within

the crust, and affect man directly, such as earthquakes.

The properties of rock under crustal conditions have been

extensively studied, since crustal temperatures and pres-

sures are readily accessible in the laboratory.

Under shallow crustal temperature and pressure con-

ditions, silicate rocks have in general been found to be

brittle materials. That is, they fail by sudden catastrophic

fracture resulting in total loss of cohesion after under-

going a very small elastic strain. Although rock strength

has been extensively studied, the actual processes which

occur during deformation and fracture of brittle rock are

poorly understood. The strength of rock, as of all brittle

solids, is anomalous in that it is several orders of mag-

nitude less than the theoretical strength, or stress re-

quired to break atomic bonds. The classical approach of

Griffith (19243 was that cracks within the body produce

very high stress concentrations, so that the theoretical

strength will be reached at the tip of such a crack even

when the applied stresses are a great deal less. He then

I



proposed that failure occurs when the theoretical strength

is thus first exceeded. Essentially, then, brittle fracture

should occur by the propagation of a single crack through

the body.

Although the Griffith fracture criterion has been to

a large extent verified for such brittle materials as

glasses, a large body of evidence has recently been found

to suggest that rock in the brittle range behaves in quite

a different manner.

Unlike many brittle materials, rocks are not usually

linearly elastic up to fracture. The stress-strain be-

havior of most silicate rocks at low temperatures and

pressures is typically nonlinear and inelastic, and gen-

erally shows the same basic properties. Figure la is an

idealized axial stress-strain curve for rock under uni-

axial compression. At low stress, the curve is concave

upwards; that is, the modulus increases with stress.

Walsh L19665a, 1965b, 1965c) has made an extensive theo-

retical study of this behavior and found that it is due

to the closing of pre-existing cracks. After a few hun-

dred bars, the effective cracks are all closed and the

rock becomes essentially linearly elastic. At stresses

above about half the breaking strength, however, the modu-

lus decreases and the curve is concave downwards until

fracture. Concurrent with this latter behavior, the strains

normal to the stressed direction begin increasing to a
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FIGURE 1. Stages in the stress-axial strain and stress-volumetric
strain behavior proceeding fracture. Modified after Brace et al. (1966).
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remarkable extent. Disregarding elastic compression, this

behavior constitutes an inelastic volumetric increase, or

dilatancy, of the rock. Figure Ib shows a typical volu-

metric strain curve corresponding to the axial stress-strain

curve of Figure la. If the rock were linearly elastic, it

would be expected to follow the linear portion of the curve

in a manner indicated by the dashed line. The deviation

of the actual behavior from this elastic extrapolation in-

dicates dilatancy, which is first detectable at about half

the fracture stress and steadily increases until failure.

Brace, Paulding, and Scholz L1966j studied this behavior

and concluded that dilatancy is due to the creation of new

pore space within the body due to the propagation of cracks.

The viewpoint that this inelasticity is produced by

small cracks propagating in the rock is supported by con-

siderable evidence, some of which is collected in Figure 2.

Matsushima [1960a) found that the velocity of dilitational

elastic waves measured parallel and perpendicular to the

major direction of stress during a fracture test decreases

markedly as fracture is approached (Figure 2a). This be-

havior is consistent with the idea that open cracks are

being formed in the region of dilatancy. Similarly, Brace

and Orange [1966] explained anomalous changes in electrical

resistivity of stressed water saturated rock by an increase

of porosity as stress is increased to fracture. Robertson

1955, 1960] found that specimens of Solenhofen limestone

-U
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which had been subjected to creep had decreased in density.

The observations that cracking occurs over a large

region of the stress-strain curve contradicts the concepts

of Griffith's theory of brittle fracture. The first crack

to propagate does so at a stress considerably lower than

the fracture strength of the rock itself, and the strength

is reached only after a great deal of cracking has occurred.

The brittle fracture of rock, then, appears to be a much

more complicated process than that proposed by Griffith.

The cracking which occurs prior to fracture, which we shall

refer to as microfracturing, seems to be a fundamental

property of brittle rock, and is probably closely related

to the fracture process. In addition, the inelastic rheo-

logical properties of rock at high stresses are likely to

be closely related to microfracturing in much the same way

that rock inelasticity at low stresses is related to crack

closure. The purpose of this investigation was to delin-

eate the general microfracturing behavior of rock, and to

determine the relation of this behavior to the fracture

and deformation processes.

A crack propagating in a brittle fashion would be

expected to radiate elastic waves, which provides an ex-

cellent means for studying microfracturing directly, since

such radiations can be detected and analysed. In fact, it

has been known for a long time that rocks and certain other

materials emit noises during deformation, and a considerable
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amount of work has been done in studying this behavior.

The earliest investigations of the phenomena, using

piezoelectric crystals for detection, were those of Obert

L1941], and Obert and Duval L1942, 1945a, 1945b, 1957,

1961]. They studied the pattern of noises emitted during

compression tests on rock, and from direct observation of

cracking were able to conclude that the noise was due to

small cracks being formed within the specimen. The main

intent of their work was to develop a method for predicting

rockburst in mines. By monitoring microfracturing in mines

with similar equipment, they were able to demonstrate that

noises preceeding rockbursts are somewhat similar to those

observed prior to fracture in laboratory tests. The possi-

bility of this application stimulated a considerable amount

of further work on microfracturing activity and its rela-

tion to rockbursts, notably by Vinogradov L1957, 1959a,

1959b, 1962, 1963] and Konstantinova 1959a, 1959b, 1960,

1962, 1966]. The latter was particularly interested in

noises accompanying gas explosions in coal mines, and her

work dealt primarily with the behavior of coal and models

with very soft materials such as talc.

Somewhat more detailed studies of the pattern of micro-

fracturing activity in uniaxial compression were done by

Franklin L19651 and Malone 1 9651] They found that the

number of noises which they detected increased strongly as

fracture was approached. The microfracturing behavior in

--. m
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uniaxial tension was studied by Brown (1965], who found

that it is similar to that observed in compression. He

also did static fatigue tests, and found that microfrac-

turing occurs during creep. A close relationship between

microfracturing and creep had been previously observed in

compression by Watenabe L19631, and in bending by Mogi

[1962a]. Gold L1960] observed similar behavior in ice.

The systems used by the previous workers have all had

the same general characteristics. The microfracturing

events were detected with a piezoelectric transducer, am-

plified, recorded on tape, and the results read out with

an oscillograph or pen recorder. A great drawback of these

systems is that they have all been limited to the audio

frequency range or less. The present investigations have

revealed that most of the energy radiated by microfrac-

turing is in the low Mhz range, almost entirely above the

frequency response of earlier experimental systems. There-

fore, a system capable of responding to these high fre-

quencies was designed, with the result that the sensitivity

of measurement of microfracturing was increased by several

orders of magnitude over that of previous workers. A second

advantage is that the data reduction time of this system is

very low.

The previous investigations were sufficient to outline

the basic pattern of microfracturing, but were not precise

or systematic enough to demonstrate the important parameters



involved in the process or to relate it clearly to the

physical processes occurring.

It was therefore decided that a thorough and systema-

tic investigation of microfracturing be made. The bulk of

the investigations deal with the statistical analysis of

large numbers of microfracturing events and the correlation

of this with stress-strain behavior. The behavior of a

variety of rocks deformed in uniaxial compression was

studied, and triaxial compression tests were performed on

both a brittle and a ductile rock. In these experiments,

strains in two perpendicular directions were measured as

well as microfracturing activity, so that microfracturing

could be compared directly with volumetric strain. The

time dependence of microfracturing was also studied and

compared with strains in creep tests.

The results of these investigations showed that many

thousands of cracking events occur prior to actual fracture

of the specimen, and that the inelastic properties of brit-

tle rock can be adequately explained by the contributions

to strain of these newly formed cracks. Such statistical

work, however, is not sufficient to clarify the formation

of the fault and ultimate fracture of the specimen. In

order to study the fracture process directly, a system was

developed to study in detail individual microfracturing

events during the course of an experiment. With a multi-

transducer array, the foci of individual events were located
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throughout the progress of a fracture experiment in order

to trace out the formation of the terminal fault.

An additional incentive for these investigations was

spurred by the work of Moa!. In a particularly significant

series of papers, Mogi [1962a, 1962b, 1962c, 1 963a, 1963b,

1963c] was able to show that in many ways microfracturing

activity resembles seismicity in the statistics of events

emitted during bending tests, and noted the similarities

between these events and foreshocks. He also studied the

frequency-magnitude relation of microfracturing events, as

did Vinogradov 11959, 1962], and found that this relation

is also the same as that found for earthquakes. By treating

microfracturing as a stochastic process, he was able to de-

termine some of the characteristics of the process, although

this was not related directly to a physical model. In later

experiments, he reproduced foreshock and aftershock sequences

in models and related the characteristics of the sequences

qualitatively to the heterogeniety of the model material.

Although the earthquake mechanism is evidently some

sort of rock fracture process, the relation between earth-

quakes and rock fracture in the laboratory is not clear.

Mogi's contention that microfracturing in the laboratory is

essentially a scale model of regional seismicity leads to

some rather intriguing questions. Perhaps the most inter-

esting is that of the physical mechanism of microfracturing,

and the reasons for its similarity with earthquakes. We

m
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would like, in particular, to know how far this similarity

can be carried.

In order to answer some of these questions, investi-

gations were performed along the lines of M, ts work. The

purpose of these studies was to find if Mogi's results

could be confirmed under the more geologically realistic

conditions of compressive stress, and to extend these ob-

servations in considerable more detail. Very precise de-

terminations of the frequency-magnitude relation were made,

and this relation was studied systematically as a function

of rock type, stress, and confining pressure. In the light

of the stick-slip hypothesis of earthquakes (Brace and

Byerlee, 1966] the microfracturing behavior during frictional

sliding was observed and compared to that occuring during

fracture.

In conjunction with the experimental work, theoretical

studies of the microfracturing process were undertaken to

clarify and to relate it to earthquake behavior. It was

first recognized that in considering a microscopic process

such as microfracturing, the inhomogeniety of the stress

field within the body due to elastic and structural hetero-

genieties had to be taken into account. Consequently, a

statistical model of rock deformation and fracture was de-

veloped. The theory is kept as general as possible in

order to describe the basic properties of deformation of

an inhomogeneous medium, so that the basic relations between
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rock and crustal deformation could be brought out.

The work is divided into four main sections. In the

first section, the general microfracturing behavior in

uniaxial and triaxial compression tests is described, to-

gether with the introduction of the basic theoretical model.

The microfracturing behavior during frictional sliding and

during deformation of a ductile rock are also described,

and compared with the behavior in brittle rock.

The second section is mostly theoretical in content

and discusses the time dependence of microfracturing and

relates this to creep.

In the third section, the frequency-magnitude relation

of microfracturing events is described under a wide range

of conditions. The theory is extended to predict a

frequency-magnitude relation which is found to be in close

agreement with the experimental results. The implications

of this work is discussed with respect to earthquake

behavior,

Detailed studies of individual microfracturing events

are the subject of the last chapter. The location of se-

lected events in space were determined, and the implications

discussed with respect to rock fracture and earthquake

prediction.

Each chapter is designed to be read as a unit, and

contains a brief introduction and description of the experi-

mental technique involved. More detailed discussions of the
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experimental procedures are contained in the appendices.
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CHAPTER I

MICROFRACTURING AND THE INELASTIC DEFORMATION

OF ROCK IN COMPRESSION

Introduction

For many geophysical applications the stress-strain

behavior of rock at low temperature and pressure has been

approximated by linear elasticity. It is well known, how-

ever, that at very low stresses the closure of pre-existing

cracks within rock profoundly affects physical properties

like elasticity LWalsh and Brace, 1966]. Although these

effects usually disappear at a confining pressure of a few

hundred bars, Brace et al. [19661 recently demonstrated

that brittle rock is nonelastic at higher stresses, even

at high confining pressure. This effect (Figure 1), which

is noticeable at stresses greater than about half the com-

pressive strength, is characterized by a decrease in modulus

and by dilatancy. Dilatancy refers here to an increase in

volumetric strain relative to what would be expected if the

material were linearly elastic. The dilatancy was traced

to the formation of small cracks within the rock.

This cracking was first detected indirectly by Obert

and Duval 11942]. They found that small noises were emitted

from rock during loading in compression and attributed them

to cracking. These small cracking events, which we shall
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refer to as microfractures in order to distinguish them

from fracture of the test specimen itself, seem generally

to accompany the deformation of brittle rock. However, it

would be interesting to know if dilatancy can be accounted

for solely by microfracturing, or if other processes are

involved. We would also like to know how this behavior

agrees with our ideas of brittle fracture of rock, and

whether microfracturing also plays a significant role in

frictional sliding or deformation of ductile rock.

If microfractures propagate in a brittle manner, we

would expect that each event would radiate elastic waves

of the sort detected by Obert and Duval and later workers.

The study of the elastic radiations associated with micro-

fracturing offers an excellent way of observing directly

the microscopic processes which occur during deformation.

These processes can then be correlated with the observed

macroscopic stress-strain properties. In this investiga-

tion, microfracturing was observed and a precise and sys-

tematic study of the influence of it on the macroscopic

stress-strain behavior of brittle rock was made. These

observations were then compared with the microfracturing

observed during frictional sliding of rock and during

deformation of a ductile rock.

Experimental Technique

Microfracturing detection. Previous investigators of
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microfracturing used the same basic technique. Events were

detected with a piezoelectric transducer; the amplified

signal was recorded with an audio-frequency tape recorder

and displayed on an oscillograph or pen recorder. My in-

vestigations with a wideband system [i.e Chapt. 1] have

revealed, however, that most of the microfracturing radia-

tion emitted is in the 100 khz to 1 hz range. Consequently,

the limited frequency response of the systems used in pre-

vious work severely limited the observations.

The experimental system used in the present study is

shown schematically in Figure 3. The essential component

is a TMC model 102 pulse height analyzer. This analyzer

has 100 channels and was operated for these experiments as

a multiscaler. In this mode, each channel operates as a

scaler for a predetermined time kdwell time). The analyzer

thus counts the number of pulses above a certain threshold

that occur during the dwell time, then switches to the next

channel and repeats the procedure until all channels are

used. The number of events per channel is stored in a mag-

netic core memory and read out digitally after the experi-

ment. A direct measurement of the number of events that

occurred per unit time versus time is thus obtained. LTie

dwell times used were 5 or 10 seconds and were regulated

by an external timing clock.

Preliminary investigations showed that typical micro-

fracturing signals are in the form of decaying sinusoids
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I
of period of a few microseconds and trainlength 10 to

100 A sec. Consequently, the signals could not be admitted

directly to the analyzer since more than one count would be

actuated. Instead, the wave trains were shaped after am-

plification in such a way that the input to the analyzer

was the envelope of the negative part of the wavetrain,

which was found to give very satisfactory results. The de-

sign of the shaping circuit is described more fully in

Appeadir I .

Amplification was achieved in three stages. The first

stage was a Hewlett-Packard model 465 amplifier, which has

a 40 db gain and served as an impedance match, with 10

megohms input and 50 ohms output impedance. A HP 461 ampli-

fier was used as the second stage. A variable gain third

stage was obtained simply by using the trigger output from

the monitoring oscilloscope, a dual trace Textronix 5453B,

which was used to monitor both the signal after the second

amplifier and the shaped signal. The shaper input is into

a diode, so the system noise in a particular experiment

could be held below the diode cutoff by adjusting the third

stage gain, and noise discriminated. The noise counted as

events by the analyzer was in most cases reduced to a neg-

ligible level by means of this technique.

The transducers used in the experiments were barium

titanate compressional mode discs, 6 mm in diameter and

2.5 mm thick. Copper foil electrodes were attached to the



faces of the discs with conductive epoxy and the package

cemented to a rubber pad and brass backing. Overall fre-

quency response of the amplification system was flat from

100 hz to 1 Mhz. This system was found to be extremely

well suited to microfracturing studies. By simply in-

creasing the frequency response, I found that the measure-

ment of microfracturing activity with this system was two

to three orders of magnitude more sensitive than that of

the previous workers. At the same time, the data pro-

cessing time was negligable, so that a much more detailed

and systematic study was possible.

Compression tests. The sample designs used in the

experiments were of three types. Samples for uniaxial

compression tests were of the form designed by Mogi L1966]

to eliminate end effects. ~d effects seriously alter

microfracturing behavior 1 Apendizx1 . These samples

were right cylinders 1.6 cm in diameter by 5 cm long, at-

tached to steel end caps by epoxy fillets. In the same

paper, Mogi found that end effects were negligible at con-

fining pressures above a few hundred bars, so that speci-

mens used for triaxial experiments were straight cylinders

of the same size. Jacketing was .13 mm thick copper.

Specimens for frictional sliding experiments have been

described by Byerlee L19671. Briefly, they were straight

cylinders in which a flat ground sliding surface had been

introduced at 45* to the axis. The two pieces were fitted

L



together inside a .13 mm thick copper jacket, and the ends

were sealed with rubber tubing to steel end plugs. To

allow the surface to undergo more than one stick-slip dis-

placement without bursting the jacket, the copper jacket

was strengthened around the margins of the sliding surface

with a strip of RTV 102 silicone rubber sealant. The

transducer was attached to a section of bare copper left

exposed between this seal and the end seal. In all cases

the transducers were clamped directly to the side of the

specimens with rubber 0-rings, with a film of Dow 276-V9

resin at the interface to insure good coupling.

Volumetric strains were measured with strain gages as

described elsewhere LBrace et al., 1966]. The loading ma-

chine has a ball screw loading mechanism which imparts a

high stiffness (about 106 kg/cm). All experiments were

done at a constant strain rate of 10-5 sec-I which was

achieved by driving the ball screw with a constant speed

motor.

Due to the very high frequencies of the microfracturing

signals and the design of the loading system, mechanical

noise presented no problems during the experiments. Elec-

trical noise was eliminated by shielding the sample, in

uniaxial experiments, with .025 mm thick copper. The pres-

sure vessel itself served as a shield for tests under con-

fining pressure.

Rocks studied. Six rocks were selected for the study,

L
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TABLE 1. Descriptions of Rocks

d is the average grain diameter. The total porosity T

was determined by imnersion in 0014.

Rock Density, d, T Modal Analysis

g/cm3  mm

Westerly granite 2.646 0.75 0.009 27.5 qu, 35.4 mi,
31.4 an1 7 , 4.9 mica

Rutland 2.643 0.30 0.005 91 qu, 7 or, 2 mi
quartzite

Marble 2.688 0.20 0.01 3 99 ca

Colorado 1.77 0.01 0.41 20 qu, 2u gl, 60 an10
rhyolite tuff

Pottsville 2o541 0.2u 0.03v 46.4 qu, 41.0 or,
sandstone U0.9 mica

San Marcos 2.813 1.00 0.002 69.7 an 2, 8.2 au,
gabbro 7.4 h , 11.7 mica

Abbreviations: qu

mi

or

an

mica

au

quartz ca calcite

microcline gl glass

orthoclase ho hornblende

plagioclase with anorthite content

muscovite, biotite, chlorite

augite-hypersthene

rl

t
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One, a medium grained pure calcite marble, was described

in the earlier study (Brace et al., 19661. This rock was

ductile even at room pressure. The other rocks were all

brittle under the testing conditions. One of these,

Colorado rhyolite tuff, had an extremely high porosity of

40%, mostly due to open vesicles. Of the other rocks, San

Marcos gabbro and Rutland quartzite were very compact

whereas Westerly granite and Pottsville sandstone had ap-

preciable crack porosity. Petrographic descriptions of

the rocks are given in Table 1.

Observations

Uniaxial compression tests. Unconfined compression

tests were done on six rocks to determine the effect of

mineralogy and texture on microfracturing behavior. Figure L

shows the frequency n of occurence of microfracturing events

vs axial strain for Westerly granite and Colorado rhyolite

tuff. For comparison, the axial stress-strain curves are

also shown.

The pattern of microfracturing for all rocks tested was

very characteristic. The similarity in behavior for the two

rocks shown in Figure 4 for example, is remarkable consid-

ering their strong disparity in physical properties, includ-

ing strength. At low stress, a flurry of activity occurs;

this soon dies down to a very low level. At stresses near

approximately half the fracture strength, microfracturing



FIGURE 4. Stress v strain and microfracturing frequency vs strain for two rocks in
uniaxial compression. (a) Westerly granite. (b) Colorado rhyolite tuff.
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activity begins to build up once more, and steadily in-

creases until Just before fracture, when a very rapid

acceleration of activity occurs.

This pattern correlates closely with the stress-strain

behavior. At low stresses, in the region in which the

first activity occurs, the stress-strain curve is nonlinear

and concave upwards. At higher stresses, where microfrac-

turing activity is very low, the rock is nearly linearly

elastic, and the resumption of activity corresponds with

the beginning of nonlinearity of the upper part of the

stress-strain curve.

The only significant difference in behavior among the

various rocks is in the amount of activity that occurs in

the low stress region relative to that occurting above halt

the fracture strength. It was found that the relative

amount of activity detectable in the first region is roughly

proportional to the porosity of the rock. Thus in Figure 4,

the amount of activity in the low stress region of the com-

pact Westerly granite is very slight relative to that which

occurs later, whereas the activity in the first region of

the highly porous Colorado rhyolite tuff reaches a very sig-

nificant level. This observation is quite in accord with

our knowledge of the behavior of rock in this portion of the

stress-strain curve. The inelasticity of rock at low stress

is due primarily to the closing of pre-existing cracks and

pores (for a review of this behavior, see Walsh and Brace
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[19661). Such adjustment of the void spaces would be ex-

pected to be accompanied by inelastic processes such as

crushing of pores and frictional sliding on crack faces

and are probably responsible for the microfracturing ac-

tivity in this region, Consequently, a high degree of ac-

tivity in this region would be expected from a high poros-

ity rock, as observed.

The nonlinear part of the stress-strain curve above

about half the fracture strength is the region in which

dilatancy occurs [Brace et al., 1966]. Microfracturing

was observed in this region, but we wished to test more

quantitatively the hypotheses that dilatancy is due to the

introduction of new void space produced by cracking. If

it is assumed that the average size of microfracturing

events remains constant throughout this region, then the

accumulated frequency of events, N, should be directly

proportional to the inelastic part of the volumetric strain,

A , if this hypothesis holds. In this case, each event can

be thought to contribute a small increment, , to the vol-

umetric strain. It is found [wee Chapt~ that the assump-

tion of constant event size is not strictly true, but for

this application the results will not be appreciably affected

by its use.

In Figure 5 is shown the results of three different uni-

axial experiments on Westerly granite. The ordinate is A ,

which is obtained by subtracting an elastic extrapolation
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from the measured volumetric strain as outlined by Brace

et al. [19661. N, the accumulated frequency of microfrac-

turing events detected in the dilatant region, is best-

fitted to these curves and shown as data points. This was

done by plotting N vs A over the entire range, and making

a linear best fit. The correlation is very good -- well

within experimental error. A noticeable exception is the

region above 95$ of the fracture strength, where micro-

fracturing activity rapidly accelerates, It is also inter-

esting to note that the behavior is remarkably reproducable;

the difference between these three experiments in all re-

spects, including strength, is within experimental error.

The proportionality of N and A also holds for the other

rocks tested. Although their strengths vary from .5 to over

5 kb, the behavior of all the rocks, when normalized with

respect to fracture stress, is quite similar. The results

for these rocks are shown in Figure 6. The data points have

been omitted here for clarity. Variation: of the propor-

tionality constant 1, listed in Table 2, is considerable due

to nonreproducibility of acoustical contact between experi-

ments. The variation is particularly great for tests under

confining pressure, when the gain was sometimes reduced to

eliminate noise. Therefore I is simply a constant of pro-

portionality and has no quantitative physical significance.

Also given in Table 2 is the quantity F, which is A when

the stress equals 95% of the stress difference C at fracture.
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Results of Compression Tests

Rock Exp. Pressure, C, C, Cl/C F T
No. kb. kb. kb. I- 3  i -6

Marble 30 0 0.50 0.28 .57 0.52 1.70

Colorado
rhyolite tuff 27 0 0.91 0.43 .48 0.30 0.86

Pottsville
sandstone 39 0 2.30 1 .20 .52 1.15 5.20

Rutland
quartzite 38 0 5.05 2.94 .58 0.40 4.15

San Marcos
gabbro 43 0 2.15 1.16 .54 0.58

Westerly
granite 31 0 2.81 1.44 .51 0o78 5.22

36 0 2.82 1.50 .53 0.88 6.69

45 0 2.84 1.56 .55 0.89 2.43

61 1.00 7.90 4.34 .55 1.66 13.3u

71 2.00 11.40 5.00 .44 1.13 0.03

63 3.00 13.60 5.16 .38 1.96 2.64

60 4.00 15.80 5.70 .36 0.98 0.44

62 5.00 16.80 7.4u .44 1,20 2.46

* Excessive noise occurred during experiment.

TABLE 2.
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The quantity F is used as a measure of dilatancy because

strains at stresses greater than 0.95C are likely to be

nonuniform and hence 6-" would be nonreproducible and un-

reliable. C' refers to the stress difference at which

dilatancy is observed to begin, and C fracture stress dif-

ference. The uncertainty in C is a few percent, 10 to 15%

in C, and in F and 1 about 10%.

Triaxial experiments. Brace et al. L19661 concluded

that confining pressure does not generally affect dilatancy.

In order to see if the relation between microfracturing and

dilatancy is affected by pressure, a series of experiments

were conducted on Westerly granite at confining pressures

up to 5 kb.

A typical result is given in Figure 7, Aside from the

noticeable lack of activity at low stress differences, as we

would expect from our above interpretation, the behavior is

on the whole quite like that observed at atmospheric pressure.

Comparisons of N vs A" were made with the result that dilat-

ancy is found to be directly related to microfracturing as

described above for the uniaxial experiments. The earlier

conclusions that dilatancy is not appreciably affected by

pressure are also confirmed.

Frictional sliding. Byerlee £1967] has recently sug-

gested that friction in normally brittle materials is basi-

cally a brittle phenomenon. According to his model, fric-

tional sliding takes place when the asperities on the sliding
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surfaces fail by brittle fracture. He suggested that two

types of sliding take place: stick-slip, an inherently

instable form of sliding which is accompanied by a large

stress drop, and stable sliding, which does not lead to

detectable stress drops. The latter often precedes the

former. Because of the possible importance of friction in

earthquakes [Brace and Byerlee, 19661, a study of the micro-

fracturing that accompanies sliding was made to test this

description of frictional sliding as a form of brittle

fracture.

We show in Figure 8 the results of a typical experi-

ment. The upper curve is a plot of force vs time. The

solid portions of the curve are equivalent to force vs

displacement because strain rate is constant. The dotted

vertical portions are stick-slip events, and the curve as

a whole is very similar to that described by Byerlee.

Microfracturing, also given in Figure 8, shows a character-

istic pattern during each stick-slip cycle. As force is

increased, no events can at first be detected; apparently

the surfaces are locked and no sliding is taking place.

At some point prior to stick-slip, microfracturing abruptly

begins to take place and continues at a roughly constant

rate until stick-slip occurs. The arrows represent large

numbers of events that were recorded during the stress

drops. Immediately after the stick-slip, the level of ac-

tivity falls again to a very low values and on continued

- - - 111--"-- - -
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loading the cycle is repeated. The region of activity pre-

ceeding stick-slip corresponds fairly closely with the

slightly nonlinear portions of the force-displacement curves

which Byerlee L19661 attributed to stable sliding. If this

interpretation is correct then these results imply that the

sliding begins rather abruptly and proceeds at a nearly con-

stant velocity. There seems to be little indication that

any acceleration of activity occurs prior to stick-slip,

which is in marked contrast with the behavior during the

deformation of intact rock described above. Intact rock is

typified by a continual acceleration of activity during

deformation.

In Table 3 we list for the various experiments the mean

frequency n of occurrence of events in the regions of acti-

vity preceeding each stick-slip and the fraction of the stick-

slip cycle ? /P at which this activity began. The behavior

appears to be quite erratic. No pattern can be seen between

successive stick-slip cycles during a given experiment or

between different experiments. The level of activity may be

high or low, be continuous throughout the cycle, or not occur

at all. This lack of reproducability was not observed in

intact rock deformation and suggests that stable sliding is

very structure sensitive, that is, it is affected by minor

differences in the sliding surfaces.

Ductile deformation. It is generally assumed that at

some temperature and pressure, most rock will become ductile,



Results of Frictional Sliding Experiments

Exp. Pressure 1StStick Slip 3 rdStick Slip
No. kb. n P'/Pn P P'/P n P'/P

72 2.0 99 .39 135 .51 60 .00

73 4.0 112 .90 0 1.00 83 .60

35 3.0 41 .36 *

33 1.0 f 56 .50 4 .20

* Jacket leaked after first stick slip.

j First cycle interrupted by small

TABLE 3,

stick slips. (see Figure 8).



that is, a large amount of inelastic strain can be sup-

ported without fracture (Griggs et al., 19601. On the

basis of microscopic examination, those workers have con-

cluded that some plastic flow occurs during ductile defor-

mation, but it has not been demonstrated that fully plastic

flow, i.e. deformation produced entirely by dislocation

motion, as in metals, is the mechanism of deformation.

The most detailed studies of rock ductility have been

done on the carbonate rocks such as Yule marble. The pri-

mary reason is not because of their geologic importance

but because carbonate rocks become ductile at relatively

low temperature and pressure and hence are more readily

amenable to experimental observation.

For the same reason, the rock we have chosen for a

detailed examination of ductility is also a carbonate --

the marble which was described above in the section on

uniaxial compression tests. In so doing, we lose some

generality in the applicability of our results because

silicate rocks will not behave identically, even at higher

temperature and pressure, due to differences in the sili-

cate and carbonate structures. In the light of the con-

siderable experimental work that has been done on the

carbonate rocks, however, it would be of interest to examine

the role of microfracturing in the ductile deformation of

these rocks.

It was shown above that the microfracturing of the



marble in uniaxial compression was, just like the brittle

rocks, directly related to the dilatancy. Marble, however,

deforms cataclastically at room pressure, and the similarity

of dilatancy and microfracturing to brittle rock, seen in

Figure 6, is misleading. Plotting event frequency vs strain,

as in Figure 9a, brings out the fundamental difference be-

tween the behavior of marble from that of brittle rock.

Comparing this with the stress-strain curve (Figure %a),

microfracturing in the marble begins at about the start of

the region of high curvature (yielding region) of the stress-

strain curve and proceeds at a nearly constant rate with no

acceleration such as observed in brittle rock (compare

Figure ). Similarly, the curves of N and A* vs strain are

seen to be linear. The distortion of the linear relation

in the plot of A* and N vs stress was due simply to the

highly nonlinear stress-strain curve.

The eventual weakening of this rock is not accompanied

by the formation of a fault but rather by a gradual loosening

of the grains. After testing, the sample resembles a rather

loosely packed sand. This type of deformation, termed

cataclasis, is normally thought to be produced by stable

intragranular frictional sliding. This view is supported

by the rather strong similarity of the accompanying micro-

fracturing to that observed during stable frictional sliding.

A steady rate of microfracturing is typical of both processes

in contrast to the behavior of intact brittle rock. It was
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also found LseI Chgpt , 1 that the frequency-magnitude

relation of microfracturing events also sharply distin-

guishes frictional sliding and cataclastic deformation

from that of brittle intact rock.

The marble was deformed in compression under confining

pressures of from 0.25 to 4 kilobars. Under all pressures,

the rock was found to be ductile in stress-strain behavior,

and examination of the specimens after testing revealed no

trace of a fault. Microfracturing activity under confining

pressure was found to be quite different from that described

above. The level of activity was quite low, so the gain

had to be increased in order to allow good detection. The

result was that considerable noise was introduced. A count

of background noise was made prior to each experiment with

the specimen unloaded, and the final results were corrected

for this ambient noise level. A smoothed curve of n vs

strain and the stress-strain curve for a typical experiment

under confining pressure are shown in Figure 9ib. Activity

begins at a very low stress level, increases to a pronounced

peak in the region of yielding, and decreases to a very low

level in the nearly linear post-yield region. No definite

change in this pattern was observed over the range of pres-

sures at which tests were conducted, although the corrections

for noise may have obscured small differences.

On the other hand, pressure had a pronounced effect on

the stress-strain properties. The stress-axial strain curves

Il-LD .i;- iOYi---: _
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for the experiments at each confining pressure are shown

in the upper part of Figure l We see that pressure both

strengthens the rock and increases the degree of strain

hardening in the post-yield region. These effects are

very rapid at first but diminish rapidly with pressure.

Compare, for example, the change in the first kilobar of

pressure with that in the second, or third. At 3 kb the

pressure effect becomes negligible -- at 3 and 4 kb con-

fining pressure the stress-axial strain curves are identical.

Coupled with this behavior is a very systematic change

in the strain-volumetric strain curves. These plots, in

the lower half of Figure lO, are of total volumetric strain.

The curves show the same general form, a small volume de-

crease occurs at low strains, the slope of the curve changes

rapidly through the yield region, and finally the curve be-

comes linear after yielding. At low confining pressure,

the large positive volumetric strain per unit axial strain

reflects a large amount of dilatancy. The effect of pres-

sure on the dilatancy is again quite similar to the effect

of pressure on the stress-axial strain properties. The

decrease in dilatancy resulting from an increase in pres-

sure is large at low pressure and diminishes strikingly as

the pressure is increased. At the highest pressure, 4 kb,

there is no volumetric strain in the post-yield region.

Perhaps more diagnostic is Poisson's ratio in the

linear post-yield region. Poisson's ratio v , the strength
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TABLE 4, Compressive Tests on Marble

Exp. Pressure y d'/Ide dt/d v
No. kb. kb. kb.

30 0 0.50 0.0 -4.70 2.85

65 0.25 0.87 11.9 -0.95 .97

66 0.50 1.46 17.4 -0.51 .75

76 0.75 1.76 28,8 -0.29 .65

67 1.00 1.95 34.2 -0.33 .66

70 2.00 2.24 43,5 -0.06 *53

77 3.00 2.28 51.0 -0.06 .53

68 4,00 2.28 50.5 0.00 .50

1+7

_L *~L-



X at 1% strain, the slope dy/de of the stress-axial strain

curve after yielding, and the slope db/de of the volumetric

strain-axial strain curve in the same region are given in

Table 4. These quantities are accurate to within 5%.

Notice that v decreases very rapidly as pressure is in-

creased and appears to reach a limit of 0.5 at 4 kb. Almost

all of the change occurs in the first 2 kb.

Fully plastic flow of a polycrystalline material in-

herently implies some very general properties (see, e.g.

Hill 11950], Chapter II). Specifically, plastic deformation

is unaffected by confining pressure , provides little or no

sources for radiative elastic energy, and produces no volu-

metric strain. As shown above, all these conditions are

very closely approached at confining pressures above 3 kb.

The satisfaction of these criteria very strongly suggests

that true fully plastic flow is the mode of deformation in

this rock at high confining pressure. The mechanism of

transition from cataclastic deformation to plastic flow is

rather interesting. It is often said that the effect of

pressure will be to inhibit cracking or frictional sliding

whereas that of temperature will be to enhance plastic flow.

Therefore an increase of either pressure or temperature, or

both, will tend to produce plasticity. Just this effect of

pressure is shown very graphically in the present experi-

mental results. In the post-yield region, the linear rela-

tion between A v/v and Cz shows that intragranular sliding
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produces a constant contribution to strain. As pressure is

increased, intragranular sliding rapidly decreases and the

material begins to increasingly resemble a fully plastic

solid in that its stress-strain behavior is affected by

pressure to an increasingly smaller degree. The close link

between the decrease in dilatancy and the rate of change of

mechanical properties with pressure can be seen from Figure

11, in which v , the basic measure of dilatancy, is plotted

vs pressure, as well as I and de/de. The change in v with

pressure is very similar to that of 1 and da/&d.

Some aspects of the microfracturing behavior need to be

clarified with respect to this picture. Apparently some sort

of reorganization takes place during the yield region which

results in an equilibrium between plastic flow and cataclastic

deformation. This is evidently accompanied by a brittle pro-

cess, since a very distinct peak in activity is observed dur-

ing yielding. Similar high rates of activity during yielding,

followed by relative quiet, have been observed by Shoemaker

[1961] in studies of the acoustic emission of steel and alumi-

num. His conclusions are that these emissions are due to

plastic instabilities, such as the rapid release of disloca-

tions from pileups. These cannot be entirely ruled out for

marble, although at the same time brittle processes are not

necessarily absent in metals. Twinning, in particular, may

be a possible source of radiative energy in marble, although

it should in general be accompanied by cracking.

The absence of microfracturing activity in the post-
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yield region, even when a large amount of dilatancy is ob-

served, suggests that if intragranular frictional sliding

is the mechanism responsible for producing dilatancy, the

plastic rather than the brittle form of friction obtains

in grain to grain interfaces. This is in agreement with

recent observations (Berlee, personal communication, 1967)

that many ductile rocks, including carbonate rocks, under

moderate confining pressure exhibit a plastic form of fric-

tion which is not accompanied by stick-slip.

A number of workers have studied the brittle to ductile

transition in rock. The most systematic study is that of

Heard [19601 who defined the transition on the basis of the

form of the stress-axial strain curve and on the presence

or absence of faulting evidence in the specimen after defor-

mation. In this study we have seen that the transition is

not sharply defined, but that even the transition from cata-

clastic deformation to plastic flow for marble takes place

over a quite large range in pressure (Figure 11). Also,

the form of the stress-axial strxub curve and the appearance

after testing yield little information as to the processes

actually occu~rti.

Theory and Discussion

We have observed that microfracturing occurs in the

deformation of brittle rock in compression and produces the

characteristic inelastic properties of rock at high stresses



in a way analogous to that which closure of pre-existing

cracks produces inelasticity at low stress. This process

of microfracturing is a very well defined property, quite

similar for a wide variety of different brittle rock types.

It is distinctly different from the processes that occur

during frictional sliding or ductile deformation. These

observations disagree with some of our previous ideas about

deformation and fracture of brittle materials and serve as

a clue to a better understanding of these processes. In

this section, some of these differences will be explored,

and a few very simple concepts developed to explain some of

the properties of brittle rock.

Brittle fracture occurs by the separation of the mate-

rial into parts. Yet any direct calculation of the forces

necessary to break atomic bonds in a crystalline solid gives

strengths orders of magnitude greater than those observed.

In his classic work, Griffith L19]24 resolved this

problem by assuming that defects in the form of narrow cracks

which produce stress concentrations exist in brittle materials.

He proposed that fracture occurs when the stress at the tip

of the crack with the highest stress concentration exceeds

the stress necessary to break atomic bonds. This crack will

then propagate unstably through the body, causing fracture.

Using solutions for stress around an isolated crack in an

elastic, homogeneous body, he then calculated a failure cri-

terion based on this model.

V :__
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According to Griffith's model, a brittle material

should behave elastically until the most highly stressed

crack propagates, and the sample fractures. This is clearly

not what we observe for rocks in compression; cracks propa-

gate at stresses much lower than the fracture stress, and

many thousands of cracking events can be detected prior to

fracture.

Brace and Bombolakis L1963] and Hoek and Bieniawski

[19651 studied crack growth photoelastically in glass plates

stressed in compression. They found that the initiation of

crack growth under such conditions did not lead to failure,

but that the cracks became stable after propagating some

fraction of their initial length. It might be suggested

that these observations resolve the contradiction presented

above: Griffith's theory does not apply in compression be-

cause a crack in compression, unlike a crack in tension,

cannot cause fracture by propagating unstably throughout

the entire body.

If this argument is accepted, then we would expect that

microfracturing does not occur in tension, where Griffith's

theory would apply. However, M [1962 a1 demonstrated

that in bending, which must involve tensile crack propaga-

tion, microfracturing was important. Indeed, the behavior

he observed in bending is very similar in many respects to

that observed in the present study in compression. The

microfracturing behavior of rock in uniaxial tension [Brown,



1965] is also very similar to that observed in compression.

The observed difference. between the propagation of cracks

in tension and compression therefore aeems to have very

little effect on microfracturing behavior. Cracks in ten-

sion as well as compression do not propagate through rock

as Griffith's model predicts, although it has been conclu-

sively shown that tensile cracks behave this way in other

brittle materials such as glass. Why then, does rock be-

have differently than, say, glass?

The primary mechanical difference between these mate-

rials is that stress concentrations in rock do not arise

solely from isolated cracks, as postulated by Griffith.

Rock is a polycrystalline aggregate composed, in general,

of several highly anisotropic phases. If a uniform stress

is applied to such an inhomogeneous material, local stresses

will fluctuate significantly from the applied value. The

granular nature of rock complicates matters even further,

since structural irregularities such as pores and cracks

and interactions between them will produce additional fluc-

tuations of the stress field within the body.

Consider how such an inhomogeneous body will react when

subjected to a uniform increasing load. As the applied

stress is raised, a point will be reached when in the small

region in which stress concentration is highest, the strength

will be exceeded, and a crack will propagate. This crack

will rapidly be arrested, however, if it propagates into



adjacent regions in which the stress is lower. As the ap-

plied stress is increased still higher, the region with the

next highest stress concentration will fail, and so on, until

some sort of instability produces fracture of the entire

body.

The formation of a macroscopic fracture in such an in-

homogeneous medium, then, will be much more complex than the

simple case given by Griffith. Since such a system is in-

tractable by ordinary analytical techniques, we have chosen

to describe the variation of stress within an inhomogeneous

medium, such as rock, by a statistical model, Obviously

such a model cannot describe the events that take place at

a given point within the body, but will be sufficient to

predict the gross mechanical properties, which are usually

of more interest.

In order to introduce the model, we take the simple

case of an inhomogeneous brittle material under a single

component of uniform applied stress. Such a system is il-

lustrated schematically in Figure 12, where we show an in-

homogeneous body under a uniform applied stress a. Now

consider that regions within the body, small enough such

that the stress on them may be considered uniform, are sub-

jected to a local stress C, which varies in a random fashion

throughout the body. Fracture will then occur within these

small regions when a exceeds S, the strength. It might be

argued that this strength will also fluctuate, so that we
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must consider these variations as well. However, in frac-

ture mechanics it is not the stress or strength which is

important but the difference between the two; so either of

them or both of them can be considered as variable. Since

strength is conventionally thought of as a constant, it

will be simpler to retain this concept since the results

will not be affected. The effect of cracks in producing

stress concentrations will of course be much greater than

that of other sources, so it is likely that fracture will

take place in general only in regions in which cracks exist.

We may think of S, then, as defined on the presence of an

average size and oriented crack. Variations of the size

and orientation of cracks, as well as stress concentrations

due to other sources, will be considered as variations of

the local stress, 0, applied to such an average crack.

With such a model, c can be considered to be a random

variable. Therefore, the probability that the stress at

a point is some value a is given by a probability density

function f(;j&). Such an arbitrary function is shown in

Figure 12. Also shown is our arbitrarily defined strength

S. From equilibrium, the mean of f(oa;) is a. Consequently,

as U is increased, f(a;;) will move to the left0  Eventually,

there will be a finite probability that the stress in a re-

gion will exceed S, and microfracturing will begin. As o

is increased, the rate of microfracturing will steadily

increase, since the frequency of microfracturing activity,
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n, during the increment a to 6 + d0 will be given by

n() = z (= a)d-

where KI is a constant. Accordingly, the accumulated

frequency of events, N, is given by

S

N(a) = K(S;a) =f Kf(cr)da

(1 )

(2)

where F(S;Z) is the probability distribution function of

d. If we follow our previous assumption that such micro-

fracturing events contribute an average increment T to the

volumetric strain, then

A= 11 KF(S;a) (3)

The statistical stress distribution, described by

f(a;a), is a fundamental property of a given rock and de-

pends in detail upon its composition and microstructureo

It should also be pointed out that the mean microscopic

5f8



strength S, although defined somewhat arbitrarily, also

represents a distinct property of any given rock. There-

fore, the gross microfracturing process is well defined by

equations 1 to 3 and should be fairly reproducable, as

observed.

It is interesting to take the analysis a bit farther

by suggesting a possible stress distribution that might

occur in rock. When microfracturing activity is fairly

low, for example, the events may be considered to be iso-

lated in space. The local stress which produces each event

will then be an independent random variable, and F(S;a) can

be approximated by a normal distribution.

The mean of the distribution is 3. The stresses, a,

must vanish everywhere when B vanishes (we disregard resid-

ual stresses that may be present since they will be expected

to be much smaller than applied stresses in the microfrac-

turing region). A simple model satisfying this requirement

is that the standard deviation, I, is of the form

where K2 is a constant. This implies that there exists a

mean stress concentration factor C, where
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S= K2 + 1

In this model, the accumulated frequency of microfracturing

is given by

S

N( 1 exp ]d (6)

-00

In Figure 13 , we show this function fitted to the

experimental data for uniaxial compression of Westerly

granite. The fit is very good for stresses between 5uP"

and 95% of the fracture strength, but the data cannot be

fitted in the region above 0.9C0. This apparent change

in mechanism of the process at approximately 0.95C appears

to be real. This is the point at which rapid acceleration

of microfracturing occurs. Above this stress it has been

noted that the relationship between N and &^ does not in

general hold and that these quantities are also not repro-

ducable. In associated studies [see Chapt. .], we demon-

-Y i~-
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strated from more direct evidence the difference between

this region and that at lower stress, By locating selected

microfracturing events in space, I found that events at low

stresses occur randomly throughout the specimen, whereas

the events above 0.95C tend to cluster. These form the

fault which leads to eventual fracture of the specimen.

These observations agree with the results of the above sta-

tistical analysis, which suggests that events that occur in

the region below this critical stress are randomly inde-

pendent, whereas at greater stresses a larger number of

events occur than predicted by the theory, suggesting the

formation of an instability. These two regions can be

described as zones of static and dynamic cracking, respec-

tively. From the best fit to the experimental data in the

static cracking region, the parameters C and S for Westerly

granite under uniaxial compression are found to be 2 and

2.25C, respectively.

For simplicity, the analysis has been carried out only

for the special case of a single uniform component of mean

(applied) stress. It can readily be shown that the results

will be the same for deformation in a uniform general mean

stress system. In the general case, however, S will be a

function of all components of mean.stress, and all compo-

nents of local stress will be random variables defined on

a joint probability space. In the case of nonuniform stresses,

i.e. where the mean stresses vary in space, the analysis will



be somewhat more complicated since the probability dis-

tribution of a will be a function of position.

Conclusions. The technique of detecting and analyzing

microfracturing developed in this study has demonstrated

that a great deal of information about the microscopic pro-

cess accompanying deformation of rock can be obtained rou-

tinely. In particular, the conclusions of Brace et al.

11966 regarding the dilatancy of rock have been confirmed

and expanded: for a very wide variety of brittle rocks of

diverse structure and composition, and over a wide range of

confining pressure, deformation is accompanied by small scale

fracturing which begins at about half the fracture stress.

As stress is increased, the cracking accelerates steadily

until at a point a few percent below the fracture strength a

rapid increase occurs, marking the formation of the fault.

The inelastic stress-strain behavior of these rocks can be

completely accounted for by the strains contributed by this

cracking activity.

These results may improve our understanding of the

strength of brittle rock. We have shown that Griffith's

criterion of brittle fracture is not applicable to rock

because the inhomogeniety inherent in rock will produce

fluctuations in the stress field sufficient to arrest cracks

shortly after they have been initiated. Proceeding from

these concepts, a simple statistical model was introduced

which predicts the observed microfracturing behavior. This

theory, however, does not directly apply to rock fracture.
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As yet, the process which leads to the formation of the

fault and to eventual fracture of the rock is not under-

stood, nor are the factors which govern the stress at which

this occurs. Empirically, from the evidence of reproduc-

ability of microfracturing, it is concluded that the fault

begins forming when the crack density reaches some critical

value. This is equivalent to the concepts of "critical

dilatancy" or "critical void ratio" in the language of soil

mechanics (Scott, 1963, p. 3101. The additional factor of

the reproducability of strength, coupled with the above ob-

servation, leads to the conclusion that, under identical

conditions, the stress difference between fault initiation

and fracture is constant.

These observations, of course, do not lead us very far

toward an understanding of rock fracture, but they suggest

an experimental approach. Our results have shown that for

given conditions there is a "critical crack density," but

it is not known how this depends on pressure and temperature,

say, or time. The results reported for triaxial compression

tests indicate that the pressure effect is slight but are

inconclusive insofar as delineating the effect clearly. It

is suggested that if further work was done to determine the

influence on critical crack density of these various param-

eters an understanding of the process of fault formation

and fracture might evolve.
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CHAPTER 2

THE MECHANISM OF CREEP IN BRITTLE ROCK

Introduction

When rock is subjected to high deviatoric stress,

time dependent strain occurs in a characteristic manner.

This behavior, known as creep, occurs even in brittle

rock at low temperature and pressure. Creep is usually

studied in the laboratory by subjecting rock to a single

component of stress which is held fixed while strains are

measured as a function of time. Figure 1 shows a typical

creep curve for such an experiment. Because of the nature

of the curve, creep is usually described as occurring in

three stages [Robertson, 19643. Immediately after the

load is applied, very rapid creep occurs which decays off

swiftly. Creep strain at this stage is proportional to

the log of time and the behavior is known as transient or

primary creep. At fairly low stresses, transient creep

may account for most of the time dependent strain of brit-

tle rock. Transient creep is often followed, particularly

at high stresses, by deformation at a constant strain rate

which is termed secondary or steady-state creep. If sec-

ondary creep is allowed to continue, eventually creep be-

gins to accelerate (tertiary creep) and fracture occurs.

Such creep fracture in brittle rock appears similar in all
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respects to that observed in a conventional fracture test..

In compression, for example, it occurs by catastrophic

failure on a fault acutely inclined to the direction of

maximum compression.

The creep behavior described above is very similar to

that observed for metals, polymers, and many other plastic

and viscoelastic materials. Because of this, creep of

rock is often described in terms of viscoelastic rheolog-

ical models, and interpreted with respect to mechanisms

which are known to occur in metals.

Creep of rock, however, is typified by some unique

characteristics which do not occur in metals and are not

described by the usual rheological models. Matsushima

L19601 found in creep tests on granite in compression that

creep strain lateral to the direction of compression was

larger than creep strain in the longitudinal direction.

He also found that lateral creep rate increased much more

rapidly with stress than did longitudinal creep rate. He

concluded that the samples were cracking. Robertson 19601

also concluded that fracturing is an important mechanism

of creep in rock. In experiments with Solenhofen limestone,

he found that the density of the samples decreased signif-

icantly during testing.

Both of these results suggest that the volume of the

rock increases during creep. .The inelastic behavior in

whichn volumetric strain increases relative to what would
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be expected from elasticity is known as dilatancy and has

been extensively studied in constant strain rate experi-

ments on rock by Brace et al. (19661. They also suggested

that dilatancy was produced by small scale cracking. This

idea was confirmed and expanded above (OIaptidL) In

that study, the small cracking events, which we refer to

as microfractures, were studied directly by detecting and

analyzing the elastic waves which they radiate. By com-

paring the number of microfractures that were detected

with observed macroscopic strains it was found that dilat-

ancy can be entirely attributed to microfracturing.

Watanabe [19631 did a similar study and found that creep

strain was also directly proportional to microfracturing

activity for granite under compression. Mogi [19621 ob-

tained the same result in creep experiments in bending,

as did Brown (1965S in uniaxial tension. Gold [19i60 also

found that cracking activity was directly proportional to

creep strain in ice.

Experimental work therefore has demonstrated that

creep in rock at low temperature and pressure is produced

by microfracturing. Each microfracture contributes an

increment of strain, resulting in time dependent dilatancy.

In conjunction with the study in Chapt4e 1 we also de-

veloped a statistical theory of rock deformation in which

rock was treated as an inhomogeneous brittle material.

The theory was found to successfully predict the observed

m0
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microfracturing and dilatancy. The above observations

that creep is also produced by microfracturing indicates

that we did not take into consideration all aspects of

microfracturing, however. The theory only considered

microfracturing that is produced as stress is increased

and ignored the time dependence of microfracturing. In

that study the influence of time on the process could be

neglected, because all experiments were done at the same

constant strain rate. In order to obtain a complete theory

of microfracturing, however, we must consider the effects

of both stress and time on the process. In this study we

shall extend the basic model into the time domain, and

derive a creep equation for rock.

Analysis

Rock is a polycrystalline aggregate of in general

several anisotropic phases. If a uniform stress is ap-

plied to such an inhomogeneous material the local stress

at a point will not in general be the same as the applied

stress, but will vary in some complex way throughout the

body. The diverse cracks and pores which exist in rock

will produce additional fluctuations of the stress field.

This inhomogeneity is the basic factor which governs the

microfracturing of rock. Without a precise knowledge of

the irregularities producing the inhomogeneity, however,

we cannot predict the state of stress throughout the body.
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Instead, in the development of our basic model, we chose

to define the probability that a, the stress in a region

(small enough such that the stress on it may be considered

uniform) is some value in terms of a probability density

function f(a;- ). The stress probability function f(a;a)

is in general a function of the applied stress a. We also

proposed that each small region would iracture when the

local stress a exceeds S, the local strength. xormally

such fractures will not cause failure of the entire body

because they will tend to propagate into adjacent regions

where the stress is lower and be arrested. Jach small

fracture, however, contributes an increment of inelastic

strain which in total produces the inelastic stress-strain

behavior of the body. As the body is loaded, the stress

in each small region tends to increase with the applied

stress so that eventually there is a finite probability

that a exceeds 3, and microfracturing will begin to occur.

If the stress is increased still further, microfracturing

activity will accelerate until eventually the formation of

some instability results in failure of the entire body.

In that model, we assumed that the local strength S

is constant in time. It is well known, however, that the

strength of most brittle materials, including rocks, is

time dependent. If suca a material is subjected to a

constant load it will, in general, fracture after some

time interval. This weakening in time is known as static
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fatigue. It has been shown for a wide variety of materials

that static fatigue is due to stress corrosion, iJe. when

a brittle material is stressed in a corrosive environment,

the high tensile stresses at the tips of cracks accelerate

the corrosion reaction there so that the cracks tend to

lengthen. After a period of time at a sustained stress

level, a crack will reach the critical Griffith length and

propagate unstably. For a material to which the Griffith

criterion applies, such as glass in tension, this will

cause fracture of the specimen. In an inhomogeneous medium

such propagating cracks will be arrested by fluctuations in

the stress field exactly as described above, and many thou-

sands may occur prior to fracture of the body as a whole.

In an inhomogeneous medium, then, static fatigue will pro-

duce time dependent microfracturing.

The primary corrosive agent responsible for static

fatigue of silicate materials is water [Charles, 1959;

le Roux, 19651. Although several different types of cor-

rosive reactions have been proposed (le Roux, 1965; Stuart

and Anderson, 19531, Charles has studied the static fatigue

of a number of silicates and oxides and found them to be

quite similar in behavior. On the basis of his results he

argues that static fatigue of silicates is due to hydration

of the silicon-oxygen bond. Because of the general nature

of this reaction he suggests that all silicate materials

should exhibit similar static fatigue behavior. In a more

Y ~-
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detailed study, le Roux confirmed that this reaction is

responsible for static fatigue in fused silica.

Although the detailed reaction mechanism is unknown

for most materials and would be expected to depend on the

environment and the composition of the stressed medium,

the gross form of the time and temperature dependence of

strength might be expected to be the same for a wide vari-

ety of materials due to the basic thermodynamic similarity

of the stress corrosion process. A review of the published

experimental data strongly supports this view. For many

different materials, for which different reaction mechanisms

have been proposed, the static fatigue behavior is very

similar. Along the lines of this argument, in fact, Mlould

and Southwick [19L9] attempted to define a "universal"

static fatigue law.

Most of the static fatigue studies have been done on

homogeneous materials, such as glasses. An inhomogeneous

material will react differently. Each small region (which

can be considered homogeneous) will undergo static fatigue,

but the resulting behavior of the entire body will be time

dependent microfracturing, resulting in creep. In the

light of the basic empirical similarity of the static fa-

tigue of brittle materials and Charles' conclusions re-

garding the silicates, we can approximate the static fatigue

behavior of each region in an inhomogeneous body by the

known behavior of homogeneous materials. Glass is such a
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where S' is the "ano corrosion" strength, a is stress, and

a and b constants. This equation agrees well with the data

for E glass [Schmitz and iietcalf, 1v661, alkalie glass

[Mould and Southwick, 19591, and pyrex and fused silica

LGlathart and Preston, 19461, Equation 1 is obviously not

valid over all ranges. Since S is defined as the strengtn

as tO0, (1) cannot hold for small t. It generally fits tne

data for t>10 - 2 sec and is quite good within the range of

interest here. It is also important to note that (1) does

not hold at low stresses, say below 0.2 to 0.4 S . This

can be seen qualitatively, since at low stresses the normal

crack blunting tendency of the chemical reaction should

tend to counter the stress induced lengthening and inhibit

the mechanism. The approximation which we shall assume

- -~--m
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homogeneous system, and abundant data are available for it.

In static fatigue studies, the material is held at

constant stress and data are generally reported as the mean

fracture time, <t>. For most of the materials which have

been studied a good approximation for the stress dependence

of <t> over five to seven orders of magnitude in time is

given by
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FIGURE 15. The static fatigue behavior assumed in the model. The solid curve agrees with
the experimental data for a wide variety of brittle materials.
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for the stress dependence of static fatigue is shown in

Figurel . The range of applicability of (1) is shown by

the solid portion of the curve.

Charles [1959] and le Rouwx 19651 have studied the

temperature dependence of static fatigue and found that

over a considerable range of temperature the behavior

could be given by

< ta = ceE/kT (2)

where E is the activation energy of the corrosion reaction,

k is Boltzman's constant, T is the absolute temperature,

and c depends upon the material and its environment.

Equations 1 and 2 agree well with all the available

data on static fatigue within the range of interest which

we are concerned with here. Accordingly we assume that

static fatigue of small regions within an inhomogeneous

silicate material follows the form, combining (1) and (2)

< t > = (1 /)ebE( S c )/k T (3)

where a is the local stress, and 1/0 = ac.

I I
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We will now incorporate the above behavior into the

basic model and calculate the microfracturing behavior in

time. This is characterized by considering that each of

the small regions within the heterogeneous body have the

following properties.

a) Each region undergoes static fatigue and follows

the general empirical approximation, equation 3.

b) When a region fails, it contributes an average

increment to the volumetric strain. This has been

demonstrated by the experimental observations of the pro-...

portionality of strain and cracking activity.

c) Each region acts independently.

d) Each region can only fail once.

Adopting these assumptions, let the probability that

the stress in a region is from a to a + da at time t be

given by f(a;9,t), where f(a;3,t) is the probability

density function of stress. In the case where t=U, this

is the time independent function, f(a;&). The probability

p(a)dt that a region at stress a will fracture during the

following time interval dt is related to the mean fracture

time by

p(a)dt = dt/< t >
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and from (3),we have

I(a)dt = Oexpl-bE(S +-)/kT]dt (4)

The volumetric creep rate A is then given by

0o

A = ' fff(o;Ut)A(a)da (

We are treating the case of creep in compression. Com-

pressive stress is taken as negative. For creep in tension,

the limits of integration would be -m and T*, where T* is

the local tensile strength.

Since each region fails only once, the number of

available regions in each stress range decreases at a rate

tf(a;,t) =f(wtp (6)

which integrates to give

.u:i--~LLb;_ I I Ion
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f(a;o;t) = f(a;3,0)exp[-P(a)t] (7)

where f(a;c,O), the initial density function, equals the

time independent density function f(a;F) defined earlier.

Equation 4 allows us to write

dp(c) = -(bE/kT)p(a)da

Assuming that the initial distribution f(c;3,O) = M, a

constant over S ar4 and zero for c >, O, the creep

law is given by

0
6 = _t0 e (a)t= fe~~e d,(a)

S

~ [et<t>o e t/<t>S* (8)

-1where and <t bS E
where <t>s = g(S ) = p and <t>0 = (0) = p exp. kT *
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In the range of practical interest, <t>S << t << <> ,

the factor in brackets is essentially unity, and we have

MkT ( )
bE6

or

MkT log t (10)

which gives the familiar form of transient creep in rock.

T can also be considered to be the increment of axial or

lateral strain produced by a crack, so (10) can apply al-

ternatively to axial or lateral creep. -he effect of the

opening of cracks in an elastic body on the volumetric,

axial and lateral strains have been given by 1alsn 965a,

1 65b, 1V)6c).

It is interesting to note that although the mechanism

is entirely different, the derivation of the creep law

given above is formally identical to the exhaustion theory

of mott and ilabarro 19481, which was based on the diffusion

of dislocation loops through barriers. ±he assumption that

f(o;J,) is a constant does not seem reasonable. however,



80

unless f(a;a,O) varies as steeply with a as exp(-p(r)t),

it cannot significantly affect the creep law ICottrell,

1953, p. 2011. Since the latter is nearly a step function,

this condition is considered to be always true.

Stress dependence. It is widely known IRobertson,

19641 that creep in rocks is stress dependent. Generally

creep rate has been found to be a power function of mean

stress, and a table of the experimentally observed ex-

ponents is given in Robertson's paper. The factor M in

(9) and (10) is an assumption of the form of f(a;a,).

The form assumed is unimportant, from Cottrell's argument,

and for analytic convenience it was assumed to be indepen-

dent of a. It is, however, a function of B and this will

affect the creep law. When a mean stress is initially ap-

plied to a sample in a creep test the probability function

of stress, f(a;6) will look something like the curve shown

in Figure !6 The curve is truncated to the left of S"

since instantaneous fracture will occur in those regions

in which the stress exceeds that value. Cottrell (Davis

and Thompson, 1950) has shown that since exp(-p(o)t) is

approximately a step function, creep could be viewed as

an advance of this step along the a axis. The advance be-

gins at S* and proceeds to the right with time. This can

be viewed as a decrease in the average local stress with

time. After time t, strength has decreased from SV to

S(t), sweeping out the shaded portion shown in the figure.
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FIGURE 16. The creep model. The smooth curve f(a;U) is the initial probability
function of local stress a when the applied stress is T. The regions in which 0
is greater than S , the initial strength, fracture immediately. The strength at
time t is given by S(t). As the local strength is reduced in time, it sweeps
through the shaded region, producing creep. The level of creep is approximated by f(S*;o).
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All regions in twhich their stress lies within the shaded

region have failed. f(oc) refers to the initial stress

distribution, described in the time independent model.

f(a;3,0) is equivalent to f(o(;) and f(o~6,t) to the re-

gion of f(a;&) excluding the shaded part. Within the

range of interest for transient creep, the difference be-

tween S(t) and S will be small compared to i, so that M

can be approximated by

M- f(S ;a,O) = f(S *;)

as shown in the diagram. Suppose next that creep tests

are performed at several different levels of applied stress.

A moderate change in ' will radically affect f(S ;B) and

hence the level of creep activity. To estimate this ef-

fect, we can use the results of constant strain rate ex-

periments. F(S(t);), the integral of f(S(t);) was ob-

tained in such experiments for a number of rocks in Cha ,

pter . The strain rate used in those experiments was
- -1

fairly rapid (10 -  sec1 ) so that the derivatives of those

curves will approximate f(S"*;). In Figure 17we plot

f(S ;a) obtained in this way (the slope of the curve

4Ct pttr 1, ., Figure 13) versus mean stress for Westerly

granite at room pressure. Olearly M is a power function
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of stress, The exponent is :.6. In the same figure is

shown the relationship between volumetric strain rate and

mean stress obtained in actual unconfined creep tests on

a sample of Westerly granite taken from the same block

£AppendZ IV !. At three different times after application

of the load, the plots of strain rate vs. stress indicate

power function relationships with exponents 6.2, 0.1, and

4.5. These are all very close to the predicted value. In

the constant strain-rate experiments we have shown that

the form of f(S :C) is similar for many types of rocks.

In general, this relation can be shown to fit a power func-

tion. Consequently, (10) can be expected to predict the

correct stress dependence of creep, and may be rewritten

in the form

n
mo KT (loa)

bE log t (10a)

It should be pointed out that we have, for simplicity,

dealt only with the response of the material to a single

uniform component of mean stress. As was discussed with

respect to the time indepeident theory, the stress distri-

bution witlin a heterogeneous body will in geiieral be a

function of all components of applied stress. The influ-

ence of stress on the creep rate will not necessarily be
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tne same for different types of creep tests, such as tor-

sion and tension. Experimentally, however, it appears

that (10a) applies to a wide range cf different types of

tests [Robertson, 1964] where m and n depend on the type

of test.

Discussion

Following the experimental evidence suggesting that

creep in rock at low temperature and pressure is due to

time dependent cracking, we have assumed that the mechanism

is microscopic static fatigue and derived an equation for

transient creep in rock. The results predict behavior

which agrees closely with that observed experimentally.

There are several additional implications of (10a) which

can be discussed briefly. Equation 10a implies that creep

should be linearly dependent on absolute temperature. It

is known qualitatively that an increase of temperature does

tend to increase the creep rate in most rocks, but it will

be difficult to determine the exact form of the influence,

since it is difficult to maintain constant environmental

conditions in tests at different temperatures. The param-

eters b and E in (10a) are environment dependent and their

effect is likely to be as great or greater than that of

temperature. Very little is known about the effect of en-

vironment on the mechanical properties of rock. Charles

[1959] and Colback and Wiid (1965] have found that strength
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is dependent on environment, particularly ft the amount of

water present. The present theoretical results suggest

that the influence of temperature and environment on creep

will be topics of interest for future experimental work.

The present results deal only with transient creep.

Are then secondary and tertiary creep produced by different

mechanisms? Probably not -- the experimental evidence that

cracking is the mechanism responsible for creep in rock

applies to the latter stages of creep as well as the tran-

sient stage. It is more likely that some of the assumptions

that we have made in the theoretical development do not

hold under the conditions where the latter stages of creep

are important, at large t and high $.

The primary assumption made concerns the assumed form

of static fatigue behavior. It was mentioned earlier that

this relation may not hold at large t, where the rate of

static fatigue has been observed experimentally to diminish.

This however does not explain the behavior of creep at

large t. If the limits of static fatigue were approached,

the effect on creep would be the reverse; creep would come

to a standstill. We then made three additional assumptions:

that each region fails only once, that each region contrib-

utes a constant average increment to strain, and that the

regions act independently.

The assumption that each region fails only once may

not apply at large t. A more plausible model is that the
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stress drops to a lower value in a region when it fails.

In that case, it will be available for fracture at some

later time when S(t) has decreased to the new value of

stress. Such a process of reactivation of regions may

lead to secondary creep if at some point the number of

reactivated regions is just sufficient to offset those

wi4ich are fracturing.

There is some experimental evidence that the second

assumption, that each microfracturing event contributes a

constant amount to strain, may not be a good approximation

at large t. We have studied the size distribution of micro-

fracturing events during constant strain rate experiments

and found that the events tend to become statistically lar-

ger with increasing stress (see Chpter 3).. n some senses,

a creep test can be considered to be one limit of constant

strain rate experi nts. For example, in our model, a

constant strain rate experiment (at an infinitely high

strain rate) is visualized as the curve of f(a;a) sweeping

to the left i~igurel6) witn 0 and intercepting S. in a

creep experiment, on the other hand, the curve f(a;&) is

considered stationary and S(t) sweeps to the right. An

experiment at a finite strain rate can be considered a

combination of the two extremes. Physically, then, the

response of rock should be similar for either an increase

of j in a constant strain rate experiment or an increase

of t in a creep test. By this argument, we might expect
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that microfractures become larger with increasing t in

creep. If this is true, then 1 may be approxjmatud by

= + Ct

in which case the creep law will be given by

nmbr +k T [tlog:)t ,t (11)

The creep law given in (1 1) predicts both transient and

secondary creep. In this view they are both produced by

the same mechanism.

The process of tertiary creep may also be understand-

able from our knowledge of the behavior of rock in conven-

tional fracture experiments. Tertiary creep is character-

ized by a rapid acceleration of activity followed by frac-

ture of the specimen. Rock deformed at a constant strain

rate is also typified by a rapid acceleration of microfrac-

turing activity (and strain) prior to fracture. IpgCtpt-

e 4 we studied this behavior and found that this acceler-

ation of activity was associated with a clustering of

microfracturing events leading to the formation of the fault
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which eventually caused fracture. By analogy, we might

expect tertiary creep to be due to the same phenomenon.

In other words, regions do not fracture independently

during tertiary creep.

The above remarks regarding the possible mechanisms

of secondary and tertiary creep are of course speculative.

They serve mostly to delineate the limitations of the

present theoretical analysis, and, by suggesting some

possibilities, to point out some of the problems which

should be attacked in future experimental studies. Although

a great deal is presently known of the mechanical proper-

ties of rock, the time dependence of these properties has

unfortunately to a large extent been neglected. A knowledge

of these effects will be very important toward obtaining a

better understanding of geologic processes.

I
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CHAPTER 3

THE FREQUENCY-MAGNITUDE RELATION OF MICROFRACTURING

IN ROCK AND ITS RELATION TO EARTHQUAES

Introduction

The deformation of brittle rock in laboratory experi-

ments is accompanied by very small scale cracking. Such

microscopic cracking, referred to as microfracturing, can

be studied directly by the detection and analysis of the

elastic radiation produced by each event in a manner analo-

gous to that used in studying earthquakes. In contrast to

seismic waves, however, microfracturing radiation is typi-

fied by very high frequencies. The main part of the power

spectrum of such events has been found to lie approximately

from 100 khz to 1 Mhz (sMe Chapter +).

Using an experimental system capable of operating with

signals in such a frequency range, we have shown (see Chp-

der 1) that the pattern of microfracturing activity observed

in rock deformed at a constant strain rate in compression

can be directly related to the inelastic stress-strain be-

havior typical of rock. This pattern was found to be simi-

lar for a variety of rock types over a wide range of con-

fining pressure. The observed microfracturing behavior was

found to be adequately described by a statistical model of

rock deformation in which rock was treated as an inhomoge-
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neous elastic medium.

In the statistical analysis of a process such as

microfracturing, a rather important relation, and one which

is fairly simple to study experimentally, is the frequency

of occurrence of events as a function of amplitude. This

functional dependence, which is known in seismology as the

frequency-magnitude or recurrence relation, is a fundamental

property of the stochastic process.

Mogi (1962a) and Vinogradov (1959, 1962) studied ex-

perimentally the frequency-magnitude relation of microfrac-

turing events in rock. A surprising result was that this

relationship was found to be the same as that for earth-

quakes, i.e., frequency was a power function of maximum

trace amplitude. In terms of magnitude, this is given by

the Gutenberg and Richter relation

log N = a + bM (1

where N is the frequency of events that occur at a given

magnitude M, and a and b are constants.

Mogi's (1962a, 1962b, 1962c, 1963a, 1963b, 19630)

observations were part of a study of the general microfrac-

turing behavior of rock subjected to bending stresses. He

demonstrated that in many ways the statistical behavior of

ii~B~L- -*L I~
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microfracturing activity observed in laboratory experiments

is similar to that which has been observed for earthquakes.

In addition to his observation of the similarity of the

frequency-magnitude relations, he showed that the buildup

of activity preceeding fracture in laboratory tests is simi-

lar to earthquake foreshock sequences. In later work, he

reproduced foreshock and aftershock sequences in models.

By treating microfracturing as a stochastic process, he was

able to describe some of the properties of the phenomenon

and to relate these qualitatively to the degree of hetero-

geneity of the model material.

A serious drawback to Mogiis experimental observations

and those of other previous microfracturing investigators

was that they were limited to the audio frequency range.

Because the frequency content of microfracturing events is

primarily much higher than this, his conclusions are open

to question. In the related investigation (see Chapter 1)

a system was used which has a bandwidth which extends well

into the microfracturing frequency range. It was found

that the increased frequency response of this system resulted

in a sensitivity of detection which was higher by several

orders of magnitude than that of the previous workers.

Therefore, it was decided to extend Mogi's study of the

frequency-magnitude relation using this system. In addition,

it was of interest to see if this relation could also be

observed under the more geologically realistic conditions



of compressive stress and high confining pressure.

Although the mechanism of shallow earthquakes is ap-

parently some sort of fracture process, Mogils contention

that microfracturing observed in the laboratory is simply

a scale model of seismicity is not immediate obvious. If

the basis of the similarity can be clearly understood,

however, then we shall have in experimental studies of

rock deformation a tool for understanding the physical

processes responsible for earthquake phenomena, In this

study, by observing the dependence of the parameters of

the frequency-magnitude relation on several physical vari-

ables and by extending the basic model of microfracturing,

as outlined In Chapter3 '. , to explain these observations,

we shall attempt to clarify some of the problems raised by

Mogi's work. What, for example, is the physical signifi-

cance of the observed frequency-magnitude relation, and

what determines the values of the parameters a and b in

equation (1)?

Experimental Technique

The experimental method used in this study is similar

to that reported above (thapLter ). The rocks tested have

also been described there. Briefly, the procedure consisted

of stressing a rock sample to fracture as in a conventional

uniaxial or triaxial compression test. Microfracturing ac-

tivity occurring within the sample was detected with an



attached barium titanate piezoelectric transducer. The

signal was amplified, shaped, and admitted to a 100 chan-

nel pulse height analyzer. The amplification system had

a flat frequency response from 100 hz to 1 Mhz. The major

change in technique in the present experiments was that

the analyzer was operated in pulse height analyzer mode.

In this mode, each channel corresponds to a successively

higher increment in amplitude, so that as the rock is

stressed, each event occurring within a predetermined

period of time (live timej is counted in the channel cor-

responding to its maximum trace amplitude. The signals

are typically of the form of decaying sinusoids with peri-

ods of a few microseconds (n eChapter ). The analyzer

measures the amplitude of each event 1 psec after the ini-

tial rise. Consequently, in order to insure that the am-

plitudes measured were nearly the maximum for the events,

and to prohibit an event from triggering the analyzer more

than once, the signals had to be shaped. This was done

with a circuit (Append#1ix I ) which has as its output the

envelope of the negative half of the wave train. This was

found to give very satisfactory results.

Each channel was adjusted so that it covered a width

of 1 mv in amplitude. The upper and lower limits of analysis

were set at luO my and 1 mv, respectively, referred to input

at the analyzer, so that two orders of magnitude in ampli-

tude were analyzed. The number of events that occurred at
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each amplitude level in the live time was printed out dig-

itally and the frequency-magnitude relation determined

simply by plotting this data in logarithmic coordinates.

Previous workers determined the frequency-magnitude

relation of microfracturing during fracture experiments by

analyzing all the events which were detected over the en-

tire duration of the experiment. Due to the greatly in-

creased sensitivity of the present system, the frequency-

magnitude relation could be determined much more accurately,

and the change in this behavior during the course of an ex-

periment could be followed in considerable detail. The

frequency-magnitude relation was determined as a function

of stress, rock type, and confining pressure in uniaxial

and triaxial compression tests.

Experimental Observations

Typical results are given in Figurel8, which shows

frequency versus maximum trace amplitude in logarithmic

coordinates at two different stress levels in a uniaxial

compression test on San Marcos gabbro. The data represented

by each curve was collected as the rock was stressed over

an interval of several hundred bars. The stresses indicated

are the simple midpoints of the intervals. Notable is the

strong linearity of the curves; as with earthquakes, the

data very closely fits a power function. The most conven-

ient way of analyzing this data is to refer it to the

-i"llp"- I I
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Ishimoto-lida statistical relation

n(a)da = ka-mda (2

where n(a), the amplitude frequency, is the rate that

events of amplitude a to a + da occur, a is the maximum

trace amplitude, and k and m constants. The most important

parameter, m, is simply the slope of the line fitting a plot

such as shown in Figure 18. However, the above relation is

equivalent to the Gutenberg and Richter instrumental magni-

tude form, and Suzuki (1959) has shown that the constant

b in the latter form is related to m by

b=m-1 (3)

We therefore shall use the more familiar parameter b in the

discussion of our results. Notice in Figure 18 that b is

not constant throughout the experiment but decreases marked-

ly with an increase in stress.

Some of the rocks tested, however, do not behave in

such a simple way. Figure 19 shows the characteristic be-

havior of Westerly granite at several stresses. At low and
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moderate amplitudes, the frequency-magnitude relation is

very similar to the more typical case shown in Figure 18,

but fewer large amplitude events have occurred than would

have been expected from a linear extrapolation of the data.

This deviation is very much like that observed for earth-

quakes of magnitude 8 and above (cf. Gutenberg and Richter,

1 949). It will be mentioned below in the discussion oflthe

theoretical results that this deficiency of large events

may be a result of the finite dimensions of the sample.

The observation that the parameter b is a function of

stress prompted a more detailed examination of this behav-

ior. A group of rocks with widely differing physical prop-

erties were fractured in uniaxial compression, and magnitude-

frequency curves such as those shown in Figurel8 were deter-

mined for a number of stress intervals during loading. A

single rock, Westerly granite, was chosen to examine the

effect of confining pressure. In these experiments, the

frequency-magnitude relation was determined as a function

of stress at several confining pressures.

The rocks were stressed at a constant rate of aoout

-5-110-5 sec - . Events which occurred over successive stress

intervals of several hundred bars were sampled and the

values of b were computed from curves such as shown in

Figure 18. The data obtained for the uniaxial experiments,

given in Table 5, is summarized as a plot of b versus nor-

malized stress for the various rocks in Figure2Q.0. The

__ ___~i ~I
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TABLE 5. b Values for Various Rocks Stressed in Uniaxial

Compression

Rock a c/C0  b
kb.

Westerly
granite

San Marcos
gabbro

Colorado
rhyolite tuff

.30

.40

1.70

2.00

2.20

2.40

2.60

.25

.50

1.10

1.50

1.90

2.10

2.20

.05

.15

.20

.25

.65

.85

.12

.25

.64

.74

.82

.91

.98

.11

.22

.49

.68

.84,

.93

.97

.05

.16

.21

.26

.65

.86

1.32

.68

.47

.44

.30

.18

1.70

1.90

1.20

.98

.72

.44

.40

2.58

1.78

1.50

1 °28

.84

.67



TABLE 5. cont.

Rock c, c/C b
kb.

Colorado
rhyolite tuff

(cont.)

Marble

Pottsville
sandstone

.90

.92

.05

.15

.25

.40

.52

.57

.25

.5u

1,00

1.60

1.85

2. 00

2.20

2.40

2.502* 5u

.92

.97

.00

.25

*41

.66

.86

.95

.10

.19

*38

.60

.69

.75

*83

.91

.94

.6u

.5u

1.48

1. *52

1.91

2.50

1.95

1.90

1 55

2.20

.66

.64

.66

.30

.38

.37

.11
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cont.

Rock , /c b
kb.

Rutland *75 .13 *95
quartzite

1.25 .23 1.62

4.00 .73 .60

4.75 .87 .53

5.20 .95 .42

5.25 .96 .41

5.30 .97 .29

stress at fracture.

103

r C refers to

TABLE 5.



error bar given in the diagram is an average value; the

error is larger at lower stresses, where a smaller amount

of events were detectable, and smaller at higher stresses.

Perhaps the most striking thing about this data is

that the curves for the various rocks are very similar

although they are shifted relative to one another.

In order to discuss these results, the general nature of

microfracturing activity in brittle rock, which was described

above (Chapter 1), must be reviewed briefly. Activity was

divided into three successive stages. At low stress in un-

confined experiments, microfracturing activity was attributed

to frictional sliding on pre-existing cracks and the crushing

of pores. In the second stage, at stresses from about 30 to

50%o of the fracture strength, rock was nearly linearly elastic

and few events could be detected. In the third state, micro-

fracturing resumes and steadily increases until fractur. In

this latter region, the rock becomes dilatant, i.e., if we

disregard elastic compression, the rock increases in volume.

In this stage, microfracturing radiation was shown to be due to

the propagation of new cracks. Therefore, we can consider the

behavior shown in Figure 20 in two parts, separated by a central

region in which little or no activity was observed. In the re-

gion below about 300 of the fracture stress, where the events

analyzed are probably due mainly to sliding on pre-existing

cracks, the b values are very high, indicating a preponderance

of small events. Above about 607 of the strength, where the

signals are radiated from propagating cracks# the b values fall
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between 1 and O, with a consistent tendency for b to de-

crease as stress is raised. This indicates that as stress

is increased, the events become statistically larger.

Note that the b values in this latter region are in the

range usually observed for earthquakes. The significance

of this will be brought out later when it is suggested that

the statistics of the process in this region should be the

same as that of earthquakes.

A marble was also studied, with quite different results.

This rock, which deforms cataclastically at atmospheric pres-

sure, exhibits a frequency-magnitude relation that is similar

in form to that found for the brittle rocks but is charac-

terized by very high b values over the entire range of stress

(see Table 5). The similarity of these b values to those

found in the low stress region of the brittle rocks re-

emphasizes the conclusions bseb-Chapter 1) that cataclastic

deformation is indeed due to stable intragranular sliding.

Under confining pressure, much the same behavior is

observed. 1icrofracturing in triaxial compression of

Westerly granite at confining pressures up to 5 kb has the

same frequency-magnitude relation as that described in the

case of uniaxial compression. Figure 21 shows b as a function

of stress difference normalized with respect to fracture

stress difference at five different confining pressures.

Stress difference is defined in the usual way as (ai - a 3 
),

where a, and a3 are the major and minor compressive stresses

respectively. This data is also listed in Table 6.

k
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TABLE 6. b Values

at Various

for Microfracturing in Westerly Granite

Confining Pressures

Pressure, (a 3 -ar) (j3 -  /( 3" b

kb. kb.

1.0

2.0

6.50

7.50

8.25

8.40

5.90

8.40

10.20

11.20

11.60

1.58

4.50

7.40

10.10

12.80

14. 20U

14.90

15.30

.76

.88

.95

.97

.99

.50

.71

.87

.94

.98

.10

.28

.47

.64

.82

.91

.95

.97

.42

.42

.32

.38

o43

.48

.48

.56

.5o

.22

.69

.68

.69

.58

.46

.43

.43

*45

rY ~
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TABLE 6. cont.

Pressure, (a3- ) (a3- )/a( 3 1 f bkb. kb.), (3-)/(c

5.0 1,6 0 .09 .75

5.00 .28 .64

7.60 .42 -54

9.1v .51 .5U

11.lu .62 .48

13.00 .73 .41

14.40 *1Bb

15,40 .86 *36

1 6.4u 92 .42

stress difference at fracture.

L d; i aW/I

* ( 3-al )f refers to
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The stress dependence of b at each pressure has the

same general characteristics observed in the uniaxial ex-

periments. Again, b falls between 1 and 0 and shows a

steady decrease with stress. The high b values in the low

stress region are not observed in the triaxial experiments.

This behavior is expected because confining pressure keeps

cracks tightly closed and restricts sliding. The most in-

teresting feature of Figure 21 is that within experimental

error, pressure seems to have no effect on the stress de-

pendence of b if it is normalized with respect to the frac-

ture stress. For brittle rocks such as Westerly granite,

strength increases rapidly with pressure so that at a higher

pressure the same value of b will occur at a much higher

absolute stress.

As described above (Chapter 1) the microfracturing ac-

tivity that accompanied frictional sliding of brittle rock

was quite different from that which occurred during defor-

mation of brittle rock but similar to that during cata-

clastic deformation of marble. Since we have observed

above that the frequency-magnitude relation of events de-

tected during cataclastic deformation of marble is quite

distinct from that of microfracturing which occurs in the

high stress region of brittle rock, it would be interesting

to see if the same holds for frictional sliding. We have

also noted above that the b values typical of microfrac-

turing which occurs in the low stress region during uniaxial
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tests are similar to those typical of cataclastic deforma-

tion. In the light of our interpretation of the mechanism

involved in that region, the b values observed in frictional

sliding experiments should be, as in those cases, charac-

teristically high.

Frictional sliding of brittle rock under high confining

pressure is punctuated by jerky stick-slip events (Brace and

Byerlee, Iv66) which produce large sudden stress drops.

Preceeding each stick-slip, however, there is usually some

stable sliding, during which microfracturing activity is

detectable.

Several experiments were done in a manner similar to

those of Brace and Byerlee. In these tests, Westerly

granite samples with pre-existing ground sliding surfaces

were stressed under high confining pressure. In each test,

microfracturing was observed prior to several stick-slips

(for a more detailed description of the experimental method,

refer t CihaPtr 1). As stress was raised during each

stick-slip cycle, events were sampled in three regions:

the lower, middle, and upper third of the stress cycle prior

to stick-slip. A frequency-magnitude relation was deter-

mined for the microfracturing events that were detected in

each of these regions.

It was found that this data also fit the Gutenberg and

Richter formula. The b values are given in Table 7, where

the values in the lower, middle, and upper regions are
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.'d TABLE 7. b values for frictional sliding of Westerly granite

Confining Pressure, Stick-slip b

kb. 1 2 3

2.0 1 st 1.6u 1624

2n d  2,3i 1.17 1.56

10 1 st * 80 2.70

2nd 1.34 .130

3rd * 1.32 1.15

* Insufficient events were observed.

____
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referred to as 1, 2, and 3, respectively. The results show

that b values for frictional sliding are consistently high.

This reinforces the earlier view that the microfracturing

that occurs during cataclastic deformation and in the low

stress region in uniaxial experiments is due to frictional

sliding.

The results of this examination show that the frequency-

magnitude relation of microfracturing events is a well de-

fined property of brittle rocks with several distinct char-

acteristics. Firstly, although the relation is in general

very well approximated by the Gutenberg and Richter equation,

the primary statistical parameter b depends strongly on the

state of stress, and only to a lesser extent on the physical

properties of the rock. The earlier work of iTogi (1962a)

and Vinogradov (1959, 1962) was restricted to averaging this

behavior over all stresses. Mogi's conclusions that the

degree of heterogeneity of the rock is the primary factor

determining the value of b is probably a result of this av-

eraging process. He found that more heterogeneous rocks

are characterized by much higher b values. The qualitative

criterion of heterogeneity which he used, however, was in

general related closely to porosity; thus he found that a

very porous rock such as pumice has a higher b value than

a compact rock, which he considered less heterogeneous,

such as granite. As was shown in the related work (Capy ,

t*r Ib) the more porous the rock the larger the proportion
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of microfracturing events occur in the low stress region

relative to the high stress region. Consequently, if the

frequency-magnitude relation is determined by analyzing

events over the entire stress range, the average b values

obtained for the more porous rocks will be shifted toward

the high values characteristic of low stresses.

The second point to be made is that the frequency-

magnitude relation sharply distinguishes between the two

processes that occur. At low stress, where crack closing

and sliding are important, high values of b are observed.

Above about 55$U of the fracture strength, where new frac-

tures are propagating, b is lower, in the range usually

found for earthquakes, and decreases as stress increases.

This behavior is similar at all pressures and for all

brittle rock types tested.

Theory

Mogi (1962a), as well as Suzuki t1959), have given

derivations of the Ishimoto-Iida statistical formulation

of the frequency-magnitude relation. In this section we

shall extend a basic physical model of microfracturing in

a very simple way, and following Mogi's statistical ap-

proach, obtain a more complete expression of this relation.

The analysis that follows, however, will only deal with the

behavior in the region in which new fractures are forming,

at high stresses.
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In Chapter I we introduced a statistical model of rock

deformation in which rock was treated as an inhomogeneous

elastic medium. This model was found to successfully pre-

dict the pattern of microfracturing activity observed in

compression tests in the laboratory. If rock under crustal

conditions in the laboratory can be considered to be simi-

lar to rock on a geological scale, as Mogi suggests, a con-

sideration of the properties of a general inhomogeneous

brittle material should reveal the similarities (and dis-

similarities) between rock and crustal deformation. The

model outlined earlier attempted to describe such a general

material, although in that case it was applied to rock be-

havior observed in the laboratory.

In this study we have shown that the frequency-magnitude

relation of microfracturing events in the laboratory is in-

deed quite similar to that observed for earthquakes. Since

in the laboratory we have the advantage of being able to

determine the conditions under which our observations are

made, we have been able to define the physical parameters

which affect this relation. It is still not known, however,

if we can directly apply our observations, such as the

stress dependence of b, directly to earthquakes, This again

depends on how far the similarity can be taken. In order to

gain some insight into the basis for the similarity of micro-

fracturing and earthquakes, we shall extend the model to

consider the frequency-magnitude relation. To clarify the

~
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analysis, however, we shall first briefly review the basic

model and discuss its applicability to crustal deformation.

Suppose that a rock in the laboratory, or on a much

larger scale a portion of the earth's crust, is subjected

to a uniform applied stress, a, as shown in Figure 12. Due

to the presence of elastic and structural inhomogentities,

however, the local stress at a point,a , will not in general

be equal to a but will vary in some complex way from this

mean value. For such an inhomogeneous medium the local

stress a cannot, in theory, be predicted without a detailed

knowledge of the confi&guration of inhomogeneities in the

body. At the present state of our knowledge, the stress

distribution within such a body cannot be treated with con-

ventional elasticity theory. Therefore we take a heuristic

approach and, assuming that the inhomogen-ities will be

small relative to the body itself, consider a as a random

variable. Consequently, we can define the probability that

the stress within a region (small enough such that the stress

on it can be considered uniform) is some given value a in

terms of probability density function f(a;). This notation

implies that the probability function of a will depend on

6. For example, the mean of f(o;8) can be shown from equi-

librium to be 6. Each small region is also characterized

by a strength, S, that is, fracture will occur within the

region if the local stress exceeds S. The presence of some

sort of weakness, e4g. "Griffith" cracks, is included in

__ _ _
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this definition of S. Variations in S are equivalent to

variations in Ca

How will this material react when it is stressed? In

Figure 12we show this situation, with an arbitrary density

function. As the applied stress is increased, f(o;;) will

gradually change, since it is a function of ', and move to

the left, intercepting S so that the probability of local

fracture steadily increases. Fracture will occur in regions

where the local stress exceeds S, and we will assume that

these fractures will be arrested if they propagate into

adjacent regions of lower stress. In order to describe a

frequency-magnitude relation for these events, we need to

consider how such fracture propagation takes place.

Suppose we have a fracture of area A, such as shown in

Figure22, growing in a heterogeneous stress field. It fol-

lows from the properties of our model that a fracture can

only propagate through regions where a exceeds S. In the

case of uniform stresses, i.e., the mean stresses are not

functions of position, the probability that the local stress

exceeds the strength is uniform in space and is given by

F(S ), the distribution function over S (F(S;) , is the integral

of f(t'cr) to the left of S. See e.g. Parzen, 1962; Volkov,

1962'. Therefore the probability that a crack will be ar-

rested somewhere within an arbitrary area is constant and

is given by (1-P(S;7)J. It then follows that gtA)d(a), the

probability that a fracture will stop as it grows from size

_ _ ___________R____11___II_ __~_ ____
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FIGURE 22. Top view of a fracture propagating through an
inhomageneous medium. We -tat the :case of a fraetua e of area
A (e esshatthed region) that is arrested as it propagates an
additional increment dA (bounded by the dashed line).

-~ ZLLi-_ I -eL----CI~--
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A to A + dA, is given by

g(AjdA = -S; d (4)

Physically, this says simply that this probability varies

directly with the probability that the stress at a point

is less than S, and inversely to the area swept out by the

fracture. This model takes into account two basic proper-

ties of fracture propagation. Firstly, since the definition

of F(S;U) requires the presence of a fracture, we imply that

a fracture weakens the region it penetrates (i.e., the stress

concentration due to the fracture augments the stress in the

region into which the fracture is growing). Secondly, (4)

shows that the probability of a fracture growing an addi-

tional increment increases as the fracture becomes larger

since it is sampling a larger number of regions.

Due to the conditional nature of g(A)dA,

-dN(A)g(AjdA = - dN(A()

where N(A), the accumulated frequency of fractures larger

than A, is given by

rY I:C ;



N(A' =/n(A)dA (6,

and n(A)dA is the frequency of fractures that occur within

the range A to A + dA. Rearranging the right sides of (4)

and (5) and setting them equal, we have

[1-F(S;j)]d(logA) = -dliog N(A)] (7)

which upon integration yields

A-1-F(S;J]j = N(A) (8)

Differentiating (8) with respect to A, we obtain

n(A)dA = [1-F(S;F)JA-L1-F(S;)i-ldA

19

(9)
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So far we have made only the most basic assumptions

regarding the mechanism of fracture propagation. On this

basis we have deduced, in equation (9), the size distribu-

tion of fractures that will occur in an inhomogeneous

medium. This result should apply equally to extension or

shear fractures, for example, and to both earthquakes and

microfracturing. The scale of the body does not enter into

the model. In order to calculate from equation (9) the

distribution of the maximum trace amplitude, the quantity

we actually measure, however, we must introduce a specific

fracture mechanism.

With the assumption that the fractures are in the form

of narrow, penny-shaped cracks, and that cracks of different

size are similar, we can approximate the stress-relieved

volume, V, by a sphere enclosing the fracture and

A = aV2/3 (1 a)

where a is a constant. Also, we have the relation

-2
V = ' E (lOb)
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Nhere E is the strain energy released. The constant 7 in-

cludes the elastic constants and the relative stress drop

coefficient. From the general relation of seismology, we

also have

V
E ya (10c

where a is the maximum trace amplitude of the elastic radi-

ations, y and v constants. This relation is known empiri-

cally for earthquakes, and can also be demonstrated theo-

retically (K. Aki, personal communication, 1967,.

From (10a), (10b), and (10c), a relation between the

fractures size A and the maximum trace amplitude a can be

obtained. Substituting this into equation (9), it can be

shown that n(a)da, the frequency of events that occur within

the amplitude range a to a + da, is given by

n(a-da = Ka-mda (11)

where
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and

S= (2/ 3 )L1 -F(S; al-F(S;a)y r- ) 2/3)(1 -F(s;5)

m = (2/3vil-F(s;a)J + 1

(12)

(13)

Equation (11) is the Ishimoto-lida relation, expressed

in terms of the physical parameters of our model. The

Gutenberg and Richter parameter b is given from equations

(3) and (13) by

b = (2/3)v(1-FkS;~1 (14

Several definite things can be said about b from this ex-

pression. First, since F(Sa) increases with increasing

stress, b must decrease as stress is increased, as our ex-

perimental data indicates (cf. Figures 20and21L. Secondly,
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because F(S;0) is a distribution function, b is limited

between 2v/3 and 0. For earthquakes, from the well known

empirical relation between energy and magnitude (Richter,

1958)

log E = 11. 4 + 1',M

we know that v = 1.> and accordingly the limits of b for

earthquakes are 1.0 and 0. This agrees very well with ob-

servation, since we know that all earthquakes except pos-

sibly some of volcanic origin are characterized by b values

between .5 and 1.

For simplicity, the above calculations have been made

for the special case of a single uniform component of mean

stress. The theory will of course also hold for general

uniform stresses, except that a joint distribution function

defined in terms of all components of mean stress must be

used. For nonuniform stresses, however, the situation is

quite different. Qualitatively, since fracture will tend

to occur where the stresses are highest, a, and hence F(S;?),

will always tend to decrease away from the origin of a frac-

ture. Therefore the fractures will always tend to be smaller,

and b will be larger, than if the stresses were uniform.

This is partially confirmed by comparing the data of Mogi
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(1962a, 1962b,, who studied the magnitude-frequency relation

of microfracturing of rock in bending, with the present data

for uniform compression. His b values, for similar rocks,

are consistently higher.

It is also interesting to note that volcanic earth-

quakes, which often are typified by anomalously high b values

of 2 to 3, must have occurred in a nonuniform stress field

according to this theory.

Conclusions

Mogi (1962a, 1962b, 1962c, 1963a, 1963b, 1963c) demon-

strated the striking similarities between the statistics of

microfracturing events observed in the laboratory and the

statistics of earthquakes. In the light of this observation,

he suggested that rock deformation is a scale model of crus-

tal deformation and interpreted his results accordingly.

His conclusion was at once very profound and very puzzling.

What possible physical similarities exist between the two

processes to account for the strong similarity in behavior?

In this study we have begun to understand the impor-

tance of physical parameters such as stress and confining

pressure in determining the frequency-magnitude relation in

microfracturing. We have yet to decide how far these re-

sults can be extended to earthquakes. Can we, for example,

use observed b values to determine, say, the stress level

during an earthquake sequence?
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In order to understand such problems, we have developed

a general model which is applicable to rock deformation on

both a laboratory and crustal scale. In the present anal-

ysis, we have found, from equation (9), that the size dis-

tribution of fractures in an inhomogeneous medium is a power

function of fracture size, and that the exponent of this

relation must vary inversely with stress. At that stage,

we had introduced only two basic assumptions: first, stress

varies significantly from the mean value within the body,

and second, fracture occurs when the local stress exceeds

some critical value. These conditions seem reasonable both

for rocks in the laboratory and for portions of the earth's

crust. The only fundamental difference between the two is

in the scale of the inhomogeneities. Therefore equation (9),

which should be applicable to both cases, implies that the

stress dependence of b for earthquakes will be similar to

that observed in the laboratory.

On the other hand, the values c the parameters a and

b in equation (1) under given conditions depend on the frac-

ture mechanism, transmission properties of the medium, and

instrumental characteristics. We have assumed in the anal-

ysis that these are independent of fracture size (eqs. 10a,

b, and c). Mogi (1v62a) suggested that the frequency-

magnitude may hold over the entire spectrum of fracture

size from earthquakes to microfracturing. Certainly it

seems to hold over several orders of magnitude for earth-

- ; --
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quakes and for microfracturing. Recently, however, Smith

et al. (l967) noted that microearthquakes and earthquakes

which occurred in the same region of California are not

similar. Fault lengths for the microearthquakes were found

to be much larger than would have been predicted by extra-

polation from data on larger shocks. Also, stress drops

for the microearthquakes were unusually low. Therevore,

the parameters in equations (i0a), (10b), and (10c) will

not be the same for both microearthquakes and earthquakes

in that region. In this light, it is not surprising that

they found that the b value for microearthquakes was not

the same as that for the larger earthquakes. If similarity

does not hold over all sizes, then the form of the frequency-

magnitude relation given here only approximates the relation

over a limited range of interest. In order to predict the

behavior over the entire range, we must know how equations

(10a), (lub), and (loc) change with source dimensions.

Aside from these problems, Mogits suggestion of the

similarity of microfracturing and earthquakes is largely

upheld in the present work. It was found, however, that

the state of stress, rather than the heterogeneity of the

material, plays the most important role in determining the

value of b. The b value for earthquakes has been exten-

sively studied and has been found to be characteristic of

the seismicity within a given region. Consequently, regional

variations of b may reflect variations of the state of stress.
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For example, McEvilly and Casaday (1967) noted that after-

shock sequences of magnitude 5 earthquakes in different re-

gions of northern California are two distinct types, char-

acterized by widely disparate b values. This may reflect

a difference in the mean stresses or in the stress gradients.

In concluding this discussion, a general limitation of

the model should be set forth. We have assumed an infinite

medium, but in an actual case in which we study a sample of

finite dimensions, or in the case of the earth a finite

stressed region, the behavior should be limited at large

amplitudes. We might expect that as a fracture approaches

these limiting dimensions it will begin to significantly

reduce the strain energy stored in the system. If this

occurs, large fractures will tend to attain a shorter ter-

minal length than predicted by the model, and consequently

the frequency of very large events reduced. This may be

the effect that we have observed earlier, illustrated in

Figurel9, in which there is a deficiency of large events

in a manner analogous to that observed for great earthquakes.

Certainly the large earthquakes which have been well studied,

such as the Alaskan earthquake of 1964, tend to encompass

nearly the entire tectonic region in which they lie.

An alternate explanation of this phenomenon is also

possible. Brace and Bombolakis (196 and hoek and

Bieniawski (1965) have shown in two dimensional photoelastic

studies that cracks in compression do not propagate in an

-~~- I-JL-- ~i L-
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instable manner indefinitely, but become stable and stop

after propagating some fraction of their original length.

This self-stablizing property of cracks in compression

may produce a limitation at large amplitude. That is, if

a fracture is not stopped by inhomogeneities, it may

eventually stop of its own accord.
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ChiAPTER 4

AN EXPERiENTAL STUDi OF THE FRACTURING PROCESS IN

BRITTLE ROCK

Introduction

One of the most interesting properties of brittle

rock is the extensive small scale cracking which accom-

panies the deformation in compression. We refer to such

cracking events as microfractures to distinguish them from

fracture of the rock as a whole. Many thousands of micro-

fractures have been observed to occur prior to fracture in

laboratory experiments.

Microfractures radiate elastic energy in a manner

analogous to earthquakes [e - ~Mpt~ II and, consequently,

it is possible to study them directly by using techniques

akin to those of seismology. Elsewhere LkPe hapt. 11 we

reported certain statistical characteristics of microfrac-

tures, which were detected with a piezoelectric transducer

during compression tests. By comparing the pattern of

microfracturing directly with observed macroscopic behavior,

it was shown that several features of the inelastic stress-

strain behavior of brittle rock, such as dilatancy, could

be attributed to microfracturing. This observation was

found to hold for a wide variety of rock types and over a

considerable range in confining pressure.
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Statistical characteristics, however, can only de-

lineate the gross properties of the microfracture process.

This is usually adequate for studying the influence of

microfracturing on the macroscopic properties of rock,

since such properties are essentially statistical averages

of the properties of the grains, cracks, pores, and pore

fluid. A notable exception, in brittle rock, is strength.

Brittle fracture of rock in compression generally occurs

by faulting at an angle acute to the direction of maximum

compression. The formation of the fault is apparently the

basic instability inherent in rock fracture, but it is not

a uniquely defined property. Although the angle of incli-

nation of the fault to the direction of maximum compression

is fairly reproducable, the exact location and azimuth of

the fault cannot be predicted. Therefore, it is likely

that this is a structure dependent process; that is, it

depends on the detailed microscopic configuration of the

rock. Strength, then, unlike other properties, may not be

an average of the strength of the component parts. Because

of this, indirect studies such as the statistical analysis

of microfractures can probably yield only a superficial

understanding of the fracture process.

Observations of microfracturing activity during com-

pression tests demonstrated that microfracturing began at

approximately half the fracture stress Lka*0)Z it IJ.

As stress was increased above this, the rate of occurrence

Y I~y--*IP UI. -__LI~II
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of microfracturing events steadily increased until just

before fracture, where a very rapid acceleration of activity

was observed. Very likely the formation of the fault was

connected somehow with microfracturing, but it was not at

all clear how this might occur. One possibility is that a

single large microfracture becomes instable and propagates

through the entire body. On the other hand, a number of

small cracks could coalesce to form the fault. Unfortu-

nately present methods of observation are insufficient to

indicate which alternative is more nearly correct. What

is needed is a technique whereby the step-by-step develop-

ment of the fault can be traced. In this study we describe

such a technique; it applies certain of the methods of

seismology to a sequence of selected large rmicrofractures

which were recorded during compression of Westerly granite.

A further stimulus for this investigation was the work

of [ogi i1962a, 1962b, 19631. M studied the microfrac-

turing behavior of rock in bending and compared his labor-

atory results with earthquakes. He concluded that the sta-

tistical behavior of microfractures is very similar to that

observed of earthquakes and suggested that laboratory frac-

ture experiments may be a scale model of crustal deforma-

tion. Of particular interest in the present context is

Mogi's observation that the buildup of microfracturing

prior to fracture is similar to foreshock sequences, and

that fracture may correspond to the main shock. According

_
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to this interpretation, a knowledge of the process of rock

fracture may also lead to an understanding of the mechanism

of large earthquakes.

Experimental Technique

Prior to the development of any of the experimental

apparatus used in this series of investigations, prelimi-

nary studies of microfracturing were made to determine the

main frequency content of the signals. This was done by

simply observing the signals which were emitted from rock

deformed to fracture in compression. The signals were de-

tected with a barium titanate transducer attached to the

specimen, amplified with a wide band system, and observed

with an oscilloscope. It was found that the main frequency

spectrum of microfracturing was between 100 khz and 1 Mhz.

As was discussed in a related section (hapter 1) ,

this led to the development of a new experimental system

for the statistical study of microfracturing events. For

our present purposes, i.e. locating selected events within

the sample, we require a different system however. The

primary information required here is the relative arrival

times of signals detected at several locations. Although

some signal distortion could be tolerated, the frequency

response of a system for such a study must be high enough

so that arrival times could be measured to a fraction of

a microsecond.



The sample used in this study, shown in Figure23, is

of the form designed by Mogi [19661 to eliminate end

effects. It consists of a right cylinder of rock 2.5 cm

in diameter and 10 cm long attached to hardened steel end-

caps with 1.25 cm radius fillets of steel-filled epoxy.

The detector array was composed of six piezoelectric trans-

ducers located as shown on the central 5 cm section of the

specimen. Each detector was a barium titanate compressional

mode disc 6 mm in diameter and 2.5 mm thick, which was firm-

ly attached to the specimen with Tracon 2902 conductive

epoxy. Attachment with the epoxy significantly increased

the signal to noise ratio over that obtained with the sim-

pler contact used in the statistical studies. In order to

prevent bending, the specimen was very carefully ground

parallel and square to within 0.002 mm per cm. In addition,

a small piece of celophane tape, as shown in the diagram,

was attached to the top of the specimen to center the load.

The rock tested, Westerly granite, has been described 11.

The sample was stressed, as in a conventional uniaxial

compression test, at a constant strain rate of 10-  sec - ,

with the standard loading system 11. pt3c 1. Signals

from the six transducers were recorded during the experiment

with a Precision Instrument model 214 magnetic tape recorder.

This recorder, which has 14 channels, has a flat frequency

response from 200 hz to 200 khz at 60 ips, which was used
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FIGURE 23. Diagram of the sample and transducer array used
in locating microfracture events. Sample design is after Mogi
(1966).
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throughout. Amplification was achieved with Ithaco model

253A42 post-amplifiers which produced &0 db gain. Ithaco

model 123M17 piezoelectric transducer preamplifiers, which

have unity gain and 1000 megohm input impedance, were in-

stalled only a few inches from the specimen in order to

eliminate cable effects. The amplifiers and preamplifiers

have frequency responses equal to that of the recorder.

Since thousands of events were recorded during the

experiment, it was necessary to select only a few of the

largest events for study. In order to locate the largest

events, during the experiment a time mark was placed on a

seventh channel of the recorder a few microseconds after

the occurrence of each large event. This was done by using

the output from one of the amplifiers to actuate a Schmitt

trigger, which in turn triggered two one-shot multivibrators

in series. The output of the first one-shot was used as a

delay, that of the second for the time mark. These devices

were standard Digital Equipment logic cards.

After the experiment, the tape was reversed and played

back two channels at a time through a Textronix 545B oscil-

loscope with a type IAI dual trace plug-in. The oscillo-

scope was triggered with the time marks, and the first ar-

rival of each selected event at the two transducers photo-

graphed. This procedure was repeated for all six channels,

taken two at a time, and the relative arrival times for

each event measured from the photographs. The precision
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of measurement was 0.5 isec.

hen the tape is reversed, small misalignments between

the magnetic heads will produce apparent time differences

between different channels. In order to correct for such

errors, all channels were synchronized. This was done in

the following way. Square pulses from a pulse generator,

at a repitition rate of 500 pps, were recorded for 20 seconds

on one channel on an unused part of the tape prior to re-

versal. Simultaneously, these pulses generated a series of

identical delayed pulses, using the time mark system des-

cribed above, which were recorded on an adjacent channel.

For symmetry, the process was then repeated, with the direct

and delayed pulses recorded on reversed channels. This pro-

cedure was done for all six channels, pairwise. VWhen the

tape was then reversed, the (now) leading pulses on a given

channel were used to trigger the oscilloscope, on which

photographs were taken of the (now) delayed pulses on the

adjacent channel. Then, in a similar manner, the leading

pulses from the second channel were used to trigger the

oscilloscope for photographing the delayed pulses on the

first channel. From the delay time differences observed in

this way, the apparent time shifts between channels were

calculated and applied as corrections to the arrival time

data.
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Experimental Observations

Signals observed. An examination of the contents of

the tape was made after the experiment in order to study

the waveforms of the microfracturing signals that had been

recorded. This study demonstrated what had been tentatively

suggested by the preliminary investigations with the wide

band system: two distinct types of signals were detected

during the experiment. Typical waveforms of the two types

of signals are shown in Figure24; notice the difference in

time scales. The higher frequency signals, referred to as

Type I, are decaying sinusoids of period approximately 10

isec, and are the same as those observed earlier in the

preliminary investigations, except that frequencies higher

than 200 khz were not recorded with the present system be-

cause of its extremely sharp high frequency cutoff. On the

other hand, the lower frequency =-e II signals were only

tentatively observed in the preliminary investigations due

to their rare occurrence. An estimated 105 Type I events

were recorded during the experiment, compared to only ap-

proximately 10 2 of the Type II.

Consider next the possible mechanisms that might be

responsible for these signals. It has been shown izCh P~

tr 1 that microfracturing, as the name implies, is a pro-

cess involving the formation of small cracks in rock under

stress. The length of such cracks would be expected to be

IM
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I I

TYPE I

1 msec
I I

TYPE II

FIGURE 24. The two types of signals observed in microfracturing
studies. The figures are tracings from oscilloscope photographs.
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in the order of a grain diameter, say I mm. An estimate of

the propagation time of a crack of these dimensions in a

brittle material, making the approximation that it travels

at an average of about half the Rayleigh wave velocity, is

only a few microseconds. The main energy radiated by such

a short-lived disturbance will be at quite high frequencies.

In seismic modeling experiments, for example, Savage and

MAnsinha [19631 studied the elastic radiation from cracks

of this size produced in glass plates. They found that

most of the energy received from these sources was at about

100 khz. In the light of these observations, it is sug-

gested that microfracture propagation is the mechanism

responsible for the high frequency Type I events. This is

verified below, when on the basis of this assumption, solu-

tions for source locations were made which were well behaved

and yielded wave velocities which agree with known values.

There remains the question of the origin of the Type

II signals. The waveform of these events (see Figure24) is

characterized by a very fast initial rise, followed by a,

decaying sinusoid of low frequency. Superimposed on the

initial rise are often oscillations of much higher frequen-

cies, in the range typical uof Type I events. In the related

study [Ehatr I ] we demonstrated that each microfrac-

turing event (i.e. Type I) produces a small increment of

strain which in total is responsible for the inelastic macro-

scopic stress-strain properties of rock. If examined in suf-



ficient detail, then, a stress-strain curve for rock would

not be continuous, but would be punctuated by a series of

strain jumps, each corresponding to a microfracturing event.

The resulting signal produced by an event which occurs close

to a transducer may then be a superposition of the response

of the transducer to the elastic waves radiated by the pro-

pagating crack and to a displacement jump at the free sur-

face. The Type II waveform is in fact what would be expected

as the response of an accelerometer with poor low frequency

response to a displacement step function (A. Gangi, personal

communication, 1967). It represents primarily a "ringing"

of the transducer below its resonant frequency. Unlike Type

I events, the Type II signals are usually only recorded at

one transducer.

A considerable amount of work has been done by previous

investigators on elastic radiations emitted from rock during

deformation. The detection systems used in previous work,

however, were all limited to the audio frequency range or

less Le.~. i, 1962a]. Consequently, in the light of the

above observations, the previous work was probably limited

to studies of the Type II events. The previous workers,

for example Watanabe [19633, reported that approximately

102 events were detectable during a compression test, which

agrees with our observations for Type II events. In our

statistical studies we used a system with a much higher fre-

quency response, and 105 to 10 events could be detected and
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1

4

5

15 psec
I I

FIGURE 25. Tracings from oscillocope photographs of the
first arrivals at the six transducers. Arrival time correct.
ions have been included. The numbers to the left refer to
the transducer numbers shown in figure 23.



analyzed during the course of an experiment. In those in-

vestigations, we were detecting nearly all the events,

rather than simply those which occurred near a transducer.

Source locations. Using the method described above,

relative arrival 'tIms at each transducer were determined

for a number of the larger events. Source locations were

calculated with a least squares technique, using a uniform

velocity model. The method of solution is described more

fully in p *i4fl. P wave arrivals were found to be

indistinct and often absent in the records, so S wave ar-

rivals were used for the solutions. An example of the first

arrivals is shown in Figure 25.

A total of 22 events were located with this procedure.

The results are given in Table 8 in order of decreasing

stress. The absolute and normalized stresses at which the

events occurred are known only to within a few percent, but

the stress differences between successive events are quite

accurate. The latter were obtained by dividing the stress

interval over which recording was done by the length of

tape used, and locating each event on tape. The locations

reported are referred to a set of Cartesian coordinates

with its origin at the center of the specimen, as shown in

Figure 23. The locations are accurate to within 3 mm, and

have been checked by calculating station errors from the

difference between the calculated and observed arrival times

at each transducer. The solutions yielded velocities between

mm
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TABLE 8 . Source Locations for Selected Microfracturing

Events

Tape Stress,a , /C x y a
Code kb. cmo cm. cm.

2.67

2.65

2.62

2.59

2.58

2.57

2*56

2.52

2.51

2.48

2.47

2.35

2.33

2.32

2.28

2.21

2.19

2.18

2. u9

.998

*990

.978

.* 968

*965

* 963

.960

.945

.940

.925

.920

.88u

.870

.866

*852

.83

.816

.812

.780

-. 49

.32

-.25

-. 00

.00

.20

-. 71

.20

-. 12

-.36

.27

.08

.13

.00uO

.27

-. 31

.66

-. 31

-*45

.16

•56

*u8

.00

,oUO

-. 31

.O0

.54
I1,08

-o28

.63

.57

.52

.o

-.82

-. 69

o08

.00

-. 0183

86

88

92
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95
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128
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1.35
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.14

.93

.64
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1.66

-2.47

.51

1.46
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.38

1.86

1,69

-1.30

-1.24

-1.12



TABLE 8. cont.

Tape Stress, a, a /C x y
Code kb. cm. cm. cm.

143 2.00 .748 .32 1.43 5.30

146 1.97 *738 -. 63 .33 1.48

147 1.95 .73v 1.17 .91 -1.41



about 3.0 and 3.5 km/sec, which agree with the measured

S wave velocities of Simmons [19641 for this rock.

The results show that the events are concentrated

within the central section of the specimen, rather than

near the ends as would be expected if stress concentrations

due to end effects were important. Only one event, no. 143,

originated at the rock-steel interface at the end of the

specimen.

It has been found i: lr &pfer Ii. that microfracturing

due to the propagation of cracks typically begins at about

half the breaking strength, C, and accelerates steadily

until about 0.9 to 0.95 C, when a very rapid increase in

activity occurs. In conjunction with that work, a statis-

tical model of rock deformation was introduced and found to

adequately predict the observed behavior. A hypothesis of

random independence of the microfracturing events was tested

against the experimental results, and it was concluded that

the events that occur below the point of rapid acceleration

of activity could be considered independent, whereas those

above it could not. The processes that occur in these two

regions of stress were termed static and dynamic cracking,

respectively. In order to clarify this view, the located

events were divided into two groups, approximately according

to in which of these regions they occurred.

The locations of events that occurred in the static

and dynamic regions, respectively, are shown in Figures 26

--S-L -I- ~h~-~Pt~
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and Z%. The diagrams show the central 7.5 cm section of the

specimen in front, top, and side views.with respect to the

fault which eventually led to fracture, The fault trace is

shown as a dashed line. The group that occurred in the

static cracking region, events 147 through 114, appear to

be scattered throughout the body. There is some clustering

evident, however. A region about a third the way up from

the center of the specimen and a region about halfway down

from the center are marked by a number of closely spaced

events. The events in either o these clusters, however,

were not related closely in time and the regions did not

seem to correspond to areas of pronounced deformation which

could be distinguished in visual examination of the speci-

men. Certainly, they show little relation to the fault.

The strongest clustering, in the upper region, may indicate

a bias in the sampling procedure. Sampling was done from

the output of transducer 3 on an amplitude basis. Therefore

the events sampled for study may be biased toward those

which occurred near this transducer. At any rate, in view

of the small number of events located, little significance

can probably be placed on this clustering.

In any event the distribution in Figure 26 differs marked-

ly from that in the dynamic cracking region (Figure2j. The

events in the dynamic region group tightly on a plane which

corresponds closely with the observed fault. This clustering

is tightest in the section of the fault on the positive y



11+7

x

/x

/\

/

FIGURE 26. Front, top, and side views of the central section of
the sample showing locations of the events which occurred in the
static cracking region. The fault trace is given by the dashed line.
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FIGURE 27. The same figure as Figure 26 showing the location of
events which occurred in the dynamic cracking region.
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side of the xz plane from z equals 0 to 2 cm. This may be

again due to biased sampling. The strong correlation of

the events with the fault plane, in contrast to the events

in the static crack region, suggests that these events are

related to the formation of the fault,

Discussion

The marked clustering of events in the dynamic cracking

region on the plane on which faulting eventually takes place

provides some insight into the brittle fracture process.

It suggests that microfractures in that region are not in-

dependent, but as stress approaches the fracture strength

they begin to coalesce in some way to form the fault. Evi-

dently there is a critical stress above which cracks inter-

act in some way to partially fault the specimen, but this

fault does not become unstable immediately. There is no

apparent progression in time of events from one end of the

fault to the other, but they tend to cluster more strongly

in one region. This region may be the point of weakness

which concentrated microfracturing on the fault plane.

In contrast, the locations found in the static cracking

region show only a weak clustering. With the present evi-

dence it is not possible to confirm the statistical evidence

that they are independent. Certainly they appear to be un-

related to the fault.

From the present observations, it would appear that if
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it were possible to continuously monitor and locate micro-

fracturing events during a fracture experiment, we would be

able to predict the approximate time and place that faulting

of the sample would take place. If we extend the concepts

of Mogi regarding the similarity of microfracturing events

observed in the laboratory and earthquakes, it might be ex-

pected that the seismic activity preceeding large earth-

quakes is similar to that observed prior to rock fracture.

Foreshocks often occur from a few hours to a few days prior

to major earthquakes, They are usually spacially related

to the main shock, and recent studies LStauder and Bollinger,

1966; Stauder, 1967y have shown that they may have the same

mechanism as the main snock. Usually only a few foreshocks

are of sufficient magnitude to be detected, so they cannot

be established as foreshocks until after the main shock. If

foreshocks occur prior to the main shock in a similar way

that microfractures occur prior to fracture as we have ob-

served, a method of earthquake prediction is suggested by

our results.

Oliver et. al. L1966 and Brune and Allen L19671 have

found that microearthquake activity may possibly be used to

indicate the gross seismicity of a region. The present re-

sults suggest that if continuous microearthquake monitoring

is done in a seismically active region, the occurrence of

(1), a marked increase in activity, and (2), spacial clus-

tering of shocks, may indicate an impending major earthquake.

_Y :~u_.



1.1

The present results are not totally conclusive, par-

ticularly with respect to the activity in the static crack-

ing region. In order to clarify the processes occurring

there, a larger number of events must be studied and their

locations determined more precisely. An original purpose

of this study was to determine the mechanism of individual

events. Due to the poor P wave data, however, it was not

possible to determine P wave radiation patterns. It would

be interesting to know, for example, if the mechanisms of

the events which line up on the fault in the dynamic crack-

ing region are the same as that for the main fracture. The

answers to such questions are of great importance both to

earthquake prediction and to our knowledge of rock fracture.



152

CONCLUSIONS

Since we have made in each chapter detailed conclu-

sions with regard to the subject matter of that chapter,

we shall in this section simply make a brief summary of

the results of the study.

The experimental results have shown that microfrac-

turing is a very basic and well defined property of brit-

tle rock. The inelastic properties of brittle rock at

high stress difference sre almost entirely attributable to

microfracturing. The microfracturing that occurs during

deformation results in an inelastic increase of volumetric

strain. The effect of microfracturing on all components

of macroscopic strain is analogous to that produced by the

closing of cracks at low stresses. The closing of cracks

also produces elastic radiations which can be detected.

This activity disappears at moderate stress and actual

microfracturing due to the propagation of cracks begins

at about half the fracture stress difference and steadily

accelerates as stress is raised. Just prior to fracture,

however, a rapid acceleration of activity occurs which has

been traced to the coalescence of microfractures to form

the fault.

Microfracturing that accompanies frictional sliding

and the deformation of ductile rock is distinctly different

from that observed in brittle rock. Cataclastic deforma-

ILI-----3--
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tion and frictional sliding were shown to be quite similar

with respect to the microfracturing which accompanies them.

A ductile rock, as pressure was raised, was found to under-

go a gradual transition from cataclastic to fully plastic

flow.

Although an entirely new experimental technique was

used which allowed a study to be made of microfracturing

in a much greater depth of detail than had been done pre-

viously, the results of earlier workers were by and large

verified. In particular, the observations of Mogi and

Vinogradov on the frequency-magnitude relation of micro-

fractures were verified and expanded. Partly to clarify

Mogits ideas on the similarity of microfractures and earth-

quakes, theoretical studies of the microfracturing process

were made. The approach was to attempt to define the basic

properties of an inhomogeneous brittle medium by the meth-

ods of statistical strength theory. Because both rock in

the laboratory and on the scale of the earth's crust can

be considered to be descrie by such a model, the theoret-

ical results were applied in turn to both the experimental

results and to observations which have been made on the

statistics of earthquake occurrence. This work clarified

the degree of similarity which could be expected between

microfracturing and earthquakes and delineated the extent

to which the experimental results may be carried over to

explain earthquake behavior. The model also served to



clarify the extent to which the Griffith fracture theory

is applicable to rocks.

In the light of earlier experimental evidence that

creep in brittle rock at low temperature is a process of

time dependent microfracturing, the theory was extended

in the time domain by assuming that simple static fatigue

is the mechanism of creep. The behavior predicted by this

model was found to agree quite well with that observed

experimentally.

This study was intended to outline the general char-

acteristics of the microfracturing process on a fairly

broad scope. Some topics, such as the frequency-magnitude

relation, have been treated in detail whereas others, per-

haps just as important, have merely been touched upon.

Many of these latter aspects of microfracturing will re-

quire considerable further work before they will be com-

pletely understood. Numerous suggestions for such future

studies have been included in the text.

sT :- -- -I
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APPENDIX I

END EFFECTS

One of the topics of interest prior to beginning the

main study was the influence of end conditions on micro-

fracturing behavior. In a conventional compression test,

the elastic mismatch between the piston and the end of the

rock specimen produces shear tractions which alter the

strength of the specimen [Mog, 1966]. Depending on the

sign of the traction, strength may be increased by clamping

or decreased by splitting at the ends. In either case the

end effects are likely to strongly influence microfracturing.

An extensive study of end effects was recently made by Mogi

11966]. He found that end effects could be substantially

reduced by use of specimens of a new design. It was partly

to see if this type specimen was required for microfracturing

studies that an investigation of end effects was made.

Two uniaxial compression tests were done on Westerly

granite, one using the dogbone shaped specimen of Mogi, the

other a conventional straight cylinder. Microfracturing was

monitored during the experiments (Figure 28) and found to be

quite different for the two specimens. The most striking

difference is at low stresses, where an extremely high level

of activity was observed in the straight cylinder test which

was absent in the other. This activity was probably due to
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cracking and splitting at the corners of the ends of the

specimen, which was also observed visually. These obser-

vations explain the anomalous results of Franklin [1965j.

He studied microfracturing during uniaxial compression

tests using conventional specimens and found that most of

the activity occurred at low stresses.

Mogi also found that end effects in triaxial compres-

sion tests were absent. Since jacketing of the dogbone

shaped specimens is difficult, it was of interest to see

if conventional specimens were suitable for use in tests

under confining pressure. Several triaxial tests were

made using copper Jacketed straight cylinders. Little or

no microfracturing was observed in the low stress region

during these experiments. The conclusions of Mogi regard-

ing the influence of end effects on strength thus also are

correct with respect to the microscopic fracture process.

Therefore, the Mogi dogbone was adopted for uniaxial exper-

iments whereas tests under confining pressure were made

using conventional specimens.

I _
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APPENDIX II

PULSE SHAPER

In preliminary investigations it was determined that

for the amplification and detection system used in the sta-

tistical studies that microfracturing signals are typically

decaying sinusoids of period 2 to 3,usec and trainlength

10 to 100 psec. For input to the pulse height analyzer it

was required that signals be negative pulses in the milli-

volt range with rise times from 0.1 to 1.0 /sec and width

at least 1 usec. Dead time (time after the arrival of a

signal during which the analyzer will not count) is 201psee

for multiscaling and 40 + 0.2N,#sec, where N is the channel

address, for pulse height analysis. Since the length of

the pulse trains to be analyzed are often longer than the

dead time, several counts would be actuated by a single

signal. In addition, in pulse height analysis the amplitude

is measured 1 1sec after the initial rise. This would not

in general be the maximum amplitude of the signal. In order

to avoid these difficulties, the signal had to be shaped

before admission to the analyzer.

A very simple circuit which is well suited to this ap-

plication is the pulse stretcher. A schematic diagram of

the circuit is shown in Figure 29. The device is essentially

a half wave rectifier with two RC time constants.

_C__I
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FIGURE 29. Schematic diagram of the shaping circuit.
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The forward and reverse time constants are 0.2 and 5 /sec,

respectively, so that the device follows the initial rise

with little distortion and peak to peak rectifies the rest

of the pulse train. The resulting output is the envelope

of the negative half of the signal.

Because the input to the shaper is into a diode, the

signals had to be at a level of several volts. The attenu-

ation necessary for admission to the analyzer was achieved

with a simple voltage divider, shown in the schematic.

Since the frequency content of the signals was observed to

be fairly constant, such a purely resistive device was ade-

quate. The diode in the circuit had another feature. The

primary noise during the experiments was amplifier noise,

which was very high frequency and fairly constant in level.

This noise could be descriminated by simply reducing the

gain until the noise level was just below diode cutoff.

In pulse height analysis, consequently, the first few chan-

nels of information could not be used since they were in

the nonlinear range of the diode.



171

APPENDIX III

METHOD FOR CALCULATING EVENT LOCATIONS

Suppose that an event occurs at a point x, y, z at

time t. The arrival times of elastic waves are measured

at six transducers in known locations. ti is the arrival

time at transducer i, located at x i , Yi' Zi. Assuming a

uniform velocity, v# these quantities are then related by

the six equations

(x-X)2 +(y )2 + (zi-z) 2 = [v(ti-t)1 2 (1)

Expanding equations 1 and collecting terms, we have

Ri 2 + R2 - 2xix- 2yy - 2ziz = v 2 (ti 2 -2tit+t2 )  (2)

where

R2 = xi2 Y + zi2
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If we now subtract the expression for transducer j from

that of transducer i we obtain the set of equations

2(xi-xj)x + 2(yi-Yj)y + 2(zi-zj)z+ (ti 2-t 2)

2 (ti-tj)v2t R= 2 . R 2

which is a set of five equations in the five unknowns x,

y, z, v, and t. If we consider v2 and v2 t as the unknowns,

we have a linear system in the form, in matrix notation

Ax=b (4)

which can be readily solved. Due to the high relative

errors of measurement, however, system 4 will not usually

be compatable and solutions obtained by the usual method

will not be well behaved. On the other hand if we multiply

both sides of 4 by the transpose of A and then invert, the

solution

= (A tA)Atbme re
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will always be well behaved and will be the best solution

in the least squares sense [Lanczos, 1962, p. 141]. This

method was coded in Fortran II and the solutions obtained

on an IBM 7094 computer. Matrix inversion was done with

the gaussian elimination method.

In order to check the accuracy of the solution for

each event, a station error at each transducer was calcu-

lated. This was done by finding the difference between

the observed arrival time and the theoretical arrival time

calculated from the solution of equation 5. This technique

proved very useful in detecting erroneous first arrivals in

low level signals.
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APPENDIX IV

CREEP 'XPERIMNTS

In Ghapter 2 we derived an expression for transient

creep of rock by extending the basic model to include the

time dependence of microfracturing. In that analysis we

found that the stress dependence of creep could be calcu-

lated from the results of the constant strain rate experi-

ments reported in Chapter 1. In order to check that con-

clusion, a series of creep tests were performed using a

sample of Westerly granite taken from the same block as

that used in the constant strain rate experiments.

The tests were done in uniaxial compression in a con-

ventional manner. The sample ( iogi's dogbone shaped speci-

men) was held at a series of constant stress levels with

the same testing machine as used in the other studies.

Stress was monitored during the experiments and maintained

constant by manual adjustment. Strain in both axial and

lateral directions was measured with electrical resistance

strain gages in a similar manner to that used in the dila-

tancy study [Brace et al.,, 19661. The strains were recorded

with an Esterling Angus model strip chart recorder. The

precission of measurement was Ix10 -  and the accuracy 2x10 - 6 .

Unfortunately, it was not possible to monitor microfracturing

during the experiments because the recorder employs a switch-

~L
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FIGURE 30. A typical volumetric creep curve obtained for Westerly granite in uniaxial
compression. The curve is of transient (logarithmic) creep.
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ing circuit which produced excessive interference.

Creep experiments with a duration of about 20 min were

made at a series of successively higher stress levels.

Volumetric creep strain was calculated for each of the ex-

periments from the measured axial and lateral atrains. A

typical volumetric creep curve which was obtained is given

in Figure 30. The stress dependence of volumetric creep

rate has been given earlier in the main body of the thesis

(Figure 17, Chapter 2).
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