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Abstract. For the Accelerator-Driven nuclear transmutation System (ADS), nuclide production yield estima-
tion in a lead-bismuth target is important to manage the target. However, experimental data of nuclide produc-
tion yield by spallation and high-energy fission reactions are scarce. In order to obtain the experimental data,
an experiment in J-PARC using "Pb and **Bi samples were carried out. The samples were thin foils with
about 0.1 mm thick and 25 mm X 25 mm square and were irradiated with protons at kinematic energy points
of 0.4GeV, 2.2GeV, and 3.0 GeV. After the irradiation, the nuclide production cross section was determined
by spectroscopic measurement of decay gamma-rays from the samples with HPGe detectors. In this paper, 14
nuclide production cross sections for lead and bismuth were obtained. They were compared with the calculated

cross sections with various models and the evaluated one.

1 Introduction

Accelerator-Driven nuclear transmutation System (ADS)
transmutes minor actinides (MA) by supplying neutrons
continuously. Neutrons are supplied by a spallation reac-
tion of lead-bismuth eutectic (LBE) irradiated by 1.5 GeV
energy protons, which is also utilized as coolant. For the
estimation of the radioactive nuclides to treat wastes and
evaluate the chemical effect of spallation products in the
LBE, accurate cross section data are required. Although
much effort has been devoted to conducting nuclide pro-
duction cross section measurements at several facilities
since the 1950s, the uncertainties of data, being typically
about 10%, are not good enough to validate the calculation
model. Furthermore, data around in a few GeV region,
which are candidates for projectile energies of the ADS,
have larger uncertainty than other regions.

Thus, the experiment was performed in J-PARC. In
this experiment, lead and bismuth samples were chosen,
which are employed as a structural material or the spal-
lation target. Stacked square metal samples were placed
inside a vacuum chamber in the beam dump line. They
were irradiated by proton beams having different energies
of 0.4GeV, 2.2GeV, and 3.0 GeV.

A comparison between the experimental data and the
calculations were demonstrated. In this paper, the details
of the experiment and analysis procedure are described.

2 Experiment

2.1 Setup

The basic experiment setup was the same as Ref. [1]. The
experiment was carried out at the beam transport line from
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the RCS [2] to the Materials and Life Science Experimen-
tal Facility (MLF), which is called as 3NBT. Thin square
foils of lead and bismuth (Goodfellow Cambridge Ltd.),
0.125mm or 0.2 mm thick and 25 mm long, were sand-
wiched. Between lead and bismuth samples, thin alu-
minum foil (The Nilaco corporation) with 0.1 mm thick
was inserted to prevent contamination of recoil nuclides.
The sandwiched sample was shrouded by rectangular alu-
minum foils with 0.1 mm thickness and was fixed on the
rectangular sample holder. Four sets of this sample were
placed at the head of each linear stage guide. They were
placed in the vacuum chamber that was installed in the
beam dump line. A linear stage guide was controlled re-
motely to insert and extract samples.

2.2 Irradiation

Each sample set was irradiated by 0.4 GeV, 2.2 GeV, and
3.0GeV protons, respectively. The 0.4 GeV beam was
transported from the LINAC without acceleration. The
other energies were obtained by changing the extraction
timing of the kicker magnet at RCS. The beam width and
position were measured with the multi-wire profile mon-
itor (MWPM) installed in the beamline. The number of
protons in the beam was monitored by the current trans-
former (CT). Beam profile measurement using an imaging
plate (IP) was performed after irradiation to improve the
accuracy of the beam position on the samples. Repetition
of shots was set to 0.4 Hz to avoid melting of samples. In
total, 40 shots, i.e. 2.32 x 10'* protons, were irradiated for
each target.

After irradiation, the linear stage guides were removed
from the chamber. Each foil was packed by the polyethy-
lene bag with 0.1 mm thickness. The cooling time, which
is the time interval between the end of the irradiation to
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the beginning of the measurement, was approximately six
to nine hours.

2.3 Analysis

Decay gamma-rays from irradiated samples were mea-
sured by the high pure germanium detector (HPGe, Mirion
Technologies GC2018). List of activation products ana-
lyzed in this paper was summarized in table 1.

Table 1. The list of nuclides

The main gamma-ray keV
(Absolute intensity %)

477.6(10.44)

Nuclide  Half-life

"Be 53.22d

ZNa 26018y 1274.537(99.940)
838r 64.849 d 514.001(96)
1277%e  36.346d 202.860(68.7)
%Ce  137.63d 165.8575(79.90)
%Yb  32.018d 177.213(22.28)

183Re 70.0d 162.330(25.1)

The samples were mounted on the acrylic spacer apart
from the head of HPGe by about 5cm or 25 cm to keep
detector-to-sample geometry rigidly. The production cross
section of specified nuclei o~ was written as

C t, exp(At.)
o= X
fel,u 1—exp(=At) Nyn

ey

where C is the number of count of a peak, #; is so-called
live-time which includes deadtime correction during mea-
surement, € is the efficiency at the peak energy, 1, is the
absolute gamma-ray intensity, yu is the self-absorption cor-
rection, 7, is so-called real-time, A is the decay constant of
the nuclide, N, is the number of protons irradiated, and n is
the number density of the sample. Here the correction dur-
ing irradiation was not applied since the irradiation time
was considerably shorter than the half-life of products.

The recoil particles could be trapped by the forward
and backward aluminum foils. It was negligibly small ac-
cording to a calculation. However, they were observed in
the actual aluminum foil. The activity of them was evalu-
ated as a negligible amount. Thus, this correction was not
applied in this experiment.

The effects of secondary particles affecting the back-
ward samples were also estimated by the simulation. Since
very thin samples were employed in this experiment, the
number of secondary particles was lower than the irradi-
ated protons in the order of three or four digits. Hence,
this effect was not considered in this analysis.

The number density of the sample » is derived by

m

n=— N 2

s VA 2

where m is the sample mass that is measured by the electric

scale, S is the surface area of the sample, M is the atomic
weight of the sample, and Ny is Avogadro constant.
The self-absorption correction u is calculated by

_ 1 — exp(tan p1)

3
Mate P1

where g, is the attenuation coefficient, p is the sample
density, and ¢ is the thickness of the sample. Detector effi-
ciency of the HPGe was evaluated by using >*' Am, "?Eu,
and *°Co, ¥’Ce standard gamma-ray sources, which were
put at the same position as the samples. Sum-peak correc-
tions for multi gamma-ray sources were applied [3].

The number of protons and beam profile (width and
position) were measured precisely by the CT and the
MWPM, respectively. Beam profile measurement using an
imaging plate (FUJI-FILM BAS-SR2040) was also per-
formed to improve the accuracy of the beam profile. The
irradiated samples were placed onto the IP to expose. Af-
ter exposure, the IP was scanned by the image proces-
sor (GE healthcare Typhoon FLA 7000). Scanned images
were fit by a two-dimensional Gaussian to evaluate the
width and position of the beam. Here the Gaussian shape
was guaranteed by the measurement of the MWPM. Fi-
nally, the fractions of the proton beam on the sample foils
were derived by integrating the function over the sample
area. As a result, the fractions ranged from 0.98 to 1.00.
This fraction was used for the final correction of the cross
section determination.

The sample surface area was measured by a typical
image scanner (EPSON GT-S650). The samples were
scanned with 800 dots/inch to make a binary image. The
number of dots in the sample area was multiplied by a con-
version coefficient.

2.4 Uncertainty estimation

The list of uncertainties concerned is shown in table 2. The
uncertainty of the detector efficiency was the standard de-
viation of differences between measured points and calcu-
lated ones. Imaging plate uncertainty, namely the uncer-
tainty of irradiated proton fraction, was evaluated as the
standard deviation of proton fraction of all samples at the
same energy.

The reading uncertainty of scanning of 1 mm scale
with 800 dots/inch, i.e., 314.96 dots/mm, was 1dot. In
addition, an ambiguity for an edge detection could be es-
timated as 2 dots. Thus, the uncertainty of the sample sur-
face was evaluated as 1.4 % by a square root of the sum of
the square of 3/314.96.

Table 2. Table of uncertainties

Description Estimated uncertainty %

Statistics of gamma-ray count <0.1-10
Detector efficiency 1.3
Sample weight <0.1
Sample surface area 14
Time <0.1
Self-absorption 0.1

The number of proton 3

Imaging plate <0.1
Branching ratio <30

In total 3.6-31.8
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3 Results and discussion

The PHITS code [4] was employed to calculate the pro-
duction cross sections with two intranuclear cascade mod-
els (Bertini and INCL4.6 [5]) and two generalized evap-
oration models (GEM and Original-GEM (denoted as
Gen.GEM in plots) developed by Furihata [6]). The cal-
culation by using INCL++ code [7] with INCL++v6.0.1
and ABLAO7 [8] models was also performed. The num-
ber of histories was sufficiently large so that calculation
uncertainties were negligible. In Fig. 1 and Fig. 2, the
measured, the calculated, and the evaluated cross sections
of JENDL-HE/2007 [9] for each production cross sections
of lead and bismuth were shown. The other experimental
data were taken from EXFOR [10-21].

The mean square deviation factor (F) [22] was usu-
ally employed as the quantitative scale for comparisons
between the experimental data and the calculated one. The
(F) and its standard deviation S ({F')) are derived as

2
log(((F)) = <logm (jl) > )

2
S (F) = <[log10 ( — ) - log;g <F>] > 5)
Oexp
where Oexp(0cal) is the experimental (calculated) cross
section, and ( ) means averaging over the all points in
comparison between J-PARC experiment and calculations.
If there were no difference between the experiment and the
calculation, (F) would become zero. The (F) for each tar-
get are summarized in table 3.

Table 3. The (F') of each calculation for lead and bismuth

(Fy+S (F))

Calculation model Lead Bismuth

Bertini/GEM 3.16 £0.58 10.37 £2.87
Bertini/Gen.GEM 2.19+0.27 11.39+3.03
INCL4.6/GEM 6.40+2.00 1497 +4.08
INCL4.6/Gen.GEM 509+1.53 1427 +3.79
INCL++v6.0.1/ABLA07 1.88+0.16 3.74+0.72
JENDL/HE-2007 3.19+£0.59 4.55+0.87

This clearly showed that the INCL++ code agrees well
for lead in the all calculations since it was developed tak-
ing into account the GSI measurement [23, 24]. However,
it was not in bismuth case, though there is one proton dif-
ference between lead and bismuth. Considering all the ex-
perimental data, including J-PARC, the JENDL data had
lower peak energy at the local maximum of cross section
than other calculations, which appeared nuclides heavier
than xenon for both samples. This reason might come
from a utilization of Jet AA Microscopic Transport Model
(JAM) [25] model for the evaluation of the data above
250 MeV.

By using the Original-GEM, the calculations agreed
with the experimental data except for Bertini model at the
bismuth sample. The main difference between GEM and
original-GEM was a treatment of a Coulomb potential cal-
culation. The Coulomb potential in GEM was adjusted to

a slightly lower value than one in Original-GEM, which
made more particles evaporating at an excited state, re-
sulting in the lower yield for spallation products.

4 Summary

The production cross sections from lead and bismuth with
0.4GeV, 2.2GeV, and 3.0 GeV protons were measured at
J-PARC. In total, 14 cross sections were obtained with
higher accuracy than other experimental data in the past
thanks to quite stable J-PARC beam and monitoring sys-
tems. The present results were compared with the calcu-
lations and the evaluated nuclear data. The present experi-
mental data suggested that further improvement of models
is mandatory in the GeV energy region. The evaluated data
was in good agreement with the experimental data in some
energy points. However, function shapes differed from the
experimental data and the calculations.
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Figure 1. Production cross sections of "Be, *Na, ¥Sr, ¥"Xe, *°Ce, '®Yb, and '*Re from "*Pb. This works (full circle), other
experiments (other symbols) taken from EXFOR, calculations (solid and dashed lines), and the evaluated data (bold line) are plotted.
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