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ABSTRACT

Homogenous-charge, compression-ignition (HCCI) combustion is a new method of burning fuel
in internal combustion (IC) engines. In an HCCI engine, the fuel and air are premixed prior to
combustion, like in a spark-ignition (SI) engine. However, rather than using a spark to initiate
combustion, the mixture is ignited through compression only, as in a compression-ignition (CI)
engine; this makes combustion in HCCI engines much more sensitive to fuel chemistry than in
traditional IC engines. The union of SI- and CI-technologies gives HCCI engines substantial
efficiency and emissions advantages. However, one major challenge preventing significant
commercialization of HCCI technology is its small operating range compared to traditional IC
engines. This project examined the effects of fuel chemistry on the size of the HCCI operating
region, with an emphasis on the low-load limit (LLL) of HCCI operability.

If commercialized, HCCI engines will have to operate using standard commercial fuels.
Therefore, investigating the impact of fuel chemistry variations in commercial gasolines on the
HCCI operability limits is critical to determining the fate of HCCI commercialization. To
examine these effects, the operating ranges of 12 gasolines were mapped in a naturally-aspirated,
single-cylinder HCCI engine, which used negative valve overlap to induce HCCI combustion.
The fuels were blended from commercial refinery streams to span the range of market-typical
variability in aromatic, ethanol, and olefin concentrations, RON, and volatility. The results
indicated that all fuels achieved nearly equal operating ranges. The LLL of HCCI operability
was completely insensitive to fuel chemistry, within experimental measurement error. The high-
load limit showed minor fuel effects, but the trends in fuel performance were not consistent
across all the speeds studied. These results suggest that fuel sensitivity is not an obstacle to auto-
makers and/or fuel companies to introducing HCCI technology.

Developing an understanding of what causes an HCCI engine to misfire allows for estimation of
how fuel chemistry and engine operating conditions affect the LLL. The underlying physics of a
misfire were studied with an HCCI simulation tool (MITES), which used detailed chemical
kinetics to model the combustion process. MITES was used to establish the minimum ignition
temperature (T,,ist,-) and full-cycle, steady-state temperature (T.,) for a fuel as a function of
residual fraction. Comparison of T,i.i,- and Ts near the misfire limit showed that T,, approaches
T,,,ji, quite closely (to within - 14 K), suggesting that the primary cause of a misfire is
insufficient thenrmnal energy needed to sustain combustion for multiple cycles. With this
relationship, the effects of engine speed and fuel chemistry on the LLL were examined.
Reducing the engine speed caused a reduction in T,, which allowed fuel chemistry effects to be
more apparent. This effect was also observed experimentally with 2 primary reference fuels
(PRFs): PRF60 and PRF90. At 1000 RPM, PRF60 obtained a substantially lower (~30%) LLL
than PRF90, but at speeds > 1500 RPM, fuel ignitability had no effect on the LLL. Fuel
chemistry was shown to influence the LLL by increasing both T,,,i.~,, and T, for more auto-
ignition resistant fuels. However, the extent to which fuel chemistry affects these temperatures
may not be equivalent. Therefore, the relative movement of each temperature determines the
extent to which fuel chemistry impacts the LLL.
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1. INTRODUCTION

1.1. Background and Motivation

The concept of homogeneous-charge, compression-ignition (HCCI) combustion was first

introduced as an alternate combustion regime for two-stroke engines in 1979 [1 ]. HCCI

combustion is a combination of spark-ignition (SI, or gasoline) and compression-ignition (CI, or

Diesel) engine technologies. As in an SI engine, the fuel and air are premixed prior to

combustion. However, instead of using a spark to initiate the burning process, the fuel/air

mixture in an HCCI engine is ignited through compression only, as in a Diesel engine. The union

of these technologies allows HCCI engines to offer several advantages over traditional internal

combustion (IC) engines. Moreover, HCCI engines use standard IC engine hardware, making the

possible transition to this technology relatively easy for the automotive industry.

In SI engines, the work (i.e., the load or torque) produced during combustion is controlled by

limiting the amount of fresh fuel and air that enter the cylinder. To reduce the load to near idle,

the intake flow is significantly throttled; this throttling process greatly reduces the engine

efficiency. In HCCI engines, the load is often controlled by varying the amount of dilution:

either in the form of excess air for fuel-lean operation or excess exhaust gas residuals for

stoichiometric operation. Various experimental techniques can be used to control the dilution

level without throttling the intake flow. Consequently, HCCI engines generally operate

unthrottled and thus do not suffer the efficiency losses observed in SI engines at light loads. As a

result, HCCI engines have the potential to provide a 15 - 20% improvement in fuel economy

relative to SI engines.



In addition to fuel economy benefits, HCCI engines also have emission advantages over SI or

Diesel engines. In typical CI engines, the fuel is injected into a hot air mass, and the fuel begins

to auto-ignite shortly after (-1 ms) injection. Consequently, the fuel does not thoroughly mix

with the air, and there are regions in the cylinder that are significantly fuel-rich. These fuel-rich

regions lead to soot formation, which has recently been linked with high rates of asthma for

residents living near major highways [2]. In HCCI engines, the fuel and air are premixed prior to

combustion, and thus there are no local fuel-rich regions within the cylinder. As a result, HCCI

engines have near zero levels of soot or particulate matter (PM) emission. HCCI engines also

produce significantly less nitrogen oxides (NOx), which produce urban smog, than SI or Diesel

engines. In SI and Diesel engines, NOx are formed during combustion at the flame front. There,

temperatures are high enough to oxidize the nitrogen in air. In HCCI engines, the auto-ignition

process occurs throughout the entire combustion chamber; no flame front is present. Therefore,

fewer NO, are formed during combustion than in SI or Diesel engines. Furthermore, the high

levels of dilution present during HCCI combustion further reduce the combustion temperature,

thus driving NOx emissions even lower.

Despite the advantages of HCCI combustion, several technical hurdles must be resolved before

HCCI engines becomes mainstream technology. For example, precisely controlling combustion

phasing is difficult in the HCCI combustion regime due to the lack of an inherent control

strategy, such as spark- or injection-timing, used in traditional engines; in HCCI engines,

combustion is controlled by the chemical kinetics of the fuel/air mixture. Relying on chemical

kinetics to control the combustion event makes transient operation problematic in HCCI engines.



In addition, due to the low combustion temperatures in HCCI engines, the combustion process

often does not go to completion. Consequently, hydrocarbon (HC) emissions are generally

higher than those from SI engines [3]. Lastly, one of the greatest challenges facing HCCI

combustion is its limited operating range relative to SI or Diesel combustion [4,5]. The size and

location of the operating domain are influenced by several factors, including the engine

geometry, the method used for inducing auto-ignition, as well as the fuel used.

The primary goals of this work were to evaluate the impact of fuel chemistry on the HCCI

operating range and to establish what fundamentally causes an HCCI engine to misfire as it

approaches the low-load limit (LLL). The operating range research consisted of two studies: 1)

determining the effect of market-typical variations in commercial gasolines on the size of the

HCCI operating range, 2) examining the sensitivity of the HCCI LLL to fuels spanning a broad

range of auto-ignitability. Study I is important to the potential commercialization of HCCI

engine technology. If the sensitivity is large, commercialization will be difficult because fuel

companies may be required to blend a third fuel (alongside standard gasolines and diesels)

exclusively for HCCI engines to ensure smooth engine operation across the country/world.

Alternatively, auto-makers may have to alter significantly their engine calibration procedures to

counteract the fuel effects. However, if the sensitivity is small, HCCI engines could be

introduced with little strain on both the automotive and fuel industries. Study 2 arose to confirm

the conclusions reached during study 1.

The mechanism that limits HCCI operation near the LLL has yet to be determined in the HCCI

literature. We hypothesize that a misfire is the result of colder, in-cylinder temperatures that are



caused by falling combustion temperatures as the residual fraction increases. Cycle-to-cycle

instability could also potentially contribute to causing a misfire. If cycle-to-cycle fluctuations

grow near the LLL, perhaps a stable steady-state is unattainable beyond a critical residual

fraction. The second major objective of this work was to test these hypotheses and identify what

causes an HCCI engine to misfire when approaching the LLL. In this work, the underlying

physics of a misfire cycle were studied with a full-cycle HCCI simulation tool, which uses

detailed chemical kinetics to model the combustion process; this tool was developed as part of

the thesis project. The simulation results, along with the experimental data obtained from study

2, were used to estimate how fuel chemistry and engine operating conditions affect the LLL of

HCCI operability.

1.2. Thesis Overview by Chapter

1.2.1. Chapter 2

This chapter examines the impact of market-fuel variations on the HCCI operating range.

Twelve fuels were tested in a naturally-aspirated, single-cylinder HCCI engine in the Sloan

Automotive Laboratory at MIT. The fuels were designed to span the range of market-typical

variability in the following properties: aromatic concentration, ethanol concentration, olefin

concentration, research octane number (RON), and volatility.

HCCI combustion was achieved through residual trapping, and variable cam phasing was used to

maximize the load range at each speed tested. The load range was defined by the high-load limit

(HLL), the highest possible torque subject to the limiting criteria, and the low-load limit (LLL),

the lowest possible torque subject to the limiting criteria. All of the fuels were tested at 4 engine

speeds: 1000, 1500, 2000, and 2500 RPM.



The effects of market-typical variations in fuel composition on the operational limits were

modest; all fuels achieved nearly equal operating ranges. At the HLL, some fuel effects were

observed, but the trends in fuel performance were not consistent across all the speeds studied.

The LLL was insensitive to the changes in fuel chemistry across all the speeds examined.

1.2.2. Chapter 3

In Chapter 2, the LLL was found to be insensitive to changes in fuel chemistry observed in

market-typical gasolines. Therefore, in this chapter, the sensitivity of the LLL to a much broader

range of fuels was examined. The experiments were performed with primary reference fuels

(PRFs). These fuels are well characterized in the literature, and large changes in ignition

behavior can be accomplished simply by varying the ratio of the 2 fuel constituents: iso-octane

and n-heptane.

The LLLs of PRFs 60 and 90 were obtained at 1000, 1500, and 2000 RPM in a naturally-

aspirated, single-cylinder HCCI engine. Fuel ignitability had no effect on the obtainable LLL at

1500 or 2000 RPM. However, at 1000 RPM, PRF60 achieved a substantially lower (-30%) LLL

than PRF90. The large difference in the LLL at 1000 RPM was believed to be caused by colder

in-cylinder temperatures at lower engine speeds. The colder temperatures allowed differences in

fuel ignitability to affect combustion phasing and thus resulted in different LLL behavior

between the fuels.

1.2.3. Chapter 4

This chapter introduces the MIT engine simulator, MITES. MITES was developed during the

thesis project to model a full HCCI engine cycle using detailed chemical kinetics. To accomplish

this goal, a commercial engine simulation software package, Ricardo WAVE, was linked with a



user-written, detailed kinetic model of the engine cylinder. An in-depth discussion of the model

formulation is given, which includes information on the model equations as well as how the

detailed chemistry model was linked with WAVE to form a full-cycle simulator.

In this chapter, MITES was used to study the response of an HCCI engine to transients in fueling

rate, speed, and phasing of the exhaust valve event. Simulation results were compared to

experimental data taken from a naturally-aspirated, single-cylinder HCCI engine in Sloan

Automotive Laboratory. MITES was able to predict accurately transient time constants and

changes in the engine load for several of the transients studied. This work demonstrated the

potential for MITES to be used in HCCI design work, due to its fast computational speeds and

semi-quantitative agreement with experimental trends.

1.2.4. Chapter 5

In this chapter, the modeling tool developed in Chapter 4 was used to examine the mechanism

that causes an HCCI engine to misfire. Closed-cycle (intake valve closing to exhaust valve

opening) simulations were used to establish the minimum temperature required to induce auto-

ignition of a stoichiometric fuel/air mixture at a fixed residual fraction. The closed-cycle

simulations were performed over a range of residual fractions to build the fire/misfire line. The

fire/misfire line represented the boundary between the conditions that would and would not

allow for HCCI combustion for a single engine cycle; a reduction in temperature of I K below

the fire/misfire line resulted in a misfire.

In the closed-cycle simulations, the residual fraction and in-cylinder temperature were varied

independently. However, in the context of real engine operation, these two quantities are linked.



Thus, full-cycle simulations were used to develop the correlation between the in-cylinder

temperature and the residual fraction. Near the LLL, the in-cylinder temperature was found to

decrease as the residual fraction increased. This resulted from a reduction in the trapped fuel

mass, which reduced the combustion temperatures and consequently the residual gas

temperatures.

A comparison of the full- and closed-cycle simulation results showed that the last stable

operating temperature in the full-cycle simulations approached the fire/misfire line quite closely

(to within -14 K). These results suggest that the primary cause of an HCCI misfire was

insufficient thermal energy required to sustain combustion for multiple cycles. The full-cycle

simulations used to develop the correlations for in-cylinder temperature marked the first

simulations of the LLL for stoichiometric, residual-induced HCCI operation.

The effects of fuel chemistry and engine speed on the LLL were also examined. A reduction in

engine speed resulted in colder, steady-state in-cylinder temperatures, which caused fuel

chemistry to more strongly influence the LLL. This effect was observed experimentally, but due

to errors in the chemistry model, was not captured in the simulations. Therefore, empirical-based

combustion models (i.e., Wiebe functions) were used to study the impact of fuel chemistry on

the LLL. More auto-ignition resistant fuels exhibited hotter steady-state and misfire

temperatures. However, fuel chemistry affected each temperature to a varying extent.

Consequently, the relative movement of each temperature ultimately determined the impact of

fuel chemistry on the LLL.



2. EFFECTS OF VARIATIONS IN MARKET GASOLINE PROPERTIES ON HCCI

LOAD LIMITS

If homogenous-charge, compression-ignition (HCCI) engines are commercialized, they will

likely have to operate using standard commercial fuels. Therefore, investigating the impact of

market-typical, fuel chemistry variations on HCCI engine performance is necessary. This will

allow auto-makers and fuel companies to assess the need for new engine calibration procedures

and/or modified fuel blending processes. This chapter examines the effects of variations in

market gasoline properties, as observed in the North America market, on the HCCI operating

range.

2.1. Introduction

Research on HCCI engines has witnessed explosive growth over the last decade. The major

reasons for this boom are: 1) HCCI engines can potentially provide significant fuel consumption

benefits (- 15 - 20%) relative to spark-ignition (SI) engines, 2) the levels of NOx emissions from

HCCI engines are significantly lower than from SI or Diesel engines, 3) the particulate emissions

from HCCI engines are extremely low compared to those from Diesel engines [4]. Consequently,

HCCI engines are viewed as a possible alternative to conventional SI and/or Diesel technology

and may help automakers meet increasingly stringent emissions standards, while improving fuel

economy.

Several technical issues must be resolved before HCCI engines could become mainstream

technology. Two major problems facing HCCI engines are control of combustion phasing and a

small operating range. The difficulties in controlling combustion phasing have prompted many



researchers to investigate control methods for HCCI engines during both steady-state and

transient operation [6- 8]. The small operating range of HCCI engines makes a dedicated HCCI

engine currently impossible. Several factors influence both the size and location of the HCCI

operating region. These factors include engine geometry, the method of inducing auto-ignition

(e.g., increase compression ratio, high levels of exhaust gas residuals), and the fuel used, among

others. This chapter focuses on how fuel chemistry affects the size of the HCCI operating range.

There is a consensus that chemical kinetics are critical to HCCI combustion [4]. Consequently,

many experimenters have utilized a range of surrogate fuels (e.g. primary reference fuels, pure

chemicals such as methanol) to investigate the impact of fuel chemistry on HCCI operation [9-

16]. Yao et al. [9] tested a range of primary reference fuels (PRFs) to examine the impact of

octane number on combustion phasing and operating region size. They found that increasing the

octane number delayed ignition and that the operating range could be broadened by using

different octane fuels at different loads. Sato et al. [11 ] studied how dimethyl ether (DME) and

hydrogen functioned as ignition accelerators in methane/air mixtures. Both chemicals shortened

the ignition time; however, unlike hydrogen, which exhibits a single-stage heat release process,

the 2-stage heat release of DME made operation at high loads possible. Shibata et al. [12,13] and

Shibata and Urushihara [14] have tested a range of surrogate fuels to examine the effects of fuel

chemistry on the low temperature (LT-) and high temperature heat releases (HTHR). These

authors have developed correlations relating families of hydrocarbons (e.g. paraffins, aromatics)

to combustion phasing of the HTHR and correlations between combustion phasing of the HTHR

to the LTHR phasing and magnitude. In [14], Shibata and Urushihara extended their work to

examine the effect of intake air temperature on the LTHR. They found that increasing the intake



air temperature decreased the LTHR, which resulted in smaller but discernable differences in the

HTHR profiles.

Despite the many works that have investigated the effects of PRFs and various other surrogate

fuels on HCCI operation, very little data exist in the literature that are relevant to the important

practical question: is the operating range of a gasoline HCCI engine significantly different for

the fuel spread that exists in the market? Kalghatgi [17,18] developed an octane index (OI) to

characterize the auto-ignition quality of fuels for both SI and HCCI engine operation. The 01

was a function of the octane sensitivity, which was defined as the difference between the

Research Octane Number (RON) and the Motor Octane Number (MON) of the fuel.

Aroonrisopon et al. [ 19] used a broad range of fuels, which included a few research gasolines, to

correlate combustion phasing with the 01 defined by Kalghatgi. Oakley et al. [15] showed that 3

different fractions of a single commercial gasoline achieved virtually identical operating regions

for 2 sets of experimental conditions; each fraction had different amounts of aromatics, paraffins

and olefins. Koopmans, Stroemberg, and Denbratt [16] investigated the impact of fuel chemistry

on combustion phasing by testing 15 different fuels at a fixed operating condition. Nine of the

fuels were commercial gasolines or reference fuels. Their results indicated that the differences in

chemical composition among the fuels changed the 50% burned location (CA50) by less than 5

crank angle degrees (CAD).

In this work we aim to demonstrate how the HCCI operational region is influenced by the

variations observed in commercial gasolines. This information is vital to the potential

deployment of HCCI engine technology. This study examined the HCCI high- and low-load



limits at 4 engine speeds for 12 gasolines. The fuels were selected to have properties (e.g. RON,

aromatic content, etc.) that cover the range of variation seen in the North American market.

2.2. Experimental Setup

The experimental setup used in this work has been reported previously [20]. Briefly, the

experiments were performed on a production Mazda 2.3L, in-line, 4-cylinder, 16-valve engine,

modified for single-cylinder operation. The intake air and exhaust from the firing cylinder were

kept separate from the motoring cylinder flow to ensure accurate fuel/air ratio measurements.

Other modifications to the engine included: increasing the compression ratio from 9.7 to 11.1,

adding continuously variable cam phasing to the exhaust valve train (continuously variable

intake cam phasing was a standard feature on the production engine), and using cams with

reduced durations and lifts. The final engine configuration is presented in Table 2-1, and a

schematic of the experimental apparatus is shown in Figure 2-1.

The following properties could be controlled during engine operation: intake air temperature and

humidity, engine coolant temperature, fuel injection duration, spark timing (when used for

starting), and cam phasing. All experiments were performed with the engine in a warmed-up

state. A heater in the coolant loop maintained the block at 900 C +/- 20 C. A desktop computer

controlled the fuel injection pulse width, spark timing, and intake and exhaust cam phasing;

changes could be made to each in real time as desired. The cam phasing control was accurate to

within +/- 1 CAD, and the cam position relative to bottom dead center (BDC) was recorded once

per cycle; the resolution on cam position was +/- 1 CAD.
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Figure 2-1. Schematic of the experimental setup

Table 2-1. Engine specifications
Displacement (cm3) 565

Bore (mm) 87.5

Stroke (mm) 94.0

Connecting Rod (mm) 154.8

Compression Ratio 11.1

Intake Cam Duration (o crank angle) 120

Exhaust Cam Duration (o crank angle) 120

Intake Valve Maximum Lift (mm) 2.0

Exhaust Valve Maximum Lift (mm) 2.0

Equivalence Ratio ( ) 1.0

AIR FILTER
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HCCI combustion was induced by negative valve overlap (NVO), i.e. the exhaust valve was

closed early during the exhaust stroke to trap hot exhaust gas residuals. The thermal energy of

the exhaust gases was used to induce auto-ignition on the subsequent cycle. This procedure was

also used in [20] and is described in detail therein.

2.3. Test Matrix

For each fuel, the maximum operating range in terms of engine load was obtained; the definition

of these limits and the procedure to find these limits are discussed in the following sections. All

fuels were tested at 4 engine speeds: 1000, 1500, 2000, and 2500 RPM. For all experiments, the

intake air was dehumidified to a dew point of 40 C (corresponds to a water vapor mole fraction of

approximately 0.7%), and then reheated to 400 C before entering the engine. All experimental

data reported here were for an equivalence ratio of 1.0 as measured by a lambda meter in the

exhaust. The effect of varying the equivalence ratio of the load limits was examined previously

in [18].

2.4. Fuels

The chemical and physical composition of market gasolines vary with season and origin. To help

during cold starts, winter gasolines are often formulated to have higher Reid vapor pressures

(RVP) than summer fuels. The ASTM D4814 protocol limits the highest allowable RVP for

winter gasolines to 15 psi (103.4 kPa) and the lowest allowable RVP for summer gasolines to 7.0

psi (48.3 kPa). Other changes in gasoline properties result simply from the differences in crude

oil sources or the details of the refining process used to blend each fuel. Little research has been

done to quantify the effects of these market-typical property variations on HCCI operation. This

is, in part, due to the complexity of commercial fuels, which have 100s of compounds.



Therefore, unlike in experiments with surrogate fuels such as PRFs, attributing specific

operational effects to fuel chemistry can be difficult. Nevertheless, assessing these impacts is

crucial to the future deployment of HCCI engine technology.

For this study, a range of fuels were blended from commercial refinery streams. The blended

fuels were designed to span the market-typical variation in the select fuel properties. The

variables of interest were chosen based on two criteria: the property must show significant

variation within market gasolines, and literature data must support that the selected property has

some influence on HCCI combustion. Both criteria had to be met in order for the property to be

selected as a variable of study. The project sponsors at BP performed a fuel survey of over

27,000 different US fuels dated from 1999 to 2005 for all major US brands. Based on this fuel

survey and data from the research literature, particularly [12], [13], [15], and [17], the following

properties were selected for testing: volatility (measured by the Reid vapor pressure: RVP),

Research Octane Number (RON), aromatic content, olefin content, and ethanol content. The

Motor Octane Number (MON) was not used as an independent parameter because MON was

significantly correlated to the aromatic content of the fuels. Although RVP is a physical rather

than a chemical fuel property, (a) there is significant spread in commercial fuels; (b) RVP

correlates with lighter fuel hydrocarbon (HC) species. Therefore, RVP was a surrogate for

testing the difference between light and heavy HCs. Fuels were blended to span the range of

variability in the North American market observed for these parameters. The strategy used for

blending the fuels was first to create a base fuel, which would have properties similar to the

"average US gasoline." The properties of the average US gasoline were determined from the fuel

survey performed by BP. The other test fuels were blended as perturbations of the Base fuel in



the selected chemical/physical properties. One blending constraint was maintained for most of

the fuels: the RON for each fuel was fixed at approximately 92. However, the High RON, Low

RON, and High RON Ethanol fuels had higher or lower RONs than the fixed value. Also, the

High RVP fuel was a commercial winter gasoline with a high RVP; this fuel was not blended

exclusively for this program. The High RVP fuel had a lower T10 boiling point (390 C) than the

Base fuel (580 C), and the Heavy fuel had a higher T90 (192 0 C) than the Base fuel (172 0 C).

These fuels were used to examine the front- and back-end volatility effects on HCCI combustion.

Table 2-2 provides the properties of each fuel. Figure 2-2 to Figure 2-6 were generated from the

information in the fuel survey performed by BP. These figures show the range of market

variability for each selected property. For reference, the low, base, and high values for the

properties in the fuel test matrix are marked with L, B, and H, respectively; as intended the fuels

spanned the range of market-typical variation.

Table 2-2. Properties of 12 test fuels
Aromatics Ethanol Olefins RVP

Fuel (vol%) (vol%) (vol%) RON MON (kPa/psi)

Base 29.0 0.0 11.0 92.2 84.1 48.3 / 7.0
High RVP 23.0 0.0 13.0 91.1 83.4 81.4/11.8
Heavy 29.4 0.0 10.8 91.5 82.9 46.9 / 6.8
High RON 30.0 0.0 10.1 98.2 87.8 45.5/ 6.6
Low RON 1.5 0.0 0.9 87.7 86.9 44.1 / 6.4
High Aromatic 38.8 0.0 9.2 92.5 83.2 49.6 / 7.2
Low Aromatic 14.3 0.0 13.6 91.9 84.5 49.0 / 7.1
High Olefin 26.8 0.0 18.9 92.7 82.5 51.0 / 7.4
Low Olefin 32.3 0.0 4.3 93.0 84.8 45.5 / 6.6
Extremely Low Aromatic & Olefin 0.8 0.0 0.4 91.2 89.8 43.4 / 6.3
Regular Ethanol 25.9 10.0 9.8 91.9 83.7 56.5 / 8.2
High RON Ethanol 26.2 10.0 9.7 98.2 86.7 55.8/8.1
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2.5. Defining the HCCI Operational Limits

The region of HCCI operability is strongly tied to the definition of the limiting behavior. In this

work, the goal was to maximize the HCCI operating range in terms of load as a function of

engine speed. The criteria used to define the HCCI operating range were similar to those

previously defined by Andrea [5] and Andrea et al. [20]. Each point reported as an operational

limit was a 100-cycle average of the last experimental conditions meeting the criteria described

below.

2.5.1. Low Load Limit

The low-load limit (LLL) was defined by 3 criteria:

1. The engine does not misfire.

3000

85.0
37.0
37.0



2. Combustion must be stable as defined by the coefficient of variation (COV) of the net

indicated mean effective pressure (NIMEP); the COV can be no larger than 3.5%.

3. The indicated specific fuel consumption (ISFC) must be better than SI fuel consumption

at the same speed and load.

In practice, criterion 3 was never a constraint because the efficiency of HCCI near the LLL is

substantially better than throttled SI operation. Furthermore, the COV of NIMEP was only a

limiting constraint on the LLL a total of 2 times for all of the fuels at each speed tested. This

occurred because the COV grew very quickly near the LLL, and the engine often misfired before

the COV was larger than 3.5%.

2.5.2. High Load Limit

The high-load limit (HLL) was constrained by 4 criteria:

1. The maximum rate of pressure rise (MRPR) could not exceed 5 MPa/ms. Rates of

pressure rise larger than this resulted in excessively loud combustion and could possibly

damage the engine.

2. Combustion must be stable as defined by the COV on NIMEP; the COV must be less

than 3.5%.

3. The engine does not misfire (see Phenomena Affecting the HLL in the Results and

Discussion section).

4. The ISFC must be better than SI at the same operating conditions.

As discussed subsequently, the HLL was generally constrained by both the MRPR and misfire.

2.6. Maximizing the Operating Range

Cam phasing was used to maximize the HCCI operating range in terms of the HLL and LLL at

each engine speed. Cam phasing has been shown to be an effective strategy for controlling HCCI



operation [20]. The strategy used for finding the HLL and LLL is described in detail in [5]. A

brief review of the techniques used to optimize the load range is given here.

2.6.1. Low Load Limit

When approaching the LLL, the objective was to produce as little torque as possible from the

engine. Therefore, the goal was to maintain combustion while burning the minimum amount of

fuel. Because < = 1.0, the amount of fuel inducted was directly related the amount of residual

mass in the cylinder; higher residual fractions resulted in lower fresh charge fractions. To

increase the residual fraction, the exhaust cam phasing was advanced (i.e. exhaust valve closing,

EVC, occurred earlier during the exhaust stroke). At the LLL, EVC timing could not be

advanced without producing unstable combustion or a misfire.

Near the LLL, intake cam phasing had little effect on engine load. This occurred because the

LLL was predominantly a function of the trapped residual gas fraction, which was largely

controlled by the EVC timing. The intake cam timing was generally set to maximize flow into

the cylinder. This raised the pressure at intake valve closing (IVC) and produced slightly higher

post-compression temperatures than other IVC timings, and so allowed for lower load operation.

This phenomenon was demonstrated quantitatively in [5] and [20].

2.6.2. High Load Limit

At the HLL, the goal was to maximize torque output from the engine by increasing the amount

of fresh fuel and air inducted during the intake process. In order to add more fresh charge, the

exhaust gas residual fraction had to decrease. This was accomplished by retarding the exhaust

cam phasing, i.e. EVC timing was pushed later in the cycle.



As load increased, the rate of pressure rise during combustion increased; eventually the rate of

pressure rise exceeded the 5 MPa/ms limiting criteria. The rate of pressure rise was strongly

influenced by combustion phasing. If combustion began before top dead center (TDC), the in-

cylinder gases expanded against a compressing cylinder, thus producing a faster rate of pressure

rise. However, if combustion began after top center, the rate of pressure rise was reduced by the

expansion of the cylinder volume. Therefore, if combustion phasing was delayed, the rate of

pressure rise could be abated. Post-TDC heat release also increases the load. However, if the

phasing was too late, the engine could misfire. Usually the highest load with acceptable MRPR

was measured near the misfire limit. Combustion phasing was retarded by adjusting the intake

cam to control the amount of fresh charge entering the cylinder. The effect of intake cam timing

on combustion phasing was previously demonstrated in [20].

2.7. LLL Results and Discussion

The data in Figure 2-7 represent the lowest achievable loads for each fuel, subject to the

previously outlined constraints, as a function of engine speed. Note, a portion of the LLL

experimental data presented here have also been reported previously by Andreae [5]. All fuels

were constrained exclusively by the misfire limit except the Low Aromatic 2000 RPM LLL and

the High RVP 2500 RPM LLL; for these fuels, operation was possible with a COV of NIMEP

slightly larger than 3.5%. All fuels exhibited a decrease in LLL as engine speed increased. This

occurred because the available time for heat transfer diminished as speed increased;

consequently, in-cylinder temperatures became hotter. This allowed combustion to occur with a

greater amount of residual gas dilution, which resulted in lower loads. The largest difference in

loads among all the fuels occurred at 1000 RPM. Here the difference between the fuel with the

lowest load (High Olefin) and the fuel with the highest load (Extremely Low Aromatic & Olefin)



was approximately 0.74 bar. The variation in the lowest-achievable load among the fuels shrunk

to approximately 0.26 bar at 2500 RPM.

The 100-cycle average EVC and IVO timings for all the data in Figure 2-7 are given in Table

2-3. The range of IVO timings at a constant speed varied from approximately 14 CAD at 1000

RPM to approximately 2 CAD at 1500 RPM. While this variation at 1000 RPM appears large,

prior work [20] demonstrated that intake cam timing had minimal effect on the LLL; a change in

IVO timing of 35 CAD changed the NIMEP by only 0.2 bar. Across all the speeds studied, the

range of EVC timing for all the fuels was less than approximately 7 CAD. This result is

consistent with the small variations in LLL observed. At each speed the EVC timing for the

Extremely Low Aromatic & Olefin fuel and the High Olefin fuel were often at the extremes of

the range. These results are consistent with those fuels generally having one of the highest and

lowest LLLs, respectively.

Near the LLL, the combustion phasings for all of the fuels were approximately equal for a given

speed. The range of the location of the maximum rate of pressure rise among all the fuels was

less than 2.5 CAD at every speed studied. Note, in prior work [5] the authors showed that for this

engine the crank angle for 50% heat release (CA50) had a one-to-one correspondence with the

location of the maximum rate of pressure rise. Figure 2-8 is a plot showing the 400-cycle

averaged pressure traces for the 2 fuels showing the largest differences in the LLL at 1000 RPM;

the Base fuel pressure trace is also included for reference. As expected, the pressure traces for
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Table 2-3. Average EVC and IVO [CAD after TDCJ timings at the LLL
1000 RPM 1500 RPM 2000 RPM 2500 RPM

Fuel EVC IVO EVC IVO EVC IVO EVC IVO

Base 129.5 97.8 120.5 101.8 102.3 104.9 107.0 108.8

Regular Ethanol 125.0 101.9 121.6 102.0 100.6 106.8 105.9 105.8

Ex Low Arom. & Olef. 123.2 97.0 117.5 101.9 102.9 105.8 102.9 108.3

Heavy 129.3 97.9 119.6 101.9 103.7 104.9 105.8 107.7

High Aromatic 125.3 103.0 117.6 102.0 100.6 106.8 105.9 109.4

High Olefin 129.0 109.9 121.3 102.0 104.4 105.8 107.9 109.8

High RON 122.4 98.0 118.5 102.0 99.6 105.9 105.9 109.0

High RON Ethanol 126.4 96.0 118.8 103.0 100.8 105.9 105.9 109.0

Low Aromatic 126.3 100.0 117.3 102.0 100.6 107.8 102.9 111.8

Low Olefin 126.4 97.9 117.5 101.9 101.7 106.9 102.9 108.8

Low RON 128.3 98.0 120.4 100.9 103.7 105.9 103.8 105.8

High RVP 129.3 97.0 116.5 102.9 102.6 105.0 105.9 107.8
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the different fuels are very similar. The I bar difference in peak recompression pressure observed

between the Base/High Olefin fuel and the Extremely Low Aromatic & Olefin fuel was due to

differences in valve timing.

2.7.1. Effect of Ethanol on the LLL

In order to isolate the effect of ethanol on HCCI performance, the LLLs for only the fuels

containing ethanol and those of similar composition but without ethanol are plotted in Figure

2-9. Ethanol had a minor effect on the LLL at 1000 RPM; however, at higher engine speeds, the

presence of ethanol in the fuel had little effect on engine performance. Furthermore, as will be

discussed, the differences observed in the LLLs for these fuels were small compared to

experimental repeatability. Therefore, we conclude that ethanol did not significantly impact the

LLL of HCCI operation for market-typical gasolines.
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2.7.2. LLL Measurement Repeatability
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Figure 2-10. Single-day repeatability measurements of High RVP LLL at 1500 RPM
Data presented previously by Andreae [51

Two procedures were performed to assess the repeatability of the measured LLLs: 1) a single

fuel's LLL was measured 10 times during the course of a single day; 2) the LLLs of several fuels

were remeasured within several weeks or months of the original LLL measurements. The results

of Test 1, which was conducted with the High RVP fuel at 1500 RPM, are presented in Figure

2-10.

The LLL measurement was quite repeatable on a single day. The maximum difference in the

measured LLLs was only 0.07 bar, and the COV of the LLL NIMEPs was approximately 1.37%;

here the COV refers to the coefficient of variation of the LLL NIMEPs, not the COV of the



NIMEP on a cycle-by-cycle basis. These data demonstrated that the measurement error of the

LLL on a single day was small in comparison to the LLL.

Due to the large number of fuels examined in this study, it took several months to measure all the

LLLs. Therefore, repeatability measurements spanning several weeks or months were needed to

quantify the drift of the LLL from that measured on the original test date. The Base fuel's LLL at

1000 RPM was repeated 3 times over the course of approximately 3 months. In addition, the

Low RON fuel's LLL at 1500 RPM was remeasured 7 times over an approximate 4 month

period. The data for these measurements are given in Table 2-4. The LLL was far less repeatable

when reassessed after an extended period of time, with variations of up to 0.5 bar in NIMEP; the

fluctuations were about 12% of the LLL. A portion of this drift was due to cam timing control,

which will be discussed in Effect of Cam Timing on LLL. The time between testing the different

fuels ranged from days to months. Therefore, when comparing the LLLs of all the fuels, a 12%

error bar was placed on the LLL measurements for a given speed, as shown in Figure 2-11 to

Figure 2- 4.

Table 2-4. LLL Repeatability measurements spanning several months
Speed NIMEP

Fuel [RPM] [bar]

Base 1000 2.45

Low RON

2.18
1.91

1500 1.59
1.63
1.98
2.10
2.09
1.93
2.02
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At all speeds greater than 1000 RPM, the variability of the measured LLLs across all of the fuels

was comparable to the 12% error bar of the data. At 1000 RPM, only 2 fuels exhibited behavior

that was outside of the error bounds: Extremely Low Aromatic & Olefin and High Olefin. The

observed variation in the LLL between these 2 fuels can partially be explained using Kalghatgi's

01 [17, 18].

OI= (1 - K)RON + KMON (2-1)

Using the following equation from [21]:

K = 0.0426(Tcomp 15) - 35.2 (2-2)

where T,,ompl5 is the compression temperature at 15 bar, and data from Figure 12 in [20], we

estimated K to be at least > 1. With this estimate of K, the Extremely Low Aromatic & Olefin

fuel has the largest 01 and the High Olefin fuel has the smallest.

01 = 59 + 0.015Tmaxcomp + 0.66Pmaxcomp - 2.6X* - 0.0123N (2-3)

X * = ( + EGRf) X (2-4)

Furthermore, from Eqs. (2-3) and (2-4) [17], where OI is the auto-ignition quality requirement,

N is the engine speed in RPM, X is the normalized air/fuel ratio, and Tmaxcomp and Pmaxcomp are the

compression temperature and pressure at TDC, 01o should decrease as the engine approaches the

LLL.

CA50 = (a + b)(OI - Oo1) (2-5)

Consequently, from Eq. (2-5)), where a and b were estimated from data in Figure 11 in [17], the

CA50 should be the latest for the Extremely Low Aromatic & Olefin fuel and earliest for the

High Olefin fuel; this was indeed observed. Because the High Olefin fuel achieved the earliest

CA50 at 1000 RPM, this fuel should be more stable near the LLL [22], and thus attain a slightly



lower LLL than the other fuels; conversely, the Extremely Low Aromatic & Olefin fuel should

be the least stable and achieve the highest LLL. One should note, however, that the difference in

CA50 between these 2 fuels at 1000 RPM was only approximately 2.4 CAD, and the resolution

of CA50 was +/- 1 CAD. Furthermore, the 01 explanation of the LLL variability only held for

the extreme (highest/lowest OI) fuels at 1000 RPM.

Regression analysis was used in an effort to correlate chemical properties to fuel performance at

the LLL. In this analysis, fuel chemical and physical properties were used as predictor variables,

and the LLL was used as the response variable. Due to the small variations of the LLLs at each

speed and considerable collinearity in the fuel properties, which is discussed in detail in the HLL

section to follow, no statistically significant trends were observed relating fuel properties to the

measured LLLs. Consequently, we conclude that the effects of market-typical variations in fuel

properties on the LLL could not be separated from experimental repeatability. This conclusion,

however, has only been demonstrated for NVO-induced HCCI. Controlling HCCI combustion

with alternate methods (e.g. intake air heating, variable compression ratio) may result in fuel

chemistry exhibiting greater influence on the LLL.

2.7.3. Effect of Cam Timing on the LLL

The precision of intake and exhaust cam timing control for this engine was +/- I CAD. Small

fluctuations in the exhaust cam timing that resulted from control issues impacted the residual gas

fraction for each cycle. As the residual gas fraction changed, the available volume for fresh fuel

and air varied proportionally. Changes in the amount of fresh fuel and air directly impacted the

load. Therefore, controllability of the cam timing was responsible for some of the measurement

variability observed at the LLL. To evaluate quantitatively how large of an impact cam timing



had on measurement precision near the LLL, data points along the exhaust valve trajectory to the

LLL at 1000 and 1500 RPM are shown in Figure 2-15 and Figure 2-16, respectively.

For both data sets, the intake cam timing was held constant. The slopes of the lines in these

figures provided an estimate of how much I CAD affected the load at each speed. At 1000 RPM,

a one-degree change in exhaust cam timing resulted in a change of approximately 0.08 bar in

load. Therefore, +/- 1 CAD cam control contributed approximately 0.16 bar of variability to the

LLL at 1000 RPM; this accounted for approximately 8.5% of the LLL measurement error for the

Low RON fuel. Similarly, at 1500 RPM, +/- 1 CAD exhaust cam control resulted in a change of

approximately 0.2 bar NIMEP, which was approximately 10.0% of the LLL for the Extremely

Low Aromatic & Olefin fuel. From this information, we conclude that a large portion of the

variability observed in the LLL measurements was due to cam timing control.

2.7.4. Phenomena Affecting the LLL

At the LLL, the goal was to burn as little fuel as possible while maintaining stable combustion.

As the amount of fuel burned in each cycle was decreased, the in-cylinder temperature declined.

Therefore, the likely cause of the engine misfire was insufficient thermal energy required to

induce auto-ignition. Because fuel chemistry is strongly tied to ignition behavior, fuels with

different chemical compositions should achieve different LLLs. However, our data indicate that

the differences in LLL performance were of comparable magnitude to measurement error. In

addition, the true fundamental limiting mechanisms governing the LLL are not yet well

understood.
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2.8. High Load Limit Results and Discussion

The data in Figure 2-17 represent the highest achievable loads for each fuel, subject to the above

outlined constraints, as a function of engine speed. Note, a portion of the HLL experimental data

presented here have also been reported previously by Andreae [5]. All fuels showed a systematic

drop in HLL as engine speed increased. At higher engine speeds, the volumetric efficiency

decreased due to its inverse dependence on speed. This effect was exacerbated in our engine due

to the use of custom cams, which have significantly reduced lifts and durations (relative to

standard SI cams) to enable residual-induced HCCI combustion. Therefore, as engine speed

increased, less fresh fuel and air entered the cylinder, and as a result, the load decreased.
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Figure 2-17. HLL for each fuel as a function of engine speed
Data presented previously by Andreae [5]



Table 2-5. Average EVC and IVO [CAD after TDC] timings at the HLL

Fuel

Base

Regular Ethanol

Ex Low Arom. & Olef.

Heavy

High Aromatic

High Olefin

High RON

High RON Ethanol

Low Aromatic

Low Olefin

Low RON

High RVP

1000 RPM

EVC IVO

78.5 69.9

71.3 68.0

85.3 98.0

80.1 66.0

77.3 66.9

78.5 62.9

73.1 75.0

78.2 75.0

76.1 69.0

79.2 71.0

80.2 91.0

71.6 70.0

Table 2-6. Average CA50 [CAD after TDC] at the HLL
Fuel

Base

Regular Ethanol

Ex Low Arom. & Olef.

Heavy

High Aromatic

High Olefin

High RON

High RON Ethanol

Low Aromatic

Low Olefin

Low RON

High RVP

1500

EVC

71.4

63.4

74.8

70.5

66.5

68.1

64.5

68.7

64.4

69.4

73.8

69.7

RPM

IVO

72.7

75.9

97.9

68.0

67.8

66.9

77.9

79.9

71.0

72.9

91.9

69.9

2000

EVC

65.8

54.8

74.8

61.7

60.5

59.6

56.6

60.8

61.7

63.6

69.3

55.1

RPM

IVO

91.9

104.9

107.9

93.9

87.8

89.8

100.9

103.8

98.0

96.8

102.0

103.0

2500

EVC

76.9

59.9

75.9

61.9

64.7

58.8

60.9

65.9

66.9

69.9

74.0

65.9

RPM

IVO

91.7

81.9

98.9

73.8

78.9

73.9

80.9

76.9

81.9

82.8

87.0

89.8

1000 RPM

7.6

8.9

11.1

6.5

7.2

8.4

7.4

7.5

9.1

7.4

9.8

8.2

1500 RPM

11.4

10.3

12.2

10.3

11.1

10.8

12.4

11.0

10.8

10.6

11.2

11.6

2000 RPM

13.8

12.9

9.5

14.3

12.3

12.9

13.4

14.6

13.2

12.7

13.3

13.9

2500 RPM

3.8

7.2

4.9

8.9

7.7

11.0

7.2

6.8

5.5

6.1

5.7

4.9

~III

--



As was the case for the LLLs, the largest difference observed in the HLLs occurred at 1000

RPM; the High Aromatic fuel achieved a HLL of 4.37 bar, and the Low RON fuel achieved a

HLL of 5.10 bar. At 2000 RPM, most of the fuels showed very little difference in their HLL. At

this speed, the air flow into the engine was especially restricted due to manifold dynamics.

Usually, the HLL was limited by the MRPR. However, at 2000 RPM, the MRPR limit for

several of the fuels was not a constraint on the HLL. Instead increasing the load was limited by

the amount of fresh charge that could enter the cylinder (see Phenomenon Affecting the HLL).

As residual fraction was reduced to increase the fresh charge fraction, the engine eventually

misfired (presumably because the temperature after compression was too low).

The 100-cycle average EVC and IVO timings for all the data in Figure 2-17 are given in Table

2-5. Near the HLL, the intake cam timing was advanced to retard combustion phasing and thus

combat large MRPRs. Consequently, IVO timings near the HLL were generally significantly

earlier than those at the LLL (see Table 2-3). However, at 2000 RPM the intake cam timing for

several fuels required little advancement relative to the LLL IVO timing due to the manifold

dynamics mentioned previously. Larger ranges of EVC timing were also observed at the HLL

than at the LLL for a constant speed. These results are consistent with the greater variability in

HLLs than the LLLs (see HLL Measurement Repeatability). The ranges of IVO timings at the

HLL were also larger than those at the LLL. This occurred because finding the HLL involved

varying the intake cam to control the MRPR and the exhaust cam to control the residual fraction.

The CA50s for all the HLLs at each speed are given in Table 2-6. Combustion phasing exhibited

greater variability at the HLL than at the LLL. At 2500 RPM, combustion phasing varied by



approximately 7.2 CAD, with the High Olefin fuel achieving the latest CA50. The range of

CA50s did not show any trend with speed. At 1000 RPM, the range of CA50s was 4.6 CAD,

while at 1500 RPM, the CA50s spanned 2.0 CAD. Furthermore, the CA50 at the HLL did not

correlate directly with the HLL value. At 1000 RPM, the Extremely Low Aromatic & Olefin fuel

had the latest CA50, and the Heavy fuel had the earliest. However, the High Aromatic fuel

exhibited the lowest HLL and the Low RON fuel exhibited the highest HLL. The pressure traces

for these 2 fuels and the Base fuel at 1000 RPM are shown in Figure 2-18. Note the steep slope

of the pressure traces once combustion begins. To combat these fast rates of pressure rise,

combustion phasing was retarded as much as possible without inducing a misfiring. This led to

the late CA50s (-10 CAD after TDC) at the HLL.
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Figure 2-18. Average pressure traces at the HLL at 1000 RPM



2.8.1. Effect of Ethanol on the HLL
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The HLL data for the fuels with ethanol and the fuels with similar composition but without

ethanol are presented in Figure 2-19. The addition of ethanol to the test fuels had no effect on the

HLL for all speeds below 2000 RPM. Minor differences in load were observed at 2500 RPM, but

these differences were small compared to experimental repeatability - see paragraphs below.

Therefore, we conclude that ethanol did not significantly impact the HLL of HCCI operation.

2.8.2. HLL Measurement Repeatability

Experimental repeatability was assessed at the HLL. The 2 tests used to evaluate experimental

measurement error at the LLL were used at the HLL. First, the High RVP fuel's HLL was

repeated 10 times on a single day; these data are presented in Figure 2-20. The relative error in

1500 2000 2500
Engine Speed [RPM]

Effect of ethanol on the HLL

1000

Figure 2-19.



the HLL was comparable to that of the LLL; the COV of the data in Figure 2-20 was 1.50%

compared to 1.3 7 % at the LLL. Furthermore, the difference between the highest (4.43 bar) and

lowest (4.23 bar) loads of the 10 points was a change of approximately 4.74%.
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Figure 2-20. Single-day repeatability measurements of High RVP HLL at 1500 RPM
Data presented previously by Andreae [51

Table 2-7. HLL repeatability measurements spanning several months for base fuel

Speed NIMEP
[RPM] [bar]

1000 4.82

4.64

1500 4.18

4.08

2000 3.47

3.55

2500 2.32
2.32

iI~



The Base fuel was used to evaluate the repeatability of the HLL measurement over the course of

3 months. The data from these measurements are presented in Table 2-7. The HLL remained

quite repeatable even over the course of several months, with a maximum variation of 0.2 bar

compared to 0.5 bar for the LLL. The data presented in Table 2-7 were taken on dates close to

the dates of the data reported in Table 2-4. The reasons why the LLL measurements are less

reproducible remain unclear. Nevertheless, the fact that the engine performed consistently at the

HLL but somewhat inconsistently at the LLL suggested that an unknown change in the

experimental setup was not likely the cause of the larger deviations at the LLL. The data in

Figure 2-21 to 2-24 are the HLLs at each speed, and each HLL is now bound by a 3% error bar.

Unlike at the LLL, the range of HLLs at each speed was often outside of the range of

experimental error. However, the rankings of the different fuels were not consistent across all the

speeds studied.

Regression analysis was used in an effort to relate the chemical properties of the fuels to HLL

performance. Previous work by Shibata et al. [13] showed that the effect of fuels on HCCI

combustion could be grouped by hydrocarbon families. Their work suggested that the

hydrocarbons with the most influence on the HTHR were n-paraffins, followed by iso-paraffins,

olefins, napthenes and aromatics, in that order. Therefore, we used those properties, along with

polynapthenes, as independent variables to regress the HLL NIMEPs. The regression analysis

was primarily restricted to 1000 and 1500 RPM because at these speeds most of the HLLs were

constrained by the same limits (see Phenomenon Affecting the HLL). Due to the blending

requirements that each fuel had to have a fixed RON, the chemical properties of each fuel did not

vary independently.
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Figure 2-21. 1000 RPM HLL measurements with a 3% error bar
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Figure 2-22. 1500 RPM HLL measurements with 3% error bar
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Figure 2-24. 2500 RPM HLL measurements with 3% error bar
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Figure 2-23. 2000 RPM HLL measurements with 3% error bar
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Figure 2-25. Hydrocarbon family concentration deviations from the base fuel

For example, in the High Aromatic fuel, the aromatic concentration was elevated relative to the

Base fuel, but the iso-paraffin and olefin concentrations were simultaneously decreased. Similar

logic holds for all other fuels in the test matrix. The property deviations from the Base fuel in

terms of volume concentration for the major hydrocarbon families are shown in Figure 2-25.

This simultaneous movement of regressor variables is referred to as multicollinearity, and it can

create considerable problems for regression analysis depending on the severity of the linear

dependence.

A quantitative measure of the coupling among the regressor variables is the variance inflation

factor (VIF). The VIFs provide a measure of the inflation of the variances of the regression

coefficients relative to the ideal case of linearly independent regressor variables [23]. In other
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words, the confidence interval of the model coefficients grows by a factor equal to the VIF; the

VIF is 1.0 for the ideal case. A VIF greater than or equal to 10 is generally a cause for concern

regarding multicollinearity [23]. Large VIFs can cause the regression coefficients to be unstable

and change sign unpredictably with inclusion or omission of regressor variables. The data in

Table 2-8 are the VIFs for linear regression models with the above mentioned hydrocarbon

families.

Table 2-8. Variance inflation factors (VIFs) for hydrocarbon families in the test fuels
Hydrocarbon Family VIF []

Aromatics 12.30
Iso-Paraffins 27.61

Napthenes 27.61
Normal-Paraffins 1.91

Olefins 7.39

Polynapthenes 4.26

Clearly, the aromatics, normal- and iso-paraffins were all highly correlated. Due to these large

VIFs, building correlations with the fuel properties and HLL performance was difficult. The

following procedure was used to screen for acceptable linear regression models for a variety of

combinations of independent variables. First, at each speed, the statistically significant

regressors were found. Then, if 2 equations had consistent statistically significant regressors, the

signs of the coefficients for these variables were compared. If the signs were the same, the

con-elation coefficients of each model equation were assessed. If the R2 for each model equation

was greater than 0.8, a trend was said to be established between the regressors and the HLL.

Through this procedure, no trends were identified for all the linear regression models tested.

Therefore, we conclude that while there appeared to be some small chemical effects on the HLL,



the absence of consistent trends across multiple speeds made attributing chemical properties to

engine performance impossible. As noted in the LLL section, this conclusion has only been

demonstrated for NVO-induced HCCI. Employing other controlling methods of HCCI

combustion may result in larger and more discernable fuel effects on the HLL.

2.8.3. Effect of Cam Timing on the HLL

As discussed previously, cam timing control impacted the residual gas fraction trapped during

each cycle. Fluctuations in the residual gas fraction resulted in a proportional change in the fresh

fuel and air fraction, which impacted the engine load. Data near the LLL indicated that exhaust

cam timing control contributed to variability in NIMEP of approximately 0.16 bar at 1000 RPM.

Similar results were obtained near the HLL; the repeated measurements with the Base fuel

showed variability of 0. 10 bar NIMEP. This was expected because the dominant effect of the

variations in cam timing was to change the residual gas fraction and the amount of fresh charge

entering the cylinder, and this phenomenon is largely independent of the operating conditions,

i.e. near the LLL or HLL. At 1500 RPM, the HLL variation for the Base fuel was approximately

0.10 bar NIMEP, which was consistent with a 1 CAD change in EVC timing, as demonstrated in

Figure 2-16. These results indicated that a significant fraction of the HLL variability observed

was due to cam timing control.

2.8.4. Phenomena Affecting the HLL

In general, there were at least 2 competing mechanisms controlling the HLL: the MRPR and

combustion stability. The data in Table 2-9 show which constraints limited the HLL for each fuel

at each engine speed tested. In the table, COV implies the HLL was constrained by the COV of

NIMEP, M implies the HLL was limited by misfire, and MRPR implies the HLL was limited by

the MRPR. At 1000 and 1500 RPM, almost all of the fuels were limited by combustion stability,



either in the form of misfire or COV, and the MRPR. The few fuels that were COV-limited also

eventually misfired, but these fuels were able to operate with a COV slightly higher than 3.5%

before misfiring. The only fuel not limited by the MRPR at 1000 and 1500 RPM was the

Extremely Low Aromatic & Olefin fuel. The reason for this different limiting behavior is not yet

understood. At 2000 RPM, a large number of the fuels were only limited by engine misfire. The

results were generally not due to fuel effects but were primarily influenced by manifold

dynamics at this speed, which greatly restricted flow into the cylinder. Therefore, the HLLs were

constrained by the amount of fresh charge that could enter the cylinder, and the engine often

misfired before violating the MRPR constraint.

Table 2-9. Mechanism limiting the HLL for each fuel
COV- coefficient of variation ofNIMEP, M- misfire, MRPR - maximum rate of pressure rise

Fuel 1000 RPM 1500 RPM 2000 RPM 2500 RPM

Base M/MRPR M/MRPR M M/MRPR

Regular Ethanol M/MRPR M/MRPR M M/MRPR

Ex. Low Arom. & Olef. M M M M/MRPR

Heavy M/MRPR COV/MRPR M/MRPR M/MRPR

High Aromatic M/MRPR M/MRPR M/MRPR M/MRPR

High Olefin M/MRPR COV/MRPR M/MRPR M/MRPR

High RON M/MRPR M/MRPR M/MRPR M/MRPR

High RON Ethanol M/MRPR M/MRPR M M/MRPR

Low Aromatic COV/MRPR M/MRPR M M/MRPR

Low Olefin M/MRPR M/MRPR M/MRPR M/MRPR

Low RON M/MRPR M/MRPR M M/MRPR

High RVP M/MRPR M/MRPR M M/MRPR



At the HLL, the rates of pressure rise in the cylinder become fast. These rates were significantly

influenced by combustion phasing. If combustion phasing was early, the gases expand in a

smaller volume leading to faster rates of pressure rise. Therefore, if the MRPR became

significant, combustion phasing was delayed. However, if combustion was delayed too far, the

engine could become unstable and misfire. Generally, at the HLL, combustion could not be

delayed without inducing a misfire, and combustion could not be advanced without violating the

MRPR criterion. These 2 competing mechanisms make studying the HLL difficult. In addition,

the 2 mechanisms lead to different requirements of the same fuel. The misfire limit requires the

fuel to auto-ignite easily, but the MRPR limit requires the fuel to burn slowly. Currently, it is not

clear which factor is more important at the HLL and how fuel chemistry influences which limit

is reached first.

2.9. Conclusions

The impact of variations in market fuel properties on the HCCI operating range was examined.

Twelve commercial-grade gasolines were tested in a single-cylinder, NVO-induced, HCCI

engine. The fuels were blended to span the market-typical range of variability in 5 properties:

aromatic concentration, ethanol content, olefin concentration, RON, and volatility. The HLL and

LLL of each fuel were obtained at 4 engine speeds: 1000, 1500, 2000, and 2500 RPM. The

following conclusions were reached:

* The HCCI operating range was not materially affected the range of variations in fuel

properties observed in the North American market; all of the fuels achieved nearly

equal operating ranges. This conclusion has only been demonstrated for NVO-

induced HCCI, though we expect it to hold for all SI-like, HCCI engines.

* The effect of adding ethanol to the test fuels was insignificant at the LLL and HLL.



* At the high-load limit, some small fuel effects on the operating range were observed;

however, the observed trends were not consistent across all the speeds studied.

* Within experimental measurement error, there was no change in the LLL among the

blends of test fuels.

The observation that the operating range of HCCI engines is not significantly affected over the

entire range of North American gasolines has huge practical implications. This suggests that fuel

sensitivity is not an obstacle to introducing HCCI engine technology commercially.

Consequently, auto-makers and fuel companies need not be overly concerned that HCCI engines

will cease to operate given the spread of fuels in the market.



3. THE EFFECT OF FUEL IGNITABILITY ON THE LOW-LOAD LIMIT

OF HCCI OPERABILITY

In Chapter 2, the effects of fuel chemistry on the HCCI operating range were examined over the

range of market-typical variability. In that study, the LLL of HCCI operability was found to be

insensitive to these variations. Therefore, the goal of this work was to test the broader

applicability of this conclusion by examining the sensitivity of the LLL to much larger changes

in fuel ignitability. This was accomplished by studying 2 well characterized primary reference

fuels (PRFs) with very different ignition characteristics: PRF60 and PRF90; PRF90 is

significantly more auto-ignition resistant than PRF60.

3.1. Introduction

3.1.1. Motivation

One of the greatest challenges facing HCCI engines is its limited operating range size relative to

ST or Diesel engines [4]. The HCCI operating range lies in the low speed, low load portion of the

SI operating range. Under these conditions, SI engines suffer large efficiency losses due to the

throttling process used to reduce the load. However, HCCI engines generally operate unthrottled,

and consequently they have significantly higher (-25%) efficiencies than SI engines at light

loads [5]. Unfortunately, the HCCI operating range does not extend down to idle operation.

Reducing the low-load limit (LLL) of HCCI operation could significantly improve the fuel

efficiency.

Developing an understanding of what factors influence the lower load limit of HCCI operability

is an important step towards maximizing the potential of HCCI efficiency advantages. This work



examines how the HCCI operating range is influenced by different ftiels and specifically focuses

on how fuel ignitability affects the lowest achievable load in the HCCI combustion regime.

3.1.2. Prior Studies on HCCI Fuel Effects

Several studies have been presented in the literature in which researchers examined how fuel

ignitability affects combustion phasing in HCCI engines [10,12,13,14]. For example, Lti et al.

[24] tested a broad range of PRF octane numbers (0 - 90) and found that the start of ignition was

more delayed for higher octane PRFs. In addition, their results showed that combustion duration

decreased with increasing PRF octane number. Other studies have focused on the effect of fuel

ignitability on the HCCI operating range [12,25]. For example, Yao et al. [9,26] examined the

effect of PRF octane number on the size of the HCCI operating range. In [9], the operating range

was defined as a function of 2 (the air/fuel equivalence ratio) and the research octane number

(RON) of the fuel. Yao et al. [9] observed that higher RON fuels could operate over a smaller

range of A than lower RON fuels at a fixed speed. In [26], Yao et al. defined the operating range

as a function of A and exhaust gas residual (EGR) fraction. They concluded that higher RON

fuels could achieve higher loads than low RON fuels, and lower RON fuels could achieve lower

loads than high RON fuels at a fixed engine speed.

3.1.3. Scope of Work

In Chapter 2, market-typical variations in commercial gasolines were shown to have little effect

on the HCCI operating range, particularly at the LLL. However, the impact of fuel chemistry on

the LLL was examined only over the range of market-typical variations in gasolines. Therefore,

in this study, the sensitivity of the LLL to a much broader range of fuels (with regards to fuel

ignitability) was investigated to examine the broader applicability of the conclusions reached in



Chapter 2. The current experiments were performed with two well-characterized fuels with very

different ignition behaviors, primary reference fuel 90 (PRF90) and PRF60.

In the literature (e.g., [15,25,26,27,28,29]), HCCI operation is generally performed fuel-lean to

take advantage of reduced fuel consumption. However, if HCCI engines are hybridized with SI

engines, stoichiometric operation will likely be required to use current catalyst technology.

Therefore, in Chapter 2 and in the current study, the HCCI operating range was determined for

stoichiometric (0 = 1.0) mixtures. Stoichiometric operation is not well studied in the literature,

and to the authors' knowledge, this work offers the first examination of the affect of large

differences in fuel ignitability on the LLL at stoichiometric fuel/air equivalence ratios.

3.2. Experimental Apparatus and Operating Procedure

3.2.1. Experimental Apparatus

The experimental setup used in this work was reported previously in Chapter 2; however, minor

changes have been made to the fuel system to reduce downtime while switching fuels. Only the

essential features of the experimental setup are described here. The experiments were performed

on a production Mazda 2.3L, 4-cylinder, 16-valve engine, modified for single-cylinder operation.

The intake and exhaust manifolds of the production engine were modified to keep the intake air

and exhaust gases of the firing cylinder separate from the motoring cylinders' flows. This was

done to ensure accurate fuel/air ratio measurements. Other modifications to the production

engine included: increasing the compression ratio from 9.7 to 11.1, using cams with reduced

durations and lifts, and adding continuously variable cam phasing to the exhaust valve train

(continuously variable intake cam phasing was a standard feature on the production engine). The



final engine configuration is presented in Table 3-1, and a schematic of the experimental

apparatus is shown in Figure 3-1.

The fuel system used in this study consisted of one fuel tank with 3 separate bladders. Each

bladder was filled with only one fuel. To reduce purging volume, each fuel was pumped from its

respective bladder via separate fuel pumps, and each fuel was sent through its own filter. Two

valves were used to select which fuel was sent to the fuel rail. To change fuels, only the volume

from the valves to the fuel rail and the fuel rail itself required purging. This greatly reduced

wasted fuel, and significantly reduced the downtime between experiments.

The following properties were controlled during engine operation: engine coolant temperature,

fuel injection duration, spark timing (when used for starting), cam phasing, and intake air

temperature and humidity. A heater and heat exchanger were included in the coolant loop to

maintain the engine block at 900 C +/- 20C throughout all the experiments. A desktop computer

controlled the fuel injection pulse width, spark timing, and intake and exhaust cam phasing;

changes to each could be made in real time as desired. The cam phasing control was accurate to

within +/- 1 CAD, and the cam position relative to bottom dead center (BDC) was recorded once

per cycle; the resolution on cam position was +/- 1 CAD.

HCCI combustion was achieved by negative valve overlap (NVO), i.e. the exhaust valve was

closed early during the exhaust stroke to trap hot exhaust gas residuals. The thermal energy of

the exhaust gases was used to induce auto-ignition on the subsequent cycle. Cam phasing was

used to vary the engine load.
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Figure 3-1. Schematic of the experimental apparatus

Table 3-1. Engine Specifications
Displacement (cm3) 565

Bore (mm) 87.5

Stroke (mm) 94.0

Connecting Rod Length (mm) 154.8

Compression Ratio 11.1

Intake Cam Duration (o crank angle) 120

Exhaust Cam Duration (0 crank angle) 120

Intake Valve Maximum Lift (mm) 2.0

Exhaust Valve Maximum Lift (mm) 2.0

Equivalence Ratio (0) 1.0

AIR FILTER

01



3.2.2. Operating Procedure

The criteria used to define the LLL are similar to those reported previously in Chapter 2. Each

point reported as an operational limit is a 100-cycle average of the data from the last

experimental operating condition that meet the following 2 criteria:

1. The engine cannot misfire.

2. Combustion must be stable as defined by the coefficient of variation (COV) of the net

indicated mean effective pressure (NIMEP); the COV must be less than 3.5%.

In practice, criterion 2 was never a constraint on the LLL, because the engine always misfired

before the COV was ever greater than 3.5%.

When approaching the LLL, the objective was to produce as little torque as possible from the

engine. Therefore, the goal was to maintain combustion while burning the minimum amount of

fuel. Because the equivalence ratio was held constant, the amount of fuel inducted was directly

related to the amount of residual mass in the cylinder; higher residual fractions resulted in lower

fresh charge fractions. To increase the residual fraction, the exhaust cam phasing was advanced

(i.e. exhaust valve closing, EVC, occurred earlier during the exhaust stroke). At the LLL, the

EVC timing could not be advanced without producing unstable combustion or a misfire.

Near the LLL, intake cam phasing had only minor effects on load. This occurred because the

LLL was predominantly a function of the trapped residual gas fraction, which was largely

controlled by the EVC phasing. The intake cam phasing was generally set to the position that

maximized flow into the cylinder. This raised the pressure at intake valve closing (IVC) and



produced slightly higher post-compression temperatures than other IVC timings, allowing for

lower load operation. This phenomenon was demonstrated quantitatively by Andreae [5] and

Andreae et al. [20].

3.2.3. Test Matrix

In Koopmans et al. [16] and IFP [30], PRFs with an octane number larger than 70 achieved

approximately equivalent ignition timing for a fixed set of engine operating conditions.

However, the results from [30] showed that PRF60 exhibited earlier combustion phasing than

PRF70. Based on these results, PRFs 60 and 90 were chosen for experimentation. Furthermore,

data from the fuel survey performed for Chapter 2 show that PRF60 represents an octane number

well outside the range of commercial variability. PRF90 was chosen because it had an octane

number similar to commercial gasolines, and it was several octane numbers higher than PRF60;

the objective was to test the sensitivity of the LLL to fuels with vastly different auto-ignition

characteristics.

For both fuels, the LLL of HCCI operability was obtained at 3 engine speeds: 1000, 1500, and

2000 RPM. All experiments were performed at wide open throttle (naturally-aspirated), and the

intake air was conditioned to reduce ambient effects on the LLL. The intake air was

dehumidified to a dew point of 40C (corresponding to a water vapor mole fraction of

approximately 0.7%) and then reheated to 40'C before entering the engine. All experiments were

performed at stoichiometric fuel/air equivalence ratios.

3.3. Experimental Results

The LLL trajectories for PRFs 60 and 90 at 1000 RPM are shown in Figure 3-2. Each point on

the plot represents the steady-state load for a fixed set of engine operating conditions: between



points OEVc was advanced. The intake cam phasing at the LLL for both fuels was very similar:

On'c for PRF90 was 141 CAD before top center, and Orvc for PRF60 was 144 CAD before top

center. As the exhaust valve timing was advanced, more residual gases were trapped in the

cylinder. This decreased the available cylinder volume for fresh fuel and air, and the reduction in

fueling resulted in a lower engine load. The LLL was reached when the OEvc could not be

advanced without violating one of the previously outlined constraints. At this engine speed, the

LLL of PRF60 was approximately 1.04 bar (-30%) lower than that of PRF90.
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Figure 3-2. Experimental LLL trajectories for PRFs 60 and 90 at 1000 RPM
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Furthermore, as shown in Figure 3-3, the combustion phasing of PRF60 at the LLL was

significantly advanced (-4.7 CAD) relative to PRF90. The results from Figure 3-4 show that the

LLL measurement for a single fuel was repeatable to approximately 0.11 bar NIMEP at this

speed. The standard deviation of the 5 LLL measurements was 0.05 bar NIMEP, much smaller

than the observed difference of 1.04 bar in the LLLs of PRF60 and PRF90. Therefore, fuel

ignitability does significantly influence the lowest achievable load at 1000 RPM.

The LLL trajectories for PRF60 and PRF90 were also performed at 1500 RPM. The results for

both fuels are shown in Figure 3-5. The intake cam phasing at the LLL for both fuels was vc =

138 CAD before top center. At this engine speed, the difference in LLLs between the 2 fuels was

only 0.04 bar NIMEP. Furthermore, as shown in Figure 3-6, the LLL for a single fuel at this

speed was repeatable to approximately 0.15 bar NIMEP; the standard deviation of the 5 repeated

LLL measurements was 0.06 bar NIMEP. Therefore, over the range of PRFs tested, fuel

ignitability had no effect on the LLL at 1500 RPM. The pressure traces at the LLL for each fuel

are shown in Figure 3-7. As expected from the small difference in the LLLs, the pressure traces

from each fuel were similar. The combustion phasing for PRF60 was only approximately 1.35

CAD earlier than that of PRF90. These results are consistent with the data presented in Chapter

2, which showed that market-typical changes in fuel chemistry had only minor effects on the

LLL and combustion phasing at 1500 RPM.
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Figure 3-7. Experimental LLL pressure traces for PRFs 60 and 90 at 1500 RPM

To examine how further increasing the engine speed affected the LLLs of PRFs 60 and 90, the

LLL of each fuel was also obtained at 2000 RPM. The LLL trajectories for each fuel are shown

in Figure 3-8. The intake cam phasing at the LLL for both fuels was Owc = 134 CAD before top

center. Here, PRF60 achieved a lower LLL than PRF90 by approximately 0.07 bar NIMEP. The

LLL of PRF90 was repeated 4 times at 2000 RPM, and the LLL points from those experiments

are shown in Figure 3-9. Here, the LLL was repeatable to within approximately 0.06 bar NIMEP.

Furthermore, as shown in Figure 3-10 the pressure traces for both fuels at the LLL are nearly

identical. Therefore, over the range of PRFs tested, fuel ignitability had no effect on the LLL at

2000 RPM. These results are consistent with those from Chapter 2.
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Figure 3-10. Experimental LLL pressure traces for PRFs 60 and 90 at 2000 RPM

3.4. Discussion

The objective of this study was to examine how large changes in fuel ignitability affected the

LLL of HCCI operability. Across the range of speeds studied (1000 to 2000 RPM), fuel

ignitability only had a significant effect on the LLL at 1000 RPM. Furthermore, both PRF60 and

PRF90 had approximately equal combustion phasing at 1500 and 2000 RPM. This trend (i.e.,

significantly different fuels obtaining similar LLLs) is consistent with the market fuel

experiments presented in Chapter 2, which showed that a range of market-typical gasolines did

not materially affect the LLL of HCCI operability. While the trend in the LLL behavior between

PRFs and market gasolines is consistent, one should note that the LLLs of the PRFs were higher

(up to approximately 25%) than the LLLs of the market gasolines at a constant speed. This is not

too surprising because several authors (e.g., Shibata et al. [13]) have shown that PRFs and

commercial gasolines with the same octane number do not have identical combustion



characteristics in an HCCI engine. In addition, the results from Chapter 2 showed that the

repeatability of the LLL over an extended period of time (-months) was poor: the variations in

some cases were as large as approximately 28%. Therefore, comparing the absolute values of the

LLLs here with the data from Chapter 2 is difficult. The cause of the large variations with time is

currently unresolved. These large variations in the absolute LLL over extended test periods point

to the importance of testing the PRFs with little downtime between the experiments. All the

LLLs reported here at a constant speed were obtained either on a single day or within a few days.

At 1000 RPM, PRF60 ignited significantly earlier (-4.7 CAD) than PRF90 leading to a much

lower LLL. At first glance, this is quite surprising: a relatively small change in engine speed

caused a large change in fuel sensitivity. A possible explanation for the observed trends in

combustion phasing and the LLLs is that at the higher engine speeds (i.e., 1500 and 2000 RPM),

the in-cylinder gases remain hot due to reduced time for heat transfer. The hotter in-cylinder

conditions would diminish the differences in ignition delays between the fuels; this would

simultaneously result in similar LLL behavior. Prior work by Fieweger, Blumenthal, and

Adomeit [31] showed that the ignition delays, as measured in a shock tube, of PRFs 60, 80, 90,

and 100 all converged at high shock temperatures. The similarities in ignition delays among the

fuels would result in similar LLL behavior.

At lower engine speeds, the available time for heat transfer between the gases and the cylinder

walls increases. Consequently the trapped charge is colder than at higher speeds. These colder

temperatures at 1000 RPM would cause fuel effects to be more apparent. This trend is observed

experimentally: PRFs 60 and 90 ignite with significantly different ignition delays at 1000 RPM,

but at 1500 and 2000 RPM, both fuels have nearly constant combustion phasing. This causes the



LLLs of the fuels to be similar at 1500 and 2000 RPM but significantly different at 1000 RPM.

The results from Chapter 2 also showed that the differences in the LLL among several market-

typical gasolines shrunk as engine speed increased. Unfortunately, the in-cylinder temperature

cannot be directly measured with the current experimental apparatus, so a direct test of this

hypothesis is presently not feasible.

3.5. Conclusions

The impact of fuel ignitability on the LLL of HCCI operability was examined. PRFs 60 and 90

were tested in a naturally-aspirated, single-cylinder HCCI engine, which used NVO to initiate

combustion. The PRFs were selected to span a large range in fuel ignitability. The LLL of each

fuel was obtained at 1000, 1500, and 2000 RPM. The experiments were performed at 0 = 1.0,

and the LLLs were obtained by varying the cam phasing. The following conclusions were

reached:

* At 1500 and 2000 RPM, fuel ignitability had no effect on the LLL or combustion

phasing. PRFs 60 and 90 achieved the equivalent LLLs to within experimental

repeatability. This trend was in agreement with the previous work using market gasolines

(see Chapter 2).

* At 1000 RPM, fuel ignitability had a significant impact on both the LLL and combustion

phasing; PRF60 achieved a lower LLL by approximately 1.0 bar (-30%) NIMEP, and its

combustion phasing was approximately 4.7 CAD earlier than PRF90.



* A possible explanation for the large change in fuel sensitivity at 1000 RPM was

proposed. The sensitivity was likely linked to the in-cylinder temperature. The hotter in-

cylinder temperatures at higher engine speeds would diminish the effects of fuel

chemistry on combustion phasing, which would simultaneously reduce the changes in the

LLL. This hypothesis is consistent with prior trends in the literature but could not be

directly tested due to the inability to measure the in-cylinder temperature with this

experimental apparatus.

The results at 1500 and 2000 RPM reaffirm the conclusions reached in Chapter 2 with the

market fuel experiments: fuel ignitability does not significantly impact the LLL of HCCI

operability. However, the results at 1000 RPM are quite surprising: a small change in engine

speed resulted in a large fuel sensitivity. Potential reasons for this sudden change in fuel

behavior are reexamined in Chapter 5.



4. DETAILED CHEMICAL KINETIC SIMULATIONS OF HCCI ENGINE

TRANSIENTS

Because HCCI combustion is controlled by chemical kinetics, this combustion regime is well

suited for studying via kinetic simulations. Developing accurate models to investigate engine

performance and the effects of various operating parameters (e.g. fuel used, valve timing), etc. is

important to the experimental community. Analyzing all these factors exclusively in the

laboratory would be expensive, inefficient, and impractical because many variables (e.g. in-

cylinder temperature) are either difficult to measure or impossible to isolate due to complex

interactions with other variables. This chapter introduces a fast, full-cycle HCCI simulation tool,

which uses detailed chemical kinetics to model the combustion process. Here, the tool is used to

investigate transient operation in HCCI engines. However, the ultimate purpose of creating this

simulator was to study the phenomenon that causes an HCCI engine to misfire (see Chapter 5).

4.1. Introduction

Despite the advantages of HCCI engines over SI and diesel engines, a number of technical issues

must be resolved before HCCI engines are significantly commercialized. Many of the

complications stem from the lack of a mechanical means to control combustion phasing in an

HCCI engine. Additionally, for negative valve overlap-induced HCCI, there is a strong

dependence of the present cycle on the previous cycle. These factors make controlling HCCI

engines during transient operation among the most prevalent issues that need to be addressed.



Under normal day-to-day usage, an automobile engine experiences numerous transients (e.g.,

during cold-start and acceleration). In an HCCI engine, responding to these transients in a

manner that is transparent to the driver is difficult due to the absence of an inherent strategy to

control the combustion event (e.g., spark timing). Furthermore, the maximum and minimum

torque range of an HCCI engine is small in comparison to an SI or diesel engine of the same

displaced volume. Consequently, the commercial application of HCCI engines may require the

hybridization with other types of engines (e.g., SI or diesel). That is, when the torque output of

the engine is within the operating range of HCCI combustion, then the engine is operated in

HCCI-mode; otherwise, the engine is operated in SI- or diesel-mode. If such a hybridization

scheme is realized, then the transitions between the different combustion modes will introduce

transients that must be controlled smoothly, so that vehicle drivability is not hindered. Hence, the

characterization and understanding of HCCI engine transients is critical for making them

practical.

HCCI engine simulators that model transient operation must be time accurate. In particular, the

modeling tools must predict accurately the thermodynamic state of the cylinder at intake valve

closing (IVC). This state of the system has direct implications on combustion phasing and

duration [32]. In a full-cycle simulation tool, the conditions at IVC for each cycle are obtained

automatically from the converged solution of the previous engine cycle. To model the detailed

chemical kinetics that govern the oxidation of automotive fuels, a full-cycle simulation tool must

be computationally efficient so that it can be used with modest computing resources.



Most research on HCCI engines, both experimental and simulation-based, is focused on steady-

state operation. Largely, this is a result of the difficulty in controlling transient operation in the

HCCI combustion regime. Experimentally, Santoso, Matthews, and Cheng [6] demonstrated the

ability to control mode switching between SI and HCCI (and vice versa) in a single-cylinder

gasoline HCCI engine by using an electromagnetic variable valve timing system. In subsequent

work [33], the authors developed a load-following controller that managed the load subject to

changes in engine speed and intake air temperature. Additional experimental work has examined

various aspects of HCCI engine operation during transients (e.g., [7,8,34]).

Ohyama [35] developed a simplistic model of a gasoline HCCI engine that contained three sub-

models: intake, combustion, and gas exchange. The combustion process was represented using a

Livengood-Wu integral, which gave information on the temperature of the burned gas and on

characteristics of the auto-ignition process. Using this model, Ohyama investigated control

strategies for transient operation of HCCI engines. Xie et al. [36] developed an engine simulator

for investigating the ability of a 4-variable valve actuating system to control HCCI (or CAI -

controlled auto-ignition) operation and to control combustion mode switching between SI and

CAI. Their model linked a commercial cycle simulation package (GT-Power) with a user-

defined, external model for heat release. The external model, however, did not use a detailed

chemical kinetics mechanism for combustion, and the authors developed their own model for

heat release. Chang et al. [37] also used GT-Power with an external, user-defined model for

combustion. They investigated the effects of the cylinder wall temperature and the residual

temperature on gasoline HCCI combustion. They also performed simulations to examine the

impact of speed and load transients on the HCCI operating range. This model, however, did not



use detailed chemistry to model the chemical kinetics of the combustion process. Agrell et al.

[38- 41] developed a transient simulation tool to study a variety of strategies to control

combustion phasing; they used a Vibe correlation to simulate the heat release. Xu et al. [42,43]

used CHEMKIN [44,45] to solve a detailed combustion model, which was "linked" with a full-

cycle engine simulation package (i.e., GESIM [42] or WAVE [43]). However, the linkage

between the programs was not automated and the results of the engine simulation package had to

be iteratively compared with those of CHEMKIN until the two programs predicted the same

ignition timing. Narayanaswamy and Rutland [46] built an automated, transient simulation tool

for a diesel HCCI engine that combined a full-cycle simulation package (GT-Power) with a

multi-zone chemistry model, which used a skeletal mechanism for n-heptane. They used their

model to examine the impact of injection timing, exhaust gas recirculation (EGR), intake gas

temperature, and IVC timing on combustion phasing. They also used their model to test control

strategies for handling speed and load transients. The model was further refined in subsequent

works [47,48] to use computational fluid dynamics (CFD) to model the mixing and combustion

processes in the cylinder. The new model was used to examine similar conditions as in [46], and

the results with the CFD showed closer agreement with experimental results. Such detailed

simulations are expensive even with skeletal chemical mechanisms; faster computational

methods capable of handling more accurate chemistry models would be quite helpful for

understanding how fuel variations affect HCCI engine transients.

Other research groups have used different methods to simulate HCCI engines, almost always

focusing on engines running steady-state. Bhave et al. [49] used a probability density function

based stochastic reactor model coupled with GT-Power to investigate the effect of octane



number on combustion, emissions, and engine performance. Good agreement was observed

between the predicted and measured values for in-cylinder pressure, auto-ignition timing, and

CO, HC, and NOx emissions. In Erlandsson et al. [50], the performance and efficiency of an

HCCI engine running on natural and landfill gases was examined. For these studies, a zero-

dimensional model of the engine, turbo, inlet and exhaust manifolds, and inlet air conditioner

was used to study the effect of compression ratio and exhaust turbine size on the maximum mean

effective pressure and efficiency. Aceves et al. [51] modeled HCCI engines by developing an

artificial neural network-based code that was integrated into a fluid mechanics code, KIVA3V

[520]. The code provided reasonable predictions for HCCI combustion and emissions at a

reduced computational cost.

This work introduces a fast full-cycle HCCI engine simulator (MITES: MIT Engine Simulator)

for gasoline engines that is fully automated, uses detailed chemical kinetic mechanisms, and is

capable of modeling engine transients. MITES is a modeling tool that combines the Ricardo

WAVE software package with a 2-zone model to represent the cylinder of an engine. When

modeling a primary reference fuel (PRF) mechanism containing over 1000 species and 4000

reactions, MITES required only 7 - 8 minutes per cycle on a desktop PC. We use MITES to

simulate transients in fueling, speed, and valve timing of a single-cylinder HCCI engine. The

model predictions are compared with experimental data obtained from a single-cylinder HCCI

engine.



4.2. Experimental Configuration

The experiments were performed using a modified, port fuel injected 2.3L in-line 4 cylinder, 16

valve, production-built, Mazda spark-ignition engine. Engine specifications are listed in Table

4-1. The modifications to the engine included: increasing the compression ratio from 9.7 to 11.1,

adding cam phasing to the exhaust valve train (continuously variable intake cam phasing is a

standard feature on the production engine), and using cams that decreased the duration and lift of

the valve events to allow for HCCI operation. In addition to the engine modifications described

above, alterations were made to both the intake and exhaust manifolds. For the intake, a custom

manifold was used so that air pressure and temperature could be measured 5 cm from the intake

port; furthermore, a chiller/condenser and an electric heater were added to the intake system to

control the humidity and temperature of the intake air. To reduce the experimental complexity,

while retaining the essential physics, tests were performed using one firing cylinder; the

remaining three cylinders were motored. Because a lambda sensor was used to monitor the

exhaust air/fuel ratio, a custom exhaust manifold was required for the firing cylinder. The

manifold was designed to keep the air from the three motored cylinders separate from the

exhaust exiting the firing cylinder so that an accurate measure of the air/fuel ratio was obtained.

The following properties were controlled during operation of the engine: intake air temperature

and humidity, engine coolant temperature, fuel injection duration, spark timing (when used for

starting), and cam phasing. All experiments were performed with the engine in a warmed-up

state. This was accomplished by adding a heater to the coolant loop of the engine. The heater

warms the coolant to 900C, and a proportional-integral controller keeps the coolant to within

+2'C. The fuel injection pulse width, spark timing, and intake and exhaust cam phasing were all



controlled with a desktop computer and changed in real time as desired. The cam phasing was

continuously variable within a range of 35 crank angle degrees (CAD). If a desired cam position

was outside of the 35 CAD range, the default position of the cam was reset manually to allow the

desired position to be reached. The control strategy was accurate to within ±1 CAD, and the

feedback on cam position was available once per cycle; the resolution on cam position

measurement was I CAD.

HCCI combustion is induced by trapping large (relative to SI operation) fractions of residual

gases in the cylinder. This trapping strategy is referred to as negative valve overlap, i.e., the

exhaust valve is closed early during the exhaust stroke. The thermal energy of the exhaust gases

are used to achieve auto-ignition. For this negative valve overlap strategy, cams with 120 CAD

durations were selected for both the exhaust and intake cams; the 120 CAD cams were designed

to maximize lift. This selection was made based on prior modeling results [53]. With the short

duration of the cams, however, the available lift (without putting undo stress on the lobes of the

cam) was only 2 mm.

Because HCCI combustion is achieved using hot residual gases, the engine was started in SI-

mode. Once the engine was running, the cam position was set to trap sufficient residual gases to

induce auto-ignition. Then, HCCI combustion was achieved by disabling the spark via the

computer controller.



4.3. HCCI Engine Simulator

4.3.1. WAVE Model

The numerical simulations were performed by combining the Ricardo WAVE engine simulator

with a 2-zone model of the engine cylinder. WAVE uses a one-dimensional fluid mechanics

description of the flow of fuel and air through the fuel injection system and the ducts that

connect to the cylinder. The configuration and dimensions of the intake and exhaust systems in

the WAVE model were derived from the actual dimensions of the experimental engine described

above. The experimental intake system is complex and consists of a chiller, an air heater, an air

filter, and duct work. The impact of these components on the intake system was modeled in

WAVE by using a boundary condition block for which pressure and temperature time profiles

were user-specified. The profiles used were the air pressure from the experimental intake

manifold and the set-point temperature of the air heater. There were, however, some

characteristics of the engine that were not represented in the WAVE model e.g., corrugation of

the exhaust pipes. Nevertheless, the essential features of the gas exchange process were captured

by the model.

4.3.2. Cylinder Model

To model accurately the CAI process, it is essential to use a detailed chemical kinetics model.

The built-in cylinder models included with WAVE use a Wiebe function to model the

combustion event: detailed kinetics models are not used. Therefore, an external, user-defined

model of the cylinder was used to model the CAI process; Ricardo WAVE was used to model

the intake/exhaust system.



The cylinder model used for this work was a 2-zone model that divides the cylinder into two

regions: a boundary layer zone and a core zone. Here, the "boundary layer" zone was not a

boundary layer in the strictest sense. Rather, it represented the mass in the colder volumes of the

cylinder (i.e., the true boundary layer and crevice volumes). The boundary layer zone contained

a user-specified fraction, Xbouiday, of the mass in the cylinder. In the present work xbo,,nda,, = 0.05:

the boundary layer zone contained 5% of the total mass. Setting xbounc,,J, = 0.05 was consistent

with prior work in the literature [54], in which the authors assigned 5% of the total cylinder mass

to the coldest 5 zones to account for boundary layer and crevice volume effects. The 5% mass

distribution in the boundary layer was maintained throughout the cycle, as in [54]. In practice,

the boundary layer and crevice volumes remain at relatively low temperatures due to heat loss to

the walls. As a result, it was assumed that no chemical reactions occurred in the boundary layer

zone. This assumption is consistent with the results in [55]. The core zone containes the

remaining mass in the cylinder and is the zone in which the combustion event (i.e., chemical

reactions) occurs. Both zones were modeled as perfectly mixed; however, the perfectly mixed

assumption for the boundary layer zone is superfluous, since no reactions occur there. The

pressure throughout the cylinder was taken to be spatially uniform.

The input variables to the 2-zone model were { Tc , Yc , m, Vc } at IVC. Here, Tc is the

temperature in the core, Yc = IYI,c ,Y2,c ,...,Y,,c} is the vector of mass fractions for the n,

chemical species in the core, m is the total mass of the mixture in the cylinder (boundary layer

and core zones), and Vc is the volume of the core. The temperature of the boundary layer (TB)

was assumed to be the average of the core temperature and the area-averaged (i.e., piston,

cylinder head, and cylinder liner) cylinder wall temperature (Tw)



T= - (4-1)

The piston, cylinder head, and cylinder liner temperatures were assumed to be constant

throughout the simulations.

The 2-zone model describes the time evolution of the combustion process by the following

system of differential-algebraic equations (DAEs):

-- = V 1 (4-2)
dt

dV
dT- P -V' c uZ iu4 +q

Sdt (4-3)
dt (I - x,,oundarY )m Cv,c + 0.5,,oundarYin cv,

R((m T,/W)+(mc-/1Wc)
P = (4-4)

Vv[

Here, vc is the specific volume of the core, 4. is the net molar production rate of species i, W is

the molecular weight of species i, P is the pressure in the cylinder, V(q is the volume of the

cylinder, ui is the specific internal energy of species i, q is the rate of heat loss to the walls of the

cylinder, c, is the specific heat at constant volume (zone denoted by subscript), R is the universal

gas constant, mc is the core mass, min is the boundary layer mass, and W = I1 , ./1 is the

effective molar mass (zone denoted by subscript). SI units were used for all quantities. The

volume of the core was computed using the ideal gas law: Vc. = mcTR/(WcP). V,, was

computed using the slider-crank relationship [56], and the rate of heat transfer (c") model are

described below. The thermodynamic quantities and molar production rates were computed



using OpenChem Pro [57]. Note that, due to the assumption of spatial homogeneity in the

cylinder, the system of equations did not contain spatial variations. Also, the ideal gas equation

of state (used to compute the pressure) was incorporated as an algebraic constraint to make the

Jacobian sparse [58].

Equation (4-3) was obtained via summation of the core and boundary layer zone energy balance

equations. Equation (4-2) was then differentiated to obtain dTl/dt, which was then substituted

into the sum of the energy balances. Solving the summation for dTc/dt resulted in Equation

(4-4).

The 2-zone model was used to compute the state of the mixture in the cylinder from IVC to

exhaust valve opening (EVO) and during the re-compression event (i.e., exhaust valve closing

(EVC) to intake valve opening (IVO)). It should be noted that building an accurate, full-cycle

simulator for an HCCI engine was difficult due to the feedback nature of the residual-induced

ignition process. The difficulty arose from the requirement for proper initial conditions for each

cycle. In MITES, the conditions at IVC were predicted by WAVE as a result of solving the one-

dimensional transport equations that model the intake system (e.g., flow across the valves, heat

transfer in the ports). This information was then passed to the 2-zone model and used as the

initial condition.

An additional difficulty arose while coupling the user-defined cylinder model with the Ricardo

WAVE software: the PRF mechanism has over 1000 chemical species, and WAVE tracks only 5

"species." WAVE's species are air, vapor fuel, burned air, burned fuel, and liquid fuel. The user-

defined model exchanges information with WAVE at every time step. However, during the



closed portions of the cycle (i.e., IVC to EVO and EVC to IVO), all thermal and physical

properties were calculated from the chemical species in the PRF mechanism. During the gas

exchange processes (i.e., EVO to EVC and IVO to IVC), WAVE calculated the state of the

cylinder from its pseudo-species. During the combustion and recompression processes, the

chemical species in the PRF mechanism were converted to the WAVE species. During the gas

exchange processes, the detailed species concentrations were assumed to be frozen and thus

remain constant. Reactions can occur during the recompression process, however. At IVC, the

WAVE-calculated residual mass fraction was set to have the concentration of the frozen detailed

species from IVO. The residual mass was then mixed with a fresh charge. The mass and

composition of the fresh charge were determined by WAVE. The fresh mass contains only air

(i.e., N2 and 02) and fuel (i.e., iso-octane and n-heptane) and was thus easily converted to the

PRF species.

Equations (4-2) to (4-4) were solved using the JACOBIAN software package [57], which

contains a specialized numerical solver, DSL48S, for sparse systems of DAEs [59]. To

accelerate the computations, analytical expressions for the Jacobians were computed a priori

using automatic differentiation [60]. Prior work by Yelvington et al. [61] demonstrated that use

of DSL48S and the analytical Jacobians can increase computational speed by more than an order

of magnitude relative to other ODE solvers (e.g., DASSL, VODE).

4.3.3. Heat Transfer Model

Due to the sensitivity of the auto-ignition process in HCCI engines, it was necessary to model

accurately the heat transfer processes between the cylinder walls and the mixture inside the

cylinder. Despite its widespread use in HCCI engine simulations, the Woschni and reduced



Woschni heat transfer correlations [62] were developed for a direct-injection, four-valve diesel

engine without swirl, which is an operating regime quite different than that of HCCI engines.

Chang et al. [63] showed that both the original and modified Woschni correlations do not

accurately describe heat flux profiles that are measured from an HCCI engine. As a result, they

proposed the following global heat transfer coefficient that is appropriate for HCCI simulations

h(t) = ca,,iL (t)-' P(t)os T(t)-0.73 v,,d (t)08 (4-5)

where a,,,in,,g is a scaling factor used for tuning the heat transfer coefficient to match a specific

engine geometry, L(t) is a characteristic length taken to be the instantaneous chamber height, P(t)

is the pressure, T(t) is the overall temperature of the mixture in the cylinder, and Viuned is a

modified (from the original form of Woschni) expression for the average velocity of the gas in

the cylinder (see [63] for details). The value of a,,,caig used here, and in [63], is 11.1

Wm-2.6K-0.27(s/kPa) 8. It should be noted that Aca,,, is not tuned to match the engine geometry

used in this work. In the 2-zone model, T(t) is computed using the ideal gas law

PV ,W,
T(t) P ? T (4-6)

mR

where Wr = /Z;i1((1- xhou ,o),~ / +xbou,,B,,r~, is a weighted sum of the mass

fractions in the core and boundary layer zones. Hence, to compute the overall temperature,

quantities from the boundary layer and core regions were combined, and the relative importance

of each term was determined by the size the region occupies in the cylinder.

Included in the expression for Viuned (see [63] for details) is a term that involves the difference

between the pressure in the cylinder and the motored pressure. The motored pressure, which is a



function of CAD (and, therefore, time), may be measured experimentally or computed using

WAVE; the present work used motored pressures that ere computed using WAVE. Regardless of

how it is determined, values of the motored pressure are obtained at discrete crank angles. When

running a simulation in MITES, it is likely that a value of the motored pressure will be required

at a crank angle for which there is no data. In this case, linear interpolation between known

pressures is used to compute the pressure at the required crank angle.

Using Equation (4-4) for the heat transfer coefficient, the heat transfer model used in Equation

(4-2) is

= h(t)A(r, -T)+ A,, -T)+ A, (T- ))(4-7)

where A,, Ah, Ap are the areas of the cylinder liner, cylinder head, and piston, respectively:

similar subscript notation is used for the temperatures. Estimates for the piston, cylinder head,

and cylinder liner temperatures were obtained from the engine manufacturer.

4.4. Results

Experimental and numerical studies were performed using the engine parameters listed in Table

4-1. The fuel is a blend of 90 volume-percent iso-octane and 10 volume-percent n-heptane

(PRF90). The combustion chemistry was modeled using the iso-octane/n-heptane chemical

kinetics mechanism from Lawrence Livermore National Laboratory (LLNL) [64]. This full

mechanism contains 1036 species undergoing 4238 elementary reactions. No emissions data are

presented because the mechanism does not contain nitrogen chemistry, and single-zone HCCI

models give poor estimates of hydrocarbon and CO emission [54,65]. Due to the broad range of



timescales involved, this chemistry model leads to large systems of stiff differential equations. In

section 4.4.1, experimental and numerical results are compared and steady-state operation of

MITES is demonstrated. Sections 4.4.2, 4.4.3, and 4.4.4 examine the impact of fueling, speed,

and valve timing transients on the performance of the engine, respectively. Finally, section 4.4.5

discusses the computational performance of MITES and comments on the role that MITES can

play in the design of HCCI engines.

Table 4-1. Parameters of the single-cylinder engine.
Abbreviations: crank angle degree (CAD), revolutions per minute (RPM), primary reference fiel (PRF)

Compression Ratio 11.1

Bore (mm) 87.5

Stroke (mm) 94.0

Cam Duration (o crank angle) 120

Maximum Valve Lift (mm) 2.0

Speed (RPM) 1250 -1500

Inlet Charge Temperature (oC) 40.0

Fuel PRF 90

Equivalence Ratio (4)) 1.0

4.4.1. Simulating Steady-state Operation

To evaluate quantitatively the predictive capability of MITES without any calibration to

experimental data, a simulation and experiment with identical operating conditions (e.g., 0, valve



timing, intake air temperature) at 1500 RPM was performed. A comparison of the corresponding

steady-state results is summarized in Table 4-2.

The observed differences in peak pressure are largely due to the 2-zone model that represents the

cylinder (see, for example, [54]). The model-predicted, peak pressure is reduced by having 5%

of the in-cylinder mass in the non-reactive boundary layer; however, because the core zone

reacts as a lumped mass, the burning rate is over-predicted, which leads to the over-prediction of

peak pressure, a characteristic common to all single-zone models. Over-prediction of the burning

rate also caused the experimental CA50 to lag the model-predicted CA50: the crank angle at

which 50% of the cumulative heat release occurs (which, for this engine, is the location of the

maximum rate of pressure rise [5]). There are likely inaccuracies in the WAVE model that

represents the intake/exhaust systems.

Table 4-2. Comparison of experimental and numerical results for steady-state operation:
CA50 - crank angle at which 50% of the cumulative heat release occurs, Pmax - maximum in-cylinder pressure, mi

- mass o fuel in the cylinder, m'f - mass flow rate of fel.

Experimental Numerical

CA50 (CAD) 10.6 3.3

Pmax (bar) 33.2 45.2

mf (mg) 16.1 14.0

m'f (g/s) 0.18 0.15

These inaccuracies led to errors in the flow rates to and from the cylinder model, which

subsequently affected the peak pressure and combustion phasing. Note that the differences in

fuel mass and combustion phasing led to different engine loads, which is apparent in subsequent

sections.



The steady-state simulation results presented here and the simulation results in all subsequent

sections were obtained without any calibration to experimental data. This is in contrast to

common practices in the literature. However, the motivation for this work was not to fit

experimental data; this can be accomplished with a much simpler model. Rather, MITES is

designed for the purpose of predicting future experiments in new engines, possibly with new

fuels, and in such cases, experimental data would not be available. Without calibration, MITES

did not currently capture the experimental combustion phasing (shown in Table 4-2). Such errors

are expected because even calibrated models can have errors as large as I to 3 CAD in

combustion phasing, and such errors are considered very acceptable [66]. However, as shown in

subsequent sections, even without calibration, MITES predicts experimental trends (e.g.,

transient time constants) fairly accurately.

The full-cycle simulation capability of MITES is demonstrated in Figure 4-1a. Here,

experimental and numerical pressure profiles for three steady-state cycles are shown. Further, to

demonstrate that MITES captured the cycle-to-cycle dynamics en route to steady-state, pressure

profiles for 4 cycles before and 3 cycles after steady-state are shown in Figure lb. From cycles

58 - 60 in Figure lb, we observe that MITES has reached steady-state and has little cycle-to-

cycle variation.
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Figure 4-1. In-cylinder pressure versus crank angle degree
(a) as determined experimentally (solid) and numerically (dashed) for three steady-state

cycles; (b) close-up of the combustion event for seven cycles as MITES reaches steady-state.
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To demonstrate the robustness of MITES and its ability to achieve steady-state solutions from

different initial conditions, Figure 4-2a shows the gross indicated mean effective pressure

(GIMEP) versus cycle starting from two different initial conditions (as listed in Table 4-3);

Figure 4-2b shows the corresponding plot for CA50. From simulation 1 to 2, the temperature at

IVC is increased by approximately 4.6%, the pressure at IVC is increased by approximately

9.5%, and the residual fraction is reduced from 50% to 40%. These new initial conditions result

in an increase in load of approximately 20.4% and a decrease in CA50 of approximately 9.7

CAD (-215%) on the first cycle. Nevertheless, MITES converges to the same steady-state

solution for both cases.

From the figures we note that MITES predicts the same steady-state GIMEP and CA50 when

started from both initial conditions. Hence, the full-cycle capability of MITES resolves the initial

transients and achieves steady-state operation from slightly perturbed initial conditions. We also

observe that MITES requires approximately 20 - 25 cycles to achieve steady-state. Once steady-

state is achieved, the variance of the GIMEP and CA50 are approximately 3.83 x 10- 6 bar and

3.14 x 10- CAD, respectively: this indicates little cycle-to-cycle variation.

Table 4-3. Initial conditions for two MITES simulations.
Simulation 1 Simulatoin 2

T (K) 545 570
P (Pa) 101325 111000

% residual 50 40
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Figure 4-2. MITES simulation results en route to steady-state
for two different initial conditions (as given in Table 4-3):

(a) GIMEP; (b) CA50
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4.4.2. Fueling Transients

To examine numerically the impact of fueling transients on performance, MITES was first run to

steady-state at an equivalence ratio (0) of 0.9 (fuel lean). The equivalence ratio is defined as the

actual fuel/air ratio divided by the stoichiometric fuel/air ratio [67]. The number of cycles

required to reach steady-state operation is dependent on the user-specified initial conditions;

however, the final steady-state is independent of the initial conditions. After a steady-state 0 =

0.9 simulation was achieved, the mass of fuel that was injected into the intake duct was increased

so that 0 = 1 (stoichiometric). This rapid increase in 0 induces a transient. In the present

configuration, the speed remains constant at 1500 revolutions per minute (RPM) throughout the

duration of the simulation.

In the experimental configuration, the engine was first run to steady-state by adjusting the fuel

injection pulse width until the lambda sensor read approximately 1.1 (i.e., = 0.9). Fueling

transients were then introduced by increasing the fuel injection pulse width so that the lambda

sensor read approximately I (i.e., 0 = 1); all other engine parameters (e.g., valve timing, speed)

were held constant.

The numerical and experimental impact of these changes in fueling on the gross indicated mean

effective pressure is shown in Figure 4-3a. Only the data near the transient are shown. The

oscillations present in the experimental data in Figure 3a (and subsequent figures) are typical

cycle-to-cycle fluctuations that occur in internal combustion engines. These fluctuations result

from (among others) variations in the mixing of the fresh charge with residual gases and



variations in the masses of fresh charge and residual [68]. These processes affect combustion

stability.

In this work, combustion was defined to be stable if the coefficient of variation (COV: the

standard deviation of the load normalized by the average load [68]) of the net indicated mean

effective pressure (NIMEP) was less than 3.5%. This limit is below the practical limit of

approximately 10%; larger COVs lead to problems in drivability [68]. The COV of the

experimental data in Figure 4-3a before the transient is approximately 1.75% and is

approximately 1.24% after the transient.

From the figure, it is clear that increasing 0 increases the GIMEP. This response is expected

because an increase in the mass of fuel undergoing combustion (resulting from an increase in 0)

results in the production of more work. In addition, there is qualitative agreement between the

experimental and modeling results and, as discussed below, the response times of the engine to

fueling transients are in good agreement.

The data in Figure 4-3b represent the numerical change in the fueling rate and combustion

phasing as a result of increasing 0. MITES predicts a reduction in CA50 of approximately 1.7

CAD as a result of the fuel transient. Experimentally, the CA50 decreases by approximately 0.7

CAD after the transient (data not shown). However, the measurement error of the experimental

CA50 is + 1 CAD, and the standard deviation of the experimental CA50 both before and after the

transient is approximately 1.9 CAD. Therefore, the model-predicted change in combustion

phasing is within the experimental uncertainty.
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During the fuel transient, all other operating conditions were fixed. Consequently, increasing the

equivalence ratio increases the mass flow rate of fuel. In the simulations, the mass flow rate of

fuel changes substantially one cycle prior to a change in the CA50. The lag of the CA50 relative

to the fueling rate is due to the definition of the starting point of each simulated cycle in MITES;

new cycles begin at IVC. Consequently, when a change in fueling rate is commanded during

cycle N, the simulation must first progress through cycle N (with the old fueling rate) to the next

intake process (that of cycle N+I) before the effects of the new fueling rate affect the trapped

charge. As a result, the change in fueling rate observed in cycle N affects the conditions at IVC

of cycle N+1. This causes the one-cycle lag in the CA50 relative to the fueling rate change. As

the fueling rate increases, the CA50 initially increases (i.e., combustion is later). As more fuel is

injected into the intake port, a larger amount of energy is required to vaporize the fuel. The heat

required to vaporize the fuel is taken from the intake charge, thus cooling it by approximately

4K. The colder charge results in later combustion phasing. When combustion phasing is later,

less energy is removed from the gases as work, which results in hotter trapped residuals. These

gases raise the temperature at IVC on the subsequent cycle (by = 10K) resulting in earlier

combustion phasing (i.e., smaller CA50). A steady-state is reached once a balance is achieved

between combustion phasing and the cooling effect of vaporizing more fuel.

The mean of the GIMEP when 0 = 0.9 for the experimentally obtained data is GIMEP = 3.98

bar; the corresponding mean for the simulation data is GIMEP = 4.16 bar. When the

equivalence ratio is increased to b = 1, the mean of the experimentally obtained load is GIMEP

- 4.34 bar; the corresponding mean for the simulation is GIMEP = 4.59 bar. Therefore, the



difference between the numerical and experimental values of the GIMEP is less than 6% for both

lean and stoichiometric operation: this is excellent agreement especially in light of the 2-zone

combustion model that is used. Furthermore, when b is increased by 10%, both the experimental

and numerical results indicate an increase in the GIMEP of approximately 9%.

In the context of real engine operation, the time required for the engine to respond to a change in

the equivalence ratio is important. This delay time may, for example, be used as part of an

engine control strategy, which determines the mode in which a hybrid HCCI engine is operated.

The experimental data shown in Figure 4-3a indicate that the GIMEP of the engine responds to

the fueling transient in one engine cycle: the transition from GIMEP = 3.98 bar when = 0.9 to

GIMEP = 4.34 bar when i = 1 takes place with no intermediate data points. This fast transient

overshoots the true = 1 steady-state. After approximately four more cycles, the engine

stabilizes at its new steady-state value of GIMEP. The results from the simulation are similar: the

GIMEP jumps up in one cycle, overshoots the steady-state value, and then settles to the new

steady-state value in approximately four more cycles. In both cases, approximately 5 - 6

complete cycles are required before steady-state operation is resumed.

Note from Figure 4-3a that the steady-state GIMEPs predicted by the model for both = 0.9 and

0 = 1.0 are greater than the corresponding experimental results. The bulk of these differences is

likely due to the use of a 2-zone model which, as discussed in section 4.4.1, over-predicts the

burning rate. Consequently, the peak pressure in the cylinder is greater than the experimental
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value, which leads to a larger value of GIMEP (for the lean and stoichiometric conditions). In

addition, the differences in combustion phasing also contribute to the different values of GIMEP.

4.4.3. Speed Transients

During experimentation, the engine was first run to steady-state at 1500 RPM with = 1; the

engine speed was controlled using a dynamometer and an electric motor. A transient in speed

was initiated by making a step-change in the set-point of the dynamometer from 1500 to 1250

RPM. The new steady-state speed was not achieved instantaneously due to the finite time

required to slow the engine. The decrease in speed resulted in an increase in the volumetric

efficiency thereby causing an increase in the mass of trapped air at IVC. Consequently, unless

the fueling rate is increased, 0 will decrease. To combat these effects experimentally, a step-

change was also made to the fueling rate (manually) to ensure stoichiometric operation during

and after the speed transient; all other engine parameters were held constant.

The effects of a transient in engine speed were also investigated numerically. Using MITES, a

simulation was run to steady-state at 1500 RPM with A = 1.0. As done experimentally, a step-

change in RPM from 1500 to 1250 was made; however, the experimental lag-time required to

slow the engine was not accounted for numerically. In WAVE, a constant fuel/air ratio was

specified. Therefore, WAVE automatically determined the quantity of fuel to inject based on the

mass flow rate of air; thus, stoichiometric operation was maintained throughout the simulations.

The experimental and numerical results showing the change in GIMEP as the engine undergoes

the speed transient are shown in Figure 4-4. For clarity, only the data near the transient are

shown.
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In both the experimental and numerical results, decreasing the RPM increases the GIMEP. For

the experimental data, GIMEP increases from 4.09 bar at 1500 RPM to 4.54 bar at 1250 RPM:

an increase of approximately 11%.

Qualitatively similar results are obtained numerically: GIMEP = 4.46 bar at 1500 RPM and

GIMEP = 5.02 bar at 1250 RPM: an increase of approximately 12.5%. The over-prediction in

load is caused by several factors. As discussed above, the simulations overestimate the absolute

magnitude of the load, but the simulator correctly predicts both the percent increase in the load

and the timescale of the transient. The observed increase in load, when transitioning from 1500

to 1250 RPM, is largely due to the increase in volumetric efficiency that accompanies a

reduction in speed. This effect is more pronounced in the experimental engine used here due to

the short cam duration and low valve lift (see Table 4-1). As the volumetric efficiency increases,

the mass of trapped air at IVC also increases. Since the results above are obtained using a

constant fuel/air ratio, an increase in the mass of air in the cylinder also increases the mass of

fuel in the cylinder, which increases the load.

As seen in Figure 4-4, the numerical results show that the GIMEP decreases during the first

cycle at 1250 RPM. The reasons for this are as follows. When the engine speed is reduced, more

time is available for chemical reactions to occur during the compression and expansion strokes.

Therefore, combustion phasing tends to advance as the engine speed decreases. As shown in

Figure 4-1, combustion phasing at 1500 RPM is only slightly after TDC. Figure 4-5 is a plot of

the pressure traces around TDC for the last cycle at 1500 RPM (denoted Cycle 1) and the first 3

cycles at 1250 RPM (denoted Cycles 2 - 4). When the speed is first reduced, the additional time
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available for chemical reactions results in earlier combustion and advances the combustion

phasing before TDC. This causes the reduction in load seen in Figure 4-4. As the first cycle at

1250 RPM simulation is completed, more time is also available for heat transfer, which cools the

charge and results in later combustion phasing. Furthermore, as mentioned previously, the

reduction in speed results in more fresh charge entering the cylinder; in other words, less (hot)

residual mass is present. This, too, has a cooling effect on the IVC temperature, which retards

combustion. As seen in Figure 4-5, the second cycle at 1250 RPM (Cycle 3) is later than Cycle

2, but the combustion phasing of Cycle 3 is before TDC. For this reason, the load in Cycle 3 is

still less than the original load in Cycle I (see Figure 4-5). As further charge cooling occurs on

the subsequent cycle, combustion phasing is pushed after TDC on Cycle 4. The load then

increases as a result of the increased mass of fuel (due to the increase in volumetric efficiency),

and post-TDC combustion phasing. The results demonstrate that MITES captures relative

changes in engine performance even in the absence of absolute accuracy in the observable (e.g.,

GIMEP). The ability to capture these relative changes is important when the model is used for

engine design work.

The data in Figure 4-6a represent the experimental change in the CA50 as a result of the speed

transient. The average CA50 before the transient is approximately 8.8 CAD, with a standard

deviation of approximately 1.4 CAD. The average CA50 after the transient is approximately 12.3

CAD, with a standard deviation of approximately 1.9 CAD. The data in Figure 4-6b represent

the change in the simulated CA50 as a result of the speed transient. Significantly less cycle-to-

cycle fluctuations are observed in MITES, because the model does not replicate turbulent

fluctuations and other sources of variability. MITES predicts a near zero change between the



pre- and post-transient CA5Os. This is presumably due to the cancellation of several factors. For

example, reducing the speed allows more time for heat transfer, which cools the charge and

delays the CA50. However, at slower speeds, there is more time for chemical reactions, which

increases the CA50. Experimentally the CA50 changes approximately 3.5 CAD, indicating that

the model does not predict accurately at least one of the off-setting effects. Even models that

have been empirically adjusted to match experimental data typically reproduce HCCI CA50's to

within 2 CAD, so the approximate 4 CAD discrepancy in a pure prediction model is not

surprising.

4.4.4. Valve Timing Transients

Valve timing is critical to maintaining combustion in residual-induced HCCI engines. Therefore,

we investigated the effects of a valve timing transient on combustion phasing. Experimentally,

the engine was first run to steady-state at 1500 RPM with #= 0.9. A transient in EVC timing was

induced by advancing the exhaust cam position by 6 CAD, i.e., the exhaust valve closes 6

degrees earlier during the exhaust stroke; the intake cam position was held constant. The change

in EVC timing was accomplished by commanding a step change in the valve timing via the

controlling computer. The cam phasing controller moves the cam at a rate of approximately one

CAD per cycle at 1500 RPM. During the valve transient, all other variables, including the fuel

pulse width, remained fixed. Consequently, the equivalence ratio increases from 0.9 to 1.0 as

more residual gas is trapped in the cylinder, decreasing the volume available for fresh charge.

The numerical simulations were performed in a consistent manner to the experiments. The

simulations were first run to steady-state with # = 0.9. Upon reaching steady-state, the EVC

timing was advanced one CAD per cycle for 6 cycles. The equivalence ratio was simultaneously



increased linearly per cycle from 0.9 to 1.0 over the duration of the valve transient. At the final

valve position and equivalence ratio, the simulations were run to a new steady-state.

The experimental and numerical impacts of the EVC timing on the CA50 are shown in Figure

4-7. For clarity, only the data near the transient are shown. From the figure it is clear that closing

the exhaust valve further from TDC results in an earlier combustion event. This change in

combustion phasing is due to an increase in the mass of hot residuals that are trapped in the

cylinder; these hot residuals increase the compression temperature of the subsequent cycle,

which causes earlier combustion phasing.
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Figure 4-7. Experimental and numerical CA50 during an exhaust valve transient
from 1540 ATDC to 1480 ATDC.



From the model, the residual mass fraction increases by approximately 5% as the EVC timing

advances 6 CAD. For both the experimental and numerical data, the exhaust valve first moves at

cycle 31. However, neither set of data indicates that the combustion phasing changes

substantially on this cycle. The lag in combustion phasing relative to the exhaust valve

movement occurs because, on cycle 31, the residual fraction in the cylinder is determined

primarily by the EVC timing of cycle 30 (which was a steady-state cycle). However, once the

valve moves on cycle 31, the residual fraction in cycle 32 is larger than that in cycle 31.

Consequently, the combustion phasing in cycle 32 is advanced both experimentally and

numerically.

The experimental data indicate that the combustion phasing reaches a new steady-state in

approximately 5 - 6 cycles. The experimental phasing appears to under-shoot slightly the second

steady-state value. The numerical results show that the transient in combustion phasing is

complete in approximately 7 cycles, but no under-shoot is observed. Nevertheless, the predicted

time constant for the change in combustion phasing is accurate to within 1- 2 engine cycles.

4.4.5. Computational performance

All of the computations described above were performed on an Intel Pentium D processor

running at 2.0GHz. Each cycle of MITES (with the present engine configuration and chemical

mechanism) required approximately 7 - 8 minutes to complete. Therefore, each of the transient

simulations shown above was completed in less than 24 hours (including the time required for

the simulator to achieve steady-state). These rapid computational times demonstrate the potential

for MITES to be used as a design and analysis tool that is capable of testing different engine

configurations.



4.5. Discussion

4.5.1. Potential for Model Refinement

Steady-state and single-cycle simulations of HCCI combustion have shown that combustion

phasing is sensitive to temperature, residual fraction, and details of the fuel chemistry (see, for

example, [32,65,69]). Also well known is the propensity of "few-zone" models to overestimate

experimental quantities such as the peak pressure and engine load [54,65,66]. Many potential

improvements for steady-state modeling have been examined in the literature; here, we briefly

review some potential improvements for our transient simulator.

There are a number of enhancements that can be implemented to improve the quantitative

accuracy of MITES without using experimental data to calibrate the model. For example, the

assumption that no reactions occur in the boundary layer can be relaxed. However, in order to

model accurately true boundary layer and crevice volume effects, many additional zones would

be required. These intenrmediate zones would undergo some chemical reactions, but due to lower

temperatures, the rates at which the reactions proceed would be slower than in the core zone. The

presence of additional zones would decrease the amount and rate of heat release. Physically,

adding more zones is used to account for mixture inhomogeneities within the cylinder. Note that

the addition of more zones would increase the CPU time required to perform a given simulation.

Further refinement of the WAVE model used to represent the intake/exhaust system will also

improve the quantitative accuracy. In the present work, we found that MITES is sensitive to

changes in the WAVE model (especially the exhaust system). Therefore, by taking additional



measurements of the experimental engine (e.g., subtle bend angles in the exhaust ducts) and

entering that data into WAVE, a model that more accurately describes the engine could be used.

Improvements in the heat transfer model will also increase the quantitative accuracy of MITES.

In particular, the aN,tig used in the present work is that used in [63]. But, the engine

configuration used in [63] is different than the present configuration (e.g., bore, stroke,

compression ratio). A detailed study into the impact of ac,,ting on the solution accuracy (e.g., by

examining pressure profiles) may reveal a value of ca,,ting that is more appropriate for the present

engine configuration.

4.5.2. Usefulness of MITES

There are several reasons why it is difficult to simulate an HCCI engine to the high level of

accuracy that is desirable for engine design work. These include, for example, the modeling of

heat transfer, combustion chemistry, and the intake and exhaust flow patterns of the engine. All

of these factors, in addition to those described above, contribute to the differences between the

numerical and experimental results. Here we present a practical, transient HCCI engine simulator

that is capable of using detailed combustion chemistry for liquid gasoline fuels. The current

simulation results are obtained using the full LLNL PRF mechanism. There are several reasons

for using the detailed chemistry model. In future work, we plan to use MITES to study the

misfire limit in HCCI engines. When attempting to find the misfire boundary, having an accurate

chemical mechanism is crucial. Furthermore, while single-zone models do not provide accurate

estimates of emissions, such models can be used to estimate emissions limits [65]. When

studying the emissions limits, including detailed chemical kinetics are important. Finally, the

ability to capture some experimental trends (e.g., transient time constants), depends on having



accurate chemistry models. As shown in Figure 4-3, Figure 4-4, and Figure 4-6, MITES predicts

experimental transient time constants with reasonable accuracy.

Also, it should be born in mind that engine experiments are not perfect (e.g., see section 4.5.3).

At this point, the simulator is semi-quantitatively correct, with errors of 5 - 20% depending on

the quantity that is measured. But, the correct quantitative prediction of a single quantity is

equally as important as the relative change in a quantity in response to changes in the operating

conditions. The latter helps to characterize the operability of different configurations which is of

assistance to engine designers.

4.5.3. Experimental Errors

The engine experiments are complex and are prone to errors. A brief list of possible errors and

factors to reduce these is compiled here. First, the current resolution of crank angle

measurements is 1 CAD. Furthermore, the location of the valve timing events is known to within

± 1 CAD. Increasing the resolution of these two quantities would reduce noise in the pressure

traces and would allow for greater accuracy in determining the valve timing events. Second, for

the current engine configuration, the exact location of bottom dead center (BDC) is known to

within one degree. Errors in the location of BDC will cause errors in the GIMEP and other

calculated quantities. Fortunately, errors in BDC location can be minimized with proper

experimental techniques. The fuel/air equivalence ratio is controlled manually in these

experiments. Consequently, the fueling rate adjustment that occurs during the speed transient

may have allowed 0 to drift from 0 = 1.0. These errors can be reduced by inclusion of a feedback

mechanism from the lambda sensor to the controlling software. Finally, the pegging procedure

for determining the in-cylinder pressure is difficult in the current engine due to the low valve



lifts and short cam durations. As a result, the cylinder pressure is not likely to be completely

equalized with the intake manifold pressure (MAP). Nonetheless, all in-cylinder pressures are

pegged to the MAP at 3 CAD after BDC intake. This may lead to errors in the absolute value of

experimental GIMEPs, but the errors are consistent for all the data.

4.6. Conclusions

This work introduces a fast, full-cycle gasoline HCCI engine simulator (MITES) that is fully

automated, uses detailed chemical mechanisms, and is capable of modeling unsteady operation.

Here MITES was used to examine the effects of transient operation on HCCI engine

performance. However, the MITES was primarily developed to be a tool for studying LLL

behavior. This is discussed in the following chapter.

MITES uses the Ricardo WAVE software package to model the engine, excluding the cylinder.

The cylinder is represented by a 2-zone combustion model that is activated from IVC to EVO

and during the re-compression event. The state of the cylinder at IVC, which is critical for

detennrmining the auto-ignition properties of the mixture in the cylinder, is obtained automatically

from the converged solution of the previous engine cycle: no user-intervention is required.

The in-cylinder pressure traces from MITES are compared with the corresponding traces from

the experiments. As expected for a 2-zone HCCI model, MITES overpredicts the peak pressure

in the cylinder. It also overpredicts the peak pressure during re-compression by approximately

12%. The latter discrepancy, and discrepancies in the combustion physics, are likely related to

WAVE's inaccurate estimate of the valve throughput possibly compounded by inaccuracies in

the heat-loss and chemistry models.
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The simulator was used to model the impact of changes in the equivalence ratio on the GIMEP

of the engine. Both the simulation and experiment agree that a 10% increase in the equivalence

ratio (from lean to stoichiometric) yields a 9% increase in GIMEP. It was also observed that 5 -

6 complete engine cycles are required before the engine achieves steady-state after the fueling

transient is introduced.

MITES was also used to investigate the impact of operating speed changes on the load of the

engine. The experimental data and predictions from the simulation demonstrate that decreasing

the RPM from 1500 to 1250 results in a I 1-12% increase in load.

The impact of EVC timing on combustion phasing was also examined using MITES. Here we

observed qualitative agreement with experimental data. Both the experimental and numerical

results suggest that 4 - 6 cycles are required to resume steady-state operation following a 6 CAD

advancement in EVC.

MITES is run on a conventional Intel Pentium-based desktop PC. Each cycle of the engine

requires only 7 - 8 minutes of CPU time to complete for a detailed fuel chemistry model, which

includes more than 1000 species and 4000 reactions. As such, MITES has the potential to be

used in the design phase of HCCI engine development. With further refinements to the WAVE

and 2-zone models, closer quantitative agreement between numerical and experimental results is

anticipated.



5. THE HCCI MISFIRE: THE CAUSE AND ITS EFFECT ON THE

LOW LOAD LIMIT

Developing an understanding of what causes an HCCI engine to misfire is important when

studying the LLL and provides the ability to estimate how fuel chemistry and engine operating

conditions (e.g. engine speed) affect the LLL of HCCI operability. In this work, a combination of

detailed, chemical-kinetic simulations and empirical-based models (i.e., Wiebe functions) were

used to study the underlying physics of what causes an HCCI engine to misfire. These simulation

results, along with experimental LLL data presented in Chapter 3, were used to predict fuel and

operating condition effects on the LLL.

5.1. Introduction

5.1.1. Motivation

One major challenge preventing commercialization of HCCI technology is its operating range

size. Across a speed range of 1000 to 2500 RPM, a typical operating range defined by the net

indicated mean effect pressure (NIMEP) for an SI engine is approximately 1 to 11 bar; the HCCI

operating range is approximately 1.5 to 5 bar [5]. With such a small operating range, a dedicated

HCCI engine is not competitive with conventional engines. Fortunately, the HCCI operating

range is located in the lower half of the SI operating range, where the HCCI efficiency benefits

are largest. Nevertheless, the low-load limit (LLL) of HCCI operability wastes fuel because the

engine speed cannot be reduced to idle. Therefore, developing an understanding of the limiting

mechanism for the LLL is crucial to future HCCI engine development. This work focuses on

explaining the phenomenon that cause an HCCI misfire and how this affects the HCCI LLL.



The mechanism that limits HCCI operation near the LLL has yet to be determined in the HCCI

literature. We hypothesize that near the LLL, the in-cylinder temperatures are colder with

increasing residual fraction as a result of falling combustion temperatures. Therefore, when the

residual fraction is increased to lower the engine load, the temperature drops below a critical

ignition temperature that allows for sustained operation. Cycle-to-cycle instability could also

potentially contribute to a misfire. If cycle-to-cycle fluctuations grow near the LLL, perhaps a

stable steady-state is unattainable beyond a critical residual fraction. The goals of this work are

to test these hypotheses, to identify the cause of the HCCI LLL, and to determine how fuel

chemistry and engine operating conditions can affect the misfire regime.

Studying the LLL exclusively through experimentation is difficult. During a typical experiment,

only a few in-cylinder conditions can be measured accurately: volume and pressure. Current

methods for measuring quantities, such as the in-cylinder gas temperatures and/or residual mass

fraction, are difficult to employ. Therefore, in this work, a full-cycle simulation tool of an HCCI

cylinder is used to study the misfire limit phenomenon. With such a model, estimates of

quantities such as temperature, residual mass fraction, and fuel mass fraction burned are easily

obtainable. The simulation tool is first used to establish the underlying physics of an HCCI

misfire. Then, semi-quantitative simulations are performed with Wiebe combustion models to

establish trends describing how fuel chemistry and engine speed affect the LLL of HCCI

operability. Finally, these trends are used to support experimental LLL data with primary

reference fuels.



5.1.2. Relevant Prior Studies

Dec [65] and Sjbberg and Dec [29,32] used a combination of simulations and experiments to

investigate HCCI operation at low engine loads. In [65], Dec used a single-zone kinetic model to

examine how reducing the fueling rate affected quenching of the bulk-gas reactions. In these

simulations, the fueling rate was reduced by decreasing the fuel/air equivalence ratio (0). Dec

found that HCCI combustion could not go to completion for 0 < 0.15. At these equivalence

ratios, the bulk gas reactions were quenched due to low combustion temperatures. Sj6berg and

Dec [29] investigated how fuel chemistry and engine speed affected the onset of incomplete

combustion in HCCI engines. They found that fuels with minimal cool-flame chemistry (e.g.,

iso-octane, gasoline) reach the onset of incomplete bulk-gas reactions at the same 0

independently of engine speed. However, for fuels that exhibit significant cool-flame chemistry

(e.g., n-heptane), engine speed influenced the onset of incomplete bulk-gas reactions; larger q

were required at lower engine speeds to maintain complete combustion. In a subsequent work

[32], Sj6berg and Dec examined the minimum temperature required to achieve complete CO-to-

CO 2 oxidation in an HCCI engine. They found that the temperature requirements correlated well

with the peak cycle temperature. A peak temperature of 1500 K was necessary to complete the

CO oxidation process at 1200 RPM with a compression ratio of 18. This temperature was found

to be independent of fuel type.

In the works of Dec [65] and Sjober and Dec [29,32], and several other studies in the literature

(see, for example, [19,27,28]), the lower load limit was reached by varying the equivalence ratio.

However, if HCCI engines are hybridized with SI engines, stoichiometric operation diluted with

residual will likely be required to use current catalyst technology. To the author's knowledge, no



studies exist in the literature that examine the cause of an HCCI misfire at stoichiometric

operation. Therefore, the goals of this work were to establish the mechanism that governs the

LLL of an HCCI engine operating with a stoichiometric fuel/air ratio and to understand how fuel

chemistry and engine operating conditions affect the misfire regime.

5.2. HCCI Engine Simulator

The HCCI simulator used here combines a user-defined, detailed chemistry model of the engine

cylinder with a commercial engine simulation software, Ricardo WAVE. The coupled model is

referred to as the MIT Engine Simulator, or MITES. MITES was previously used to model

transient behavior in HCCI engines (see Chapter 4). In that work, MITES was able to accurately

predict transient time constants and relative changes in engine load for experimental transients in

fueling rate and engine speed. A detailed description of MITES is given in Chapter 4, Section

4.3. However, a brief review of the model methodology is given here.

5.2.1. WAVE Model

WAVE models the flows to and from the cylinder using l-D fluid mechanics. During the gas

exchange portions of the engine cycle (i.e., exhaust valve opening, EVO, to exhaust valve

closing, EVC, and intake valve opening, IVO, to intake valve closing, IVC), WAVE models the

flows across the cylinder valves, and thus is responsible for calculating the trapped mass and

residual mass fraction. WAVE also calculates the mass of fuel to inject in order to maintain the

correct fuel/air equivalence ratio within the cylinder. Unlike in Chapter 4, the WAVE model

used here does not use experimental pressure profiles to account for the experimental intake

system. Rather, a constant pressure ambient block is used for the intake. This approach led to

greater simulation stability.



5.2.2. Cylinder Model

Modeling of the auto-ignition process requires an accurate representation of the chemical

kinetics that occur inside the engine cylinder. The commercially available version (7.0) of

Ricardo WAVE does not offer a method for using detailed chemical kinetics to model HCCI

combustion. Therefore an external cylinder model was written and linked with WAVE.

In the external model, the cylinder contents were divided into one of two regions: a boundary

layer zone and a core zone. Here, the "boundary layer" zone was not a boundary layer in the

strictest sense. Rather, it represented the mass in the colder volumes of the cylinder (i.e., the true

boundary layer and crevice volumes). The boundary layer zone contained a user-specified

fraction, Xhoundary, of the mass in the cylinder. In the present work xboun,,,,y = 0.05 (i.e., the

boundary layer zone contained 5% of the total mass). The mass in the boundary layer was

assumed to be non-reactive due to significant heat loss to the cylinder walls. Therefore, all

reactions occurred in the core zone only. Each zone was assumed to be spatially uniformn, and the

pressure in the cylinder was uniform throughout both masses.

The external model solves a system of differential-algebraic equations (DAEs). These include

equations for species conservation, energy conservation, and the ideal gas equation of state,

which was included to make the Jacobian of the model equations sparse. The model equations

are given in Section 4.3.2. The equations are solved using the JACOBIAN software package

[57], which contains a computationally efficient numerical solver, DSL48S, for sparse systems

of DAEs [60]. Additional computational speed-ups were obtained by using analytical

expressions for the Jacobians, which were obtained apriori using automatic differentiation [59].



5.3. Numerical Procedure

5.3.1. Closed-cycle Simulations

MITES was first used to determine the minimum temperature required to induce auto-ignition of

a stoichiometric' fuel/air mixture at a fixed residual fraction for one engine cycle only. Because

the conditions sought simply needed to guarantee combustion for a single cycle, only the closed-

portion of the engine cycle was simulated (i.e., from IVC to EVO). Consequently, the thermal

conditions found to ensure auto-ignition did not guarantee sustainable combustion for multiple

cycles. The procedure for finding the minimum temperature is described in the following

paragraphs.

In order to specify the thermodynamic state of the cylinder at IVC, 3 of the 4 following variables

had to be specified: pressure, temperature, total mass, and the mass fractions of N-l species,

where N was the total number of species. The volume of the cylinder was calculated from the

slider crank equation at the crank angle of IVC. For the closed-cycle simulations in this work,

total mass was not specified but was calculated from the ideal gas law and the remaining

thermodynamic quantities. As shown subsequently, specifying alternate variables, for example

the total mass and calculating the pressure, gave comparable results. The N-1 mass fractions

were derived from the specified residual mass fraction at IVC. Given the residual mass fraction,

equivalence ratio, and the molecular weight of the fuel, the composition of the in-cylinder

mixture can be determined [70]. The pressure at IVC (Psvc) was always set to 1.115 bar. This

pressure is consistent with the pressure at IVC from the full-cycle simulations. Furthermore,

All simulations were performed at a fuel/air equivalence ratio of 0.99, which is referred to as "stoichiometric."



varying the pressure at IVC in the closed-cycle simulations had little effect on the results. For all

the closed-cycle simulations, the crank angle of IVC (01vc) was set to 138' before top center

(BTC), and all the simulations were performed at 1500 RPM. The 01vc chosen was consistent

with the valve timing at the LLL in prior experimental work (see Chapter 2).

The procedure for determining the minimum temperature required to induce auto-ignition is as

follows:

1. Specify a residual mass fraction

2. Calculate the initial concentrations of the in-cylinder mixture using [70]

3. Guess a temperature at IVC (Tivc)

4. Simulate the closed portion of the engine cycle

5. Check: did the mixture auto-ignite?

a. If no, increase Tifc and repeat steps 4 and 5 until the mixture does auto-ignite,

then move to step 6

b. If yes, reduce Tivc and repeat steps 4 and 5 until the mixture does NOT auto-

ignite, then move to step 6

6. Record the first temperature that led to auto-ignition or the last temperature that allowed

for auto-ignition

7. Increase (or decrease) the residual mass fraction and repeat steps 2 - 6

Steps 1 - 7 were completed for a range of residual fractions. A summary of the conditions tested

are given in Table 5-1. Using the temperatures recorded in step 6, the fire/misfire line was

constructed. This line represents the minimum temperature required to burn a mixture with fixed

composition for a single engine cycle.



Table 5-1. Conditions used in closed-cycle simulations
Parameter Value

% residual 55 - 75

Pvc (bar) 1.115

,0vc (CAD BTC) 138
Equivalence ratio 0.99

(0)
Speed (RPM) 1500

5.3.2. Full-cycle Simulations

In the closed-cycle simulations, the residual mass fraction and T c were allowed to vary

independently. In the context of a real engine, this is not possible; the residual fraction and in-

cylinder temperature are directly linked. Therefore, in order to gain an understanding of how the

in-cylinder temperature correlates with residual mass fraction, full-cycle simulations were

required.

The full-cycle simulations were performed in a manner consistent with the experimental

approach used to obtain the LLL (see Chapter 2). For a fixed set of operating conditions (e.g.,

0ivc, RPM, intake air temperature), a simulation was run to steady-state. Once steady-state was

achieved with the initial configuration, the exhaust valve timing (OEvc) was advanced 1 CAD

(effectively increasing the residual fraction), and the simulation was allowed to achieve steady-

state at the new valve timing. OEvc was repeatedly advanced until the simulation misfired. The

transition in valve timing occurred without terminating the original simulation. Therefore,

MITES captured the cycle-to-cycle dynamics of changing the valve timing. For all the

simulations, the following variables were fixed at the values used experimentally in Chapter 2:

engine speed (1500 RPM), fuel/air equivalence ratio (0 = 0.99), intake air temperature (Tiv =



400C), and 0ivc (138 CAD BTC). A summary of the conditions simulated is provided in Table

5-2.

Table 5-2. Conditions used in full-cycle simulations
Parameter Value

OEVC (CAD BTC) 114-122

6Avc (CAD BTC) 138
TIN (oC) 40

Equivalence Ratio (4) 0.99
Speed (RPM) 1500

5.3.3. Primary Reference Fuels

Both the closed-cycle and full-cycle simulations were performed using the full mechanism for

primary reference fuels (PRFs) developed at the Lawrence Livermore National Laboratory [64].

The detailed chemical mechanism contains 1036 species undergoing 4238 elementary reactions.

PRFs are used to define the research [71] and motor octane numbers [72] (RON and MON,

respectively) of commercial gasolines. PRFs are binary mixtures of iso-octane and n-heptane.

Iso-octane is a highly auto-ignition resistant fuel, and n-heptane is an easily auto-ignitable fuel.

Therefore, varying the ratio of iso-octane to n-heptane in a PRF mixture adjusts the auto-

ignitability of the overall fuel blend. The octane number of a PRF is defined as the volume-

percent of iso-octane in the mixture. For example, PRF90 is composed of 90 volume-percent iso-

octane and 10 volume-percent n-heptane and has a RON and MON equal to 90. Both the closed-

cycle and full-cycle simulations were performed with PRFs 25 and 90. These were chosen to

cover a broad range of fuel ignitability. Full-cycle simulations were also performed with PRF60

to facilitate comparison with experimental data presented in Chapter 3.



5.4. Building the Fire/Misfire Line

The definition of what constitutes a misfire in a closed-cycle simulation is not well established.

Experimentally, and in full-cycle simulations, when a misfire occurs the NIMEP for that cycle is

negative because no work is produced during combustion. However, a full cycle must be

completed to calculate the NIMEP, so this definition cannot be used to define a misfire in the

closed-cycle simulations. Therefore, in this work a cycle was defined as a misfire if the first

derivative of the cylinder pressure with respect to time was never positive after top center (i.e.,

zero CAD). This definition was equivalent to inspecting the heat release profiles: firing

conditions lead to a clear HTHR, whereas misfire conditions resulted in no HTHR. Examples of

firing and misfiring pressure traces are shown in Figure 5-1. These results were obtained with

PRF90 at a constant residual mass fraction of 65%. For the misfire pressure trace, Tvc was 548

K, and Tirc was 549 K for the firing simulation.

The data in Figure 5-2a represent the minimum temperature required at fvec to induce auto-

ignition of a stoichiometric fuel/air mixture with constant residual fraction (i.e., the fire/misfire

line). A reduction in temperature of 1 K below the fire/misfire lines in the figure results in a

misfire.
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Figure 5-1. Closed-cycle simulation pressure traces for a firing and misfiring cycle
Data shown for PRF90 at a residual mass fraction of 65%
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The fire/misfire line is also plotted in terms of a compression temperature (i.e., the temperature

at 30 CAD before top center, BTC) in Figure 5-2b; the trend at 30 CAD BTC is nearly identical.

For both fuels, as the residual fraction increases, the required temperature at Orc (and at 30 CAD

BTC) also increases. In the mixtures with higher concentrations of residual fraction, there is a

lower concentration of reactants: fuel and oxygen (in air); this reduces the rates of reaction in the

cylinder. With the reduced rates of reaction, higher temperatures are required to initiate

combustion. Additionally, the residual gases have larger heat capacities and lower y's compared

to either nitrogen or oxygen and so there is less temperature rise due to compression and pre-

ignition chemistry. Consequently, higher temperatures are required to induce auto-ignition as the

residual fraction increases. There is a lot of data in the literature which suggests that most

hydrocarbon fuels ignite in the same temperature range (ignition temperature - 1000 K,

corresponding to a Tivc - 530 K at 1500 RPM in our engine simulations). Our simulations are

consistent with this expectation. However, unexpectedly, according to the chemistry model,

PRF25 requires a slightly higher initial temperature than PRF90 to achieve ignition. As

discussed below, this result casts some doubt on the reliability of the chemistry model.

The data in Figure 5-2 were obtained by initializing the temperature, composition, and pressure

at 01~c. An alternative approach was to initialize the temperature, composition, and total mass

(Mvc) at 01vc. To test the sensitivity of the fire/misfire line to each approach, a second set of

simulations was performed in which Mvc was held constant, and Pec was calculated from the

remaining variables. For these simulations, MiVc was set equal to the value calculated from the

firing temperature for PRF90 at 65% residual fraction with Pvc equal to 1.115 bar. The results

for each approach are shown in Figure 5-3; both fire/misfire lines are for PRF90.
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Specifying either Pivc or Mc had only a minor effect on the fire/misfire temperature at Ovc or at

30 CAD BTC. At 75% residual fraction, the minimum Tvc changed by only 2 K (approximately

0.35%); an even smaller change (2 K, or approximately 0.24%) was observed at 30 CAD BTC.

The pressure used to initialize the closed-cycle simulations was estimated from the full-cycle

simulation results. There, PiVc was approximately 1.115 bar over a broad range of operating

conditions. Therefore, the results in Figure 5-2 were obtained with PlPc equal to 1.115 bar.

In order to test the sensitivity of the results to Prvc, the procedure to build the fire/misfire line

was repeated with Prc equal to 1.05925 bar (a reduction of 5%) with PRF90. The fire/misfire

lines at OIvc and 30 CAD BTC for both pressures are shown in Figure 5-4. Reducing the pressure

causes the fire/misfire line to shift to higher temperatures. When PIc is reduced, the

concentration of the gases in the cylinder decreases; this slows the reaction rates. Also, the total

heat capacity decreases more than the heat losses, reducing the peak temperature. To

compensate, the temperature must be increased to achieve combustion. However, this increase in

temperature is minor; a 5% reduction in Ppc, requires only a 0.53% increase in Twvc or a 0.30%

change at 30 CAD BTC.

5.5. Determining Steady-state In-Cylinder Temperature

Defining a misfire cycle in the context of a fill-cycle simulation was straight forward. On cycles

that misfired, the NIMEP was negative, i.e., no work was produced from the combustion

process. Such a definition was not possible in the closed-cycle simulations because a full engine

cycle must be completed to calculate the NIMEP. In addition to the NIMEP being negative on

the misfire cycle, the pressure traces from firing and misfire cycles were clearly different.



Examples of a firing and a misfiring cycle are shown in Figure 5-5; the data in the figure are for

PRF90.
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Figure 5-4. Sensitivity of the PRF90 fire/misfire line at 6,vc (a) and 30 CAD BTC (b) to Prvc
at 1500 RPM
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Figure 5-5. Full-cycle simulation pressure traces for a firing and misfiring cycle
Data shown are for PRF90 at 1500 RPM

The firing trace is the steady-state pressure trace at the last OEvc before the simulation misfired.

The full-cycle simulations were performed to determine how the in-cylinder temperature and

residual fraction are correlated. The correlation is presented in Figure 5-6. Each data point in the

figure represents the steady-state in-cylinder temperature at Ovc and 30 CAD BTC for a fixed set

of engine operating conditions (e.g., valve timing). The steady-state temperatures for PRF25

were marginally higher than those of PRF90. This was likely a consequence of a smaller heat

capacity and larger heating value of PRF25 relative to PRF90. The residual fraction was

progressively increased by advancing OEVC by I CAD once steady-state had been reached (after

approximately 50 engine cycles) at one valve timing; all other operating conditions were held

constant. As the residual fraction increases, the temperature in the cylinder decreases.
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Increasing the residual fraction has 2 competing effects. Trapping more hot combustion products

increases the temperature of the trapped mixture. Simultaneously, the mass of fuel in the cylinder

decreases, which results in colder combustion temperatures and thus cooler residuals. This

causes the in-cylinder temperature to decrease. As seen in Figure 5-7, these competing

mechanisms cause the in-cylinder temperature to go through a maximum. Each data point in

Figure 5-7 represents the steady-state Twvc for fixed valve timing; here the residual fraction

varies over a much larger range than in Figure 5-6. The dotted line in Figure 5-7 is for clarity

only.

5.6. The HCCI Misfire

The purpose of this work was to develop an understanding of what causes an HCCI engine to

misfire at it approaches the LLL. Prior work by Sjiberg and Dec [32] suggested that the misfire

limit was linked to the complete oxidation of CO to C0 2, which was governed by the peak in-



cylinder temperature. This mechanism was not the limiting factor here, because the peak

temperature for a firing cycle was always much larger (by a minimum of - 300 K) than 1500 K -

the value determined by Sj6ber and Dec necessary to complete the CO-to-CO 2 oxidation.

Comparing the closed-cycle results from section 5.4 with steady-state data from section 0

provides insight on an alternative possible limiting mechanism. The data from Figure 5-2 and

Figure 5-6 are plotted together in Figure 5-8; trend lines are drawn through the steady-state data

for clarity.

The 2 circled steady-state points represent the last stable operating point for each fuel.

Advancing OEvc by I CAD from these points caused both fuels to misfire. As evident in Figure

5-8, the steady-state solutions and the fire/misfire lines converge, with the last stable operating

point for PRF90 approaching the fire/misfire line to within 14 K at 0 -c or 20 K at 30 CAD BTC.

The 2 curves likely do not intersect because the fire/misfire line represents the minimum

temperature required to achieve auto-ignition for one cycle. Therefore, presumably a higher

initial temperature (relative to the fire/misfire temperature) is required to sustain combustion for

multiple cycles, considering the cycle-to-cycle fluctuations, and the fact that near the misfire

limit the ignition timing is not optimal for maximizing the residual temperature.

The small differences in temperature between the last stable steady-state points and the

fire/misfire line suggest that the main cause of an HCCI misfire is insufficient thermal energy to

sustain combustion for multiple cycles. Even if the temperature could be reduced to fire/misfire

line, the residual fraction could only be increased by a few percent. As shown subsequently, such

a small increase in the residual fraction would only reduce the LLL by a few percent.
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5.7. The Low-load Limit

In the context of engine experiments, the last steady-state operating point before the engine

misfires is referred to as the LLL. Thus, the steady-state data in Figure 5-8 represent the

trajectory of temperatures along the path to the LLL, and the circled points represent the in-

cylinder conditions at the LLL. The results of the simulations used to build Figure 5-8 are recast

in terms of the load trajectory in Figure 5-9; each data point in Figure 5-9 represents the steady-

state load for a fixed set of operating conditions. The load decreases approximately linearly with

an increase in residual fraction because increasing the residual fraction displaces fuel and air.

With less fuel, there is less energy available to do work, and thus the load is reduced. The three

circled points are the LLL for each fuel. The variation in the computed LLLs among all three

fuels is only 0.05 bar NIMEP. This is surprising considering the wide range of octane numbers

simulated. One would expect the lower octane number fuels (i.e., PRF25 and PRF60) to be able

to sustain combustion with more residual dilution, and thus obtain a lower LLL.
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Figure 5-9. Simulated LLL trajectory for 3 PRFs at 1500 RPM
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Nevertheless, the simulation results here agree with the experimental data at 1500 RPM in

Chapter 3; the difference between the experimental LLL of PRF90 and PRF60 was

approximately 0.04 bar NIMEP.

The small sensitivity to fuel chemistry can be linked to the change in load as the residual fraction

is increased. For example, the results from Figure 5-9 show that, for PRF90, a 1% increase in

residual fraction reduces the load by approximately 0.08 bar NIMEP. Therefore, if these fuels all

misfire within a small range of residual fractions (see Figure 5-8), the LLLs of the fuels should

be very similar. Furthermore, the sensitivity of the load to residual fraction shows that if the

steady-state temperature could be reduced to the fire/misfire temperature, the LLL would only be

reduced by approximately 0.16 bar, which is within experimental measurement uncertainty. To

the author's knowledge, these simulations mark the first transient, LLL simulations for negative

valve overlap-induced HCCI combustion.

The results from section 5.6 showed that the primary cause of an HCCI misfire was insufficient

thermal energy required to sustain combustion for multiple cycles. We originally hypothesized

that cycle-to-cycle fluctuations (in, for example, combustion phasing) could also contribute to

instability near the LLL, and thus play a role in causing a misfire. Experimentally, the COV of

NIMEP grows very quickly near the LLL, implying that cycle-to-cycle fluctuations could be

linked to the cause of a misfire and thus the LLL. In the LLL simulations, the cycle-to-cycle

variations in combustion phasing did indeed increase when approaching the LLL. Figure 5-10

shows the pressure traces for the last 10 cycles of the first steady-state solution for PRF90 at

1500 RPM (i.e., the data point at approximately 64% residual fraction in Figure 5-9), and Figure

5-11 shows the pressure traces for the last 10 cycles of the LLL solution for PRF90.
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1500 RPM



While the variability in the simulated combustion phasing did increase at the LLL, the

fluctuations are relatively minor: combustion phasing varied by less than one CAD and the

NIMEP varied by less than 0.04 bar (-1.8%). Therefore, using MITES to study how the cycle-to-

cycle fluctuations contribute to a misfire is not currently feasible. Nevertheless, fluctuations

observed experimentally near the LLL (i.e., larger COVs) likely contribute somewhat to a

misfire, but the extent of this effect is not yet fully understood.

LLL simulations were also performed for PRFs 60 and 90 at 1000 RPM to facilitate comparison

to the experimental PRF data presented in Chapter 3. The procedure used to simulate the LLL

trajectory at 1000 RPM was nearly identical to that at 1500 RPM. The only modification was

that 01vc was changed from 138 CAD BTC to 142 CAD BTC in order to represent more

accurately the experimental intake cam phasing near the LLL at 1000 RPM (see Chapters 2 and

3). The simulated LLL trajectories for PRFs 60 and 90 are shown in Figure 5-12. As observed

experimentally, the simulated LLLs for both fuels are higher at 1000 RPM than at 1500 RPM.

However, the simulations do not capture the large difference in the LLLs between the fuels at

1000 RPM. Experimentally, PRF60 obtained a lower LLL by approximately 30%. In the

simulations, however, the LLL for PRF60 was only approximately 6.2% lower than that of

PRF90. Furthermore, the simulation results indicated that both fuels had nearly equal

combustion phasing at the LLL (see Figure 5-13), but experimentally, PRF60 ignited

approximately 4.7 CAD earlier than PRF90. The small variations in the simulated combustion

phasing and LLLs for each fuel suggest that the LLNL PRF chemistry mechanism is not

accurately representing the combustion characteristics of real PRFs.
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Further discussion regarding inaccuracies in the LLNL PRF chemistry model is given in sections

5.8.3 and 5.9. Because the full chemistry model cannot accurately model the LLL behavior at

1000 RPM, the effects of fuel chemistry on the LLL are discussed semi-quantitatively in the

following sections.

5.8. Effects of Engine Speed and Fuel Ignitability on The Misfire Regime

The previous analysis showed that the primary cause of an HCCI misfire was insufficient

thermal energy needed to sustain auto-ignition for multiple cycles. However, this conclusion was

reached based on data at a single engine speed and 2 fuels with similar (simulated) combustion

characteristics. In real-world operation, engines operate at multiple speeds and with a broad

range of fuels. Therefore evaluating the impact of engine speed on the in-cylinder temperature,

and the subsequent effects on the misfire limit, is important. Additionally, evaluating the impact

of changes in combustion phasing, which occur as fuel chemistry alters the ignition delay, is also

necessary.

Two variables were critical to explaining the cause of a misfire cycle in an HCCI engine. These

variables were the steady-state temperature at Ovc (or 30 CAD BTC) and the fire/misfire

temperature. Therefore, in order to understand how engine speed and fuel chemistry affect the

cause of an HCCI misfire and the subsequent impact on the LLL, the impact of each of these

variables on the steady-state and fire/misfire temperatures must be determined. The effects of

engine speed and fuel ignitability on each temperature were studied independently. In studying

these effects, the primary objective was to establish the semi-qualitative relationship, or trend,

between the variables. From these trends, the overall impact of each variable on the misfire limit

can be assessed. Finally, these trends can be compared to experimental data at the LLL.



5.8.1. Engine Speed and the Fire/Misfire Line

The effect of engine speed on the fire/misfire line for a single fuel was examined first. The

fire/misfire line was computed for PRF90 at 1000 and 1500 RPM. At both engine speeds, Prve

was held constant at 1.0 bar, and Orvc was fixed at 144 CAD before top center. The results from

these simulations are shown in Figure 5-14. As the engine speed decreases, the fire/misfire line

shifts to colder temperatures, indicating that for a fixed residual fraction, a colder temperature is

required to induce auto-ignition at slower engine speeds. There are 2 competing effects on the

fire/misfire line as the engine speed changes. At slower engine speeds, there is more time for

heat transfer, leading to colder in-cylinder conditions. This would cause the fire/misfire line to

shift up to hotter temperatures to overcome the heat transfer effects. However, the reduced

engine speed also allows more time for chemical reactions because the reactions are not

quenched as quickly by the expanding cylinder volume. This would shift the fire/misfire line

down to colder temperatures because less heating would be required to induce combustion. The

result from Figure 5-14 suggests that given the currently-available heat transfer and fuel

chemistry models, the additional time available for reactions at slower speeds has a larger impact

on the fire/misfire limit than the increased time for heat transfer.

5.8.2. Engine Speed and the Steady-state Temperature

The effect of engine speed on the steady-state, in-cylinder temperature was examined next. In

order to isolate the effect of changing engine speed on the in-cylinder temperature, Wiebe

combustion models were used. With this approach, the combustion phasing can be fixed to a

specific crank angle independently of the fuel and engine speed; this is not possible when using

the detailed-kinetic model.
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By holding combustion phasing constant, the change in the steady-state temperature due to

changes in heat losses can be decoupled from the effects of changes in combustion phasing that

result from changes in engine speed. Full-cycle simulations were performed in which all

parameters (e.g., intake/exhaust cam phasing, intake/exhaust pressures) were held constant, and

the speed was reduced from 1500 to 1000 RPM. The results of these simulations are shown in

Figure 5-15.

As expected, for fixed ignition timing, etc., the steady-state temperature drops as engine speed is

reduced. This occurs because there is more time available for heat transfer at slower engine

speeds, and this reduces the in-cylinder temperature. The magnitude of this drop is computed to

be slightly greater than the corresponding drop in the fuel ignition temperature. The implications

of these results are discussed in detail in section 0.5.

5.8.3. Fuel Chemistry and the Fire/Misfire Temperature

The effect of fuel chemistry on the fire/misfire line has been discussed previously. In section 5.4,

the fire/misfire lines for PRF25 and PRF90 were obtained. Quite surprisingly, the fire/misfire

lines for both fuels are nearly identical despite the vast difference in fuel ignitability between the

2 fuels in the standard octane rating tests. Furthermore, PRF25 required a slightly hotter

temperature (- 2 K) than PRF90 to induce auto-ignition. These results suggest that the chemistry

model used for building the fire/misfire line is not accurate enough to resolve the differences in

real PRFs. Further evidence of the inaccuracies in the chemistry model can be seen in Figure

5-16. In this figure, the pressure profiles for PRF90 and PRF60 at 1000 RPM are shown from

detailed-kinetic simulations in which TIvc (514 K), Pivc (0.99 bar), and the residual mass fraction



(47%) were held constant, thus isolating the effect of fuel chemistry. PRF60 exhibited later

combustion phasing by less than I CAD. A similar inaccuracy in the PRF chemistry models has

been noted before: in shock tube experiments, the PRF chemistry model overpredicts the ignition

delay for PRF 100 by approximately 25% at 1000 K for 0 = 1 mixtures in air at 40 bar [64].

Comparing the experimental pressure traces for each fuel at constant IVC conditions is difficult

because it is impossible to force the conditions at rzvc to be identical for both fuels. However, a

potential surrogate for this comparison is examining the combustion phasing of two fuels at

constant valve timing. In such a case, the conditions at Ovc will not be identical for two fuels due

to subtle variations in combustion phasing, and the subsequent effects on residual gas fraction,

etc. Nevertheless, this approach facilitates a comparison of two fuels with "similar" conditions at

Ovc.

The experimental pressure traces for PRFs 60 and 90 at 1000 RPM and equivalent valve timing

are shown in Figure 5-17. Here, OEVC was set to 105 CAD before top center, and O-vc was set to

141 CAD before top center. Both fuels exhibit significantly different combustion phasing:

PRF60 ignited significantly earlier (- 10 CAD) than PRF90, thus causing the large difference in

the peak pressure between the fuels. These results, and the 1000 RPM LLL simulations, provide

further support that the chemistry model cannot accurately capture the combustion

characteristics of real PRFs in an HCCI engine.
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Given the inability of the chemistry model to resolve the differences in PRFs, the effect of fuel

chemistry on the fire/misfire line is discussed here conceptually. One would expect the

fire/misfire line to shift vertically based on fuel ignitability. That is, for a fixed residual fraction,

the fire/misfire temperature should be hotter for a fuel that is more resistant to auto-ignition (e.g.,

PRF90 vs. PRF60). This trend is demonstrated in cartoon form in Figure 5-18. Additionally, one

could imagine that the effect of residual fraction on the fire/misfire line for different fuels could

vary. For example, the slope of the fire/misfire line could be altered by fuel chemistry. A more

auto-ignition resistant fuel could potentially require more relative heating at larger residual

fractions than a fuel that is more susceptible to auto-ignition. This trend is also demonstrated in

cartoon form in Figure 5-19. While these trends are merely hypothetical examples, clearly one

would expect fuel ignitability to have some impact on the fire/misfire line. These examples offer

some possible scenarios of these effects.

- easy-to-ignite fuel

---- hard-to-ignite fuel

Residual Mass Fraction [%]

Figure 5-18. Cartoon showing the effect of fuel ignitability on the fire/misfire limit
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0
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Figure 5-19. Cartoon showing the dependence of the fire/misfire
limit on residual fraction

5.8.4. Fuel Chemistry and the Steady-state Temperature

The effect of fuel chemistry on the steady-state, in-cylinder temperature was examined last. Due

to the inability of the full-chemistry model to discern accurately the differences in ignition delays

between PRFs, the effects of fuel chemistry on the in-cylinder temperature were studied semi-

quantitatively using Wiebe combustion models. The objective of these simulations was to

determine the relationship between the steady-state, in-cylinder temperature and combustion

phasing. Simulations were performed in which all parameters (e.g., intake/exhaust valve timing,

engine speed) except the combustion phasing were held constant. The combustion phasing was

changed simply by varying the crank angle at which of 50% of the total heat release has occurred

(CA50): this is a standard Wiebe combustion model parameter. The CA50 was changed from 0

to 18 CAD after top center. This emulates the effect of using 3 fuels with significantly different

ignition delays. The results of these simulations 1500 RPM are shown in Figure 5-20.
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Figure 5-20. Wiebe-calculated steady-state temperature at avc (a) and 30 CAD BTC (b) as
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Retarding combustion phasing increased the in-cylinder temperature. This occurs primarily

because the heat losses decrease as combustion phasing is retarded.

5.8.5. Discussion

Having established all the relationships for how engine speed and fuel chemistry affect the

fire/misfire temperature and the steady-state in-cylinder temperature, we can now assess how an

engine operating at various speeds with different fuels might behave. The fire/misfire line shifted

to colder temperatures as engine speed decreased. Initially, this suggests that the LLL for a

single fuel should be lower at reduced engine speeds. However, one must compare the reduction

in the fire/misfire temperature alongside the reduction in steady-state temperature at slower

engine speeds. The effect of engine speed on both the fire/misfire limit and the steady-state

temperature are shown in Figure 5-21. Reducing the engine speed lowered the steady-state

temperature and the fire/misfire temperature by nearly equal amounts. For example, at 65%

residual fraction, the steady-state T1ic decreases by approximately 25 K when the speed is

reduced from 1500 to 1000 RPM. Similarly, the fire/misfire limit decreases by approximately 23

K for the same reduction in speed. Consequently, for a single fuel, lower engine speeds should

results in higher LLLs. This trend is observed experimentally for real gasolines (see Chapter 2)

and for PRFs (see Chapter 3).

The effect of changes in fuel chemistry can have a dramatic impact on the misfire regime, and

thus the LLL sensitivity. For example, for 2 fuels with significantly different ignition delays, the

fuel that is more resistant to auto-ignition (i.e., have a longer ignition delay) would achieve a

hotter steady-state temperature (see Figure 5-20).
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However, the fire/misfire temperature for that fuel would also shift to hotter temperatures,

because more heating would be required to overcome the fuels auto-ignition resistance. This

could significantly alter the intersection point of the fire/misfire line and the steady-state

temperature curve. This trend is shown in cartoon form in Figure 5-22. The degree to which this

shift occurs could also potentially vary. For example, the fire/misfire line for the more auto-

ignition resistant fuel could shift relative to the steady-state temperature such that the

intersection of the 2 curves falls near the maximum in steady-state temperature. This trend is

shown in Figure 5-23.

Finally, in an extreme case, the fire/misfire curve for the more auto-ignition resistant fuel could

lie very close to the steady-state temperature curve (see Figure 5-24). Because operation near the

fire/misfire boundary cannot be sustained for multiple cycles, the fuel could potentially misfire at

significantly smaller residual fractions than the more auto-ignition resistant fuel. As the

intersection of the fire/misfire and steady-state temperature curves shifts, the change in the

residual fraction at the misfire point can be large (note the change in Ax,, from Figure 5-22 to

Figure 5-24). This would drastically alter the LLL. It is possible that the situation demonstrated

in Figure 5-24 occurs experimentally at 1000 RPM for PRF60 and PRF90. However, this trend

cannot be confirmed quantitatively due to the failure of the chemistry model to distinguish PRFs

and the inability to verify the experimental, in-cylinder temperature.

Heat transfer effects could also shift the misfire regime in similar ways as those of fuel

chemistry. For example, heat losses are expected to affect the steady-state temperature more than

fire/misfire temperature, because most of the heat losses occur after combustion.
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Therefore, changes in the engine wall temperature or heat transfer will shift the steady-state

temperature up and down relative to fire/misfire temperature, thus causing the point of

intersection to move to different residual fractions. These effects are illustrated in cartoon form

in Figure 5-25. The impact on the change in the LLL is similar to how fuel chemistry alters the

LLL behavior.

5.8.6. Comparison with Experimental Data

The effect of fuel chemistry on the misfire regime discussed above could potentially be the cause

of the experimental trend in the LLLs of PRFs 60 and 90 at 1000 RPM, as observed in Chapter 3.

At this speed, PRF60 achieved a lower LLL by approximately 1.04 bar NIMEP (-30%) than

PRF90: even though the residual fraction, and also presumably the temperature, were more

favorable for early ignition in the PRF90 LLL operating conditions. Furthermore, PRF90 ignited

significantly later (- 5 CAD) than PRF60. As shown in Figure 5-20, this would have caused the

steady-state temperature for PRF90 to be hotter for a given residual fraction. However, as shown

in Figure 5-22 to Figure 5-24, or alternatively in Figure 5-25, the fire/misfire line (or steady-state

curve) could also have moved in such a way as to cause PRF90 to achieve a higher LLL at this

engine speed. The scenarios in these figures offer a potential explanation to the observed

experimental trend at 1000 RPM.

At 1500 and 2000 RPM, PRFs 60 and 90 achieve similar experimental LLLs (see Chapter 3).

However, at these engine speeds, both fuels have nearly equal ignition delays. This is believed to

be caused by hotter, in-cylinder conditions at higher engine speeds as a consequence of reduced

time for heat transfer. This effect was observed semi-quantitatively in Figure 5-15. The hotter in-

cylinder conditions contribute to smaller differences in ignition delays among the fuels. This



effect has been observed experimentally in shock tubes by Fieweger, Blumenthal, and Adomeit

[31 ]. The similarities in the experimental LLLs of PRFs 60 and 90 at the higher engine speeds (>

1500 RPM) are consistent with the cause of a misfire discussed in section 5.6 (i.e., 2 fuels with

similar ignition delays achieved nearly equal LLLs).

5.9. Modeling Uncertainties

Several modeling uncertainties make studying the LLL phenomenon difficult. A very brief

review of some of the large uncertainties in the modeling approach is discussed here. Methods of

reducing these errors are also outlined. The inaccuracies in the chemistry model were discussed

in detail in sections 5.4 and 5.8.3. These errors make studying fuel effects (with these

mechanisms) on the LLL difficult because the model does not accurately represent the true large

differences in fuel ignitability. However, addressing the errors in the chemistry model was

beyond the focus of this project. Accurately modeling the heat transfer from the in-cylinder

gases to the cylinder walls is also very difficult. Errors in the heat transfer model result in less

accurate estimates of the in-cylinder temperature. Fortunately, errors in the heat transfer

estimates can be minimized by using accurate heat transfer correlations, such as those of Chang

et al. [63]. However, even these most accurate heat transfer correlations have quoted

uncertainties of approximately + 20%, which could cause shifts in the computed steady-state

Trvc up to approximately 40 K. Due to the unconventional (relative to SI engines) cam phasing

(i.e., NVO) and profiles (i.e., 2 mm lift, 120 CAD durations) in the model (and experimental)

engine, WAVE struggled to simulate accurately the flows across the intake and exhaust valves.

Furthermore, the acoustics in the experimental intake port were difficult to replicate in WAVE.

These 2 factors produce significant (-5%) errors in the estimates of the in-cylinder mass and up

to 10% errors in the predicted NIMEP. The uncertainties in the mass flows and our lack of



knowledge of the temperature and compositional inhomogeneities within the cylinder make it

very difficult to infer the actual time-temperature history seen by the igniting fuel parcels in the

engine, even though we have measured detailed pressure traces. There are also some substantial

uncertainties and slow drifts in the experimental engine data (presumably due to changes in the

mass flows through the valves), which are particularly problematic when comparing data

measured months apart, as discussed in Chapters 2 and 3. For the work presented here, these

errors were not critical, because they affect absolute quantities, and this work focused on semi-

quantitative relationships (e.g., trends).

5.10. Conclusions

This work identifies the primary cause of a misfire in an HCCI engine. The conclusions reached

here were drawn from detailed-kinetic simulations of the LLL of HCCI operability. Empirically

based combustion models (i.e., Wiebe functions) were also used to establish trends describing

the effects of fuel chemistry and engine speed on the misfire regime. These results provide

researchers with a qualitative means for estimating how fuel chemistry and engine operating

conditions affect the LLL.

The LLL limiting mechanism was studied with two types of simulations: closed-cycle and full-

cycle. The closed-cycle (from IVC to EVO) simulations were performed to identify the

minimum temperature required to initiate auto-ignition for a single engine cycle at a fixed Pivc

and residual mass fraction. A series of temperatures were identified for a range of residual mass

fractions spanning 55 to 75%. This data comprised the fire/misfire line for a given fuel. A

deviation of I K below the fire/misfire line resulted in an engine misfire. The results from

MITES indicated that as residual fraction increased, the temperature required to bum the fuel



also increased. This was a consequence of lower reactant (fuel and oxygen) concentrations and

higher mixture heat capacities from the excess CO2 and H20 in the residual gases.

Full-cycle simulations were performed to identify the trends relating the steady-state residual

mass fraction to the in-cylinder temperature at Ovc (or 30 CAD BTC). Increasing the residual

fraction had 2 competing effects. Trapping more hot combustion products increased the

temperature of the trapped mixture. However, larger residual fractions led to smaller fractions of

fuel in the cylinder, which resulted in lower combustion temperatures and consequently colder

residuals. These competing effects cause the in-cylinder temperature to go through a maximum

as residual fraction is increased. Near the misfire limit, the conditions in the cylinder are such

that increasing the residual fraction cools the trapped mass.

Comparing the closed-cycle results with the data from the steady-state simulations provided

insight on the mechanism limiting HCCI misfire. As the residual fraction is increased to reach

the LLL, the in-cylinder temperatures approached the fire/misfire line quite closely (to within 14

K according to the engine model). These results suggest that the primary cause of an HCCI

misfire is insufficient thermal energy needed to sustain auto-ignition for multiple cycles. The

limiting mechanism was found to be independent of fuel ignitability at 1500 RPM. At this speed,

the variation of the computed LLLs among PRFs 25, 60, and 90 was only 0.05 bar NIMEP,

which was consistent with experimental data for PRF60 and PRF90. This, along with data from

the market fuel study (Chapter 2), confirms that at 1500 RPM the LLL is not sensitive to the

fuel.



However, at 1000 RPM the experimental LLL for PRF90 was unexpectedly high. The existing

chemistry model is not adequate to explain this observation. A similar failing of the PRF

chemistry model had been previously noted in the literature. We propose that at this low engine

speed, the in-cylinder temperature in our experiment has dropped into a range where ignition

delays of different fuels become noticeably different. Quantitative tests of this proposal will

require precise determination/modeling of several engine parameters as well as more accurate

chemistry models.

Wiebe simulations confirmed that a reduction in engine speed resulted in colder, steady-state

temperatures. Consequently, differences in fuel chemistry were more apparent at slower engine

speeds. Experimental results with PRFs 60 and 90 exhibited this trend across a speed range of

1000 to 2000 RPM. Due to the inability of the chemistry model to distinguish the combustion

characteristics of PRFs, Wiebe-based simulations were also used to examine fuel effects on the

LLL. Fuels with longer ignition delays showed hotter steady-state and misfire-limit

temperatures. However, each temperature was affected to a different degree. Consequently, the

relative shift of each temperature ultimately determined the impact of fuel chemistry on the LLL.



6. FINAL CONCLUSIONS AND RECOMMENDATIONS

6.1. Final Conclusions

Within the range of commercial variations in gasoline properties, the viable HCCI operating

range is not significantly affected by fuel chemistry. The sensitivity of the HCCI operating range

to fuel chemistry is an important aspect towards the potential commercialization of HCCI engine

technology. If large, fuel companies would potentially be forced to blend a dedicated fuel for

HCCI engines, thus placing a strain on the current liquid fuel infrastructure, or automotive

companies would possibly be required to alter significantly their current engine calibration

procedures to counteract the fuel effects. Thus, our demonstration of the insensitivity to fuel

chemistry makes the future deployment of HCCI engines more feasible.

The primary cause of a misfire cycle in an HCCI engine, and thus the limiting mechanism for the

LLL, was established through simulations. MITES was used to establish the functional

relationship for the initial, in-cylinder temperature and the residual fraction for 2 scenarios: 1)

full-cycle, steady-state conditions, 2) closed-cycle (i.e., IVC to EVO) conditions. The closed-

cycle simulations were used to determine the minimum temperature (Tmi,,,je) required to induce

auto-ignition for a single engine cycle. The results from the closed-cycle simulations were

compared with the steady-state temperatures (T,.,) from the full-cycle simulation. Near the

misfire limit, T., approached T,,,,ji, quite closely (to within - 14 K), suggesting that the primary

cause of a misfire in an HCCI engine is insufficient thermal energy need to sustain combustion

for multiple cycles.
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The misfire regime is affected by both the engine speed and fuel chemistry. At slower engine

speeds, there is increased time for heat transfer, which reduces T,. The colder in-cylinder

conditions allow fuel effects to be more apparent. This was observed experimentally with PRFs

60 and 90. At 1000 RPM, PRF60 obtained a substantially lower (-30%) LLL than PRF90.

However, at engine speeds > 1500 RPM, both fuels obtained similar LLLs to within

experimental uncertainty. At slower speeds, when fuel effects can be important, fuel ignitability

affects both T, and T,,i,,,-e. T, increases for more auto-ignition resistant fuels (i.e., longer

ignition delays) due to reduced heat transfer as a result of retarded combustion. Unfortunately,

the effects of fuel chemistry on Ti,,sfire could not be quantitatively assessed, due to inaccuracies in

the PRF mechanism. However, fuel chemistry could potentially affect T,,,;,._ to a greater or less

degree than Ts. The relative movement of these temperatures determines the extent to which fuel

chemistry impacts the LLL.

6.2. Recommendations

In addition to testing the sensitivity of the HCCI operating range to market gasoline variations, a

secondary goal of the market-fuel experiments was to find a set of chemical properties that

expanded the HCCI operating range and to use those species to design an optimal fuel for HCCI

operation. However, the experimental results showed that the fuel ignitability did not

significantly impact HCCI operation, particularly the LLL. Therefore, if the fuel chemistry

cannot be leveraged to expand the HCCI envelope, hardware changes to the engine should be

considered. In that respect, one possibility would be to redesign the experimental setup to

include direct injection and a fully-variable valve train. Several control strategies (e.g., multiple

injections, injections during the NVO) can be used in a direct injection engine that are not
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possible with a port fuel injection engine. Furthermore, the use of a fully-variable-valve-timing

(FVVT) mechanism (e.g., hydraulic valve train) would allow for changes in both valve-open

duration and closing angle, thus offering a greater degree of freedom for possible operating

range extension. With the current setup, only changes in closing angle are possible.

The accuracy of the LLNL PRF mechanism for HCCI simulations should be evaluated. Currently

the model cannot accurately distinguish combustion phasing trends observed in real PRFs.

However, if accurate measurements of the experimental residual fraction, in-cylinder

temperature, and heat transfer were available, it would be possible to isolate the errors in the

chemistry model in a simulation. Current simulation errors may arise from any or all of the

variables (i.e., residual fraction, temperature, and heat transfer estimates), among others. Without

experimental data to confirm any of the predicted quantities, isolating the errors to any particular

variable is impossible. Obtaining more accurate chemistry models for PRFs, and ultimately real

gasolines, will allow for a more quantitative analysis of fuel effects.

The HCCI operating range is currently too small to allow for a dedicated HCCI engine.

Therefore, future work should also focus on the potential hybridization of an HCCI engine with

an SI or Diesel engine. The hybridization process will require fast and timely switches between

combustion modes. For these switches to be made with minimal impact on drivability, accurate

sensors (e.g., knock and/or misfire sensors) and control strategies will be required. Future work

in these areas could have a significant impact on commercializing an SI/HCCI or CI/HCCI

hybrid.
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7. PH.D. CEP CAPSTONE: FINANCIAL INCENTIVES TO IMPLEMENTING

DUAL-MODE SI/HCCI VEHICLES

7.1. Executive Summary

The objective of this work is to examine the incentives to both consumers and manufacturers for

purchasing and producing dual-mode, spark-ignition/homogenous-charge compression-ignition

(SI/HCCI) vehicles. The financial payback period for these automobiles is calculated to estimate

consumers' incentives. The results show that stoichiometric, SI/HCCI vehicles have payback

periods of 3 - 4 years, which is as short or shorter than any of the hybrid-electric vehicles (HEV)

examined. The payback period for lean, SI/HCCI hybrids is dependent upon the lean NOx after

treatment system used. Vehicles employing selective catalytic reduction (SRC) systems have

similar payback periods to stoichiometric SI/HCCI hybrids, while those using lean NOx traps

(LNTs) have payback periods ranging from 7 to 13 years, which is generally longer than HEV

paybacks. The long payback periods for LNT-dual-modes is a product of the expensive precious

metal catalysts required for LNTs. The manufacturers' incentive to produce the SI/HCCI

vehicles was estimated by calculating the increase in manufacturing cost per mile per gallon

improvement in fuel economy ($/MPG). The small increase in manufacturing cost for the

stoichiometric, dual-model vehicles meant their $/MPG improvement was the best of any fuel

savings configuration. Lean dual-mode vehicles that use SCRs are more expensive on a $/MPG

basis than their stoichiometric counterparts but are still cheaper than HEVs. Lean SI/HCCI

vehicles employing LNTs are the most expensive for the manufacturers on a $/MPG basis. The

combined results of this project demonstrate that stoichiometric and lean-SCR dual-mode,

SI/HCCI vehicles are a viable economic option for both consumers and vehicle manufactures.



7.2. Background and Motivation

In 2005, the global demand for energy reached 230 million barrels per day of oil equivalent

(MBDOE), which primarily consisted of fossil fuels. For example, approximately 87.5 MBDOE

(38%) consumed were from oil alone, and approximately 194 MBDOE (84%) were from oil,

gas, and coal combined. The total global energy demand is expected to grow by as much as 40%

by 2035 [73]. Meeting this growing demand represents a great challenge. As a means for helping

to mitigate the difficulties that lie ahead, much attention has been turned to the transportation

sector. While power generation is currently the largest consumer of energy globally,

transportation comprises approximately 20% (44 MBDOE) of global energy demand [73].

Therefore, by targeting the transportation sector as an area for reducing energy consumption, a

potentially significant dent can be placed in the global energy demand.

A major push to reduce transportation energy demand came in December 2007 when U.S.

President George W. Bush signed into law new Corporate Average Fuel Economy (CAFE)

standards as part of the Energy Independence and Security Act of 2007 [74].The new laws,

modified for the first time since 1975, require automotive companies to raise fuel economy to 35

miles per gallon by 2020. Prior to the new laws, the CAFE standard for cars was approximately

27.5 miles per gallon and slightly more than 22 miles per gallon for light trucks; the new

standard represents an approximately 40% reduction in fuel consumption over the old laws.

Automotive companies face a significant challenge in complying with the new laws. However,

they are not without some ammunition, even without considering alternative technologies, such

as hybrid electric vehicles (HEVs). The California Energy Commission [75] recently released a

report showing the cost and benefit of some technological improvements to traditional (i.e., non-



hybrid) automobiles that will improve fuel economy. For example, reducing the drag coefficient

and rolling resistance of vehicles by 10% can improve fuel economy by approximately 4.2% and

would cost only $45. Other, more complex, improvements include moving to lean, direct-

injection engines, which can improve fuel economy by 12.5% but cost more - approximately

$600. Finally, HEVs represent an option for reducing fuel consumption, but introducing the

systems required to hybridize an automobile come with a significant cost penalty; integrating a

300V system into a vehicle can cost as much as $4400.

The "magic bullet" automotive companies are seeking will be both inexpensive and highly

effective. In order to be inexpensive, the technological enhancements to traditional internal

combustion engines (ICEs) must be somewhat minor (in contrast to adding a hybrid-electric

drive system). One such technology that offers these benefits is homogenous-charge,

compression-ignition, or HCCI, combustion. The technology used to implement HCCI

combustion is largely in-use in the automotive fleet today, and HCCI has to potential to provide

up to a 15-20% improvement in fuel economy.

7.2.1. What is HCCI?

A detailed discussion of the methodology and benefits of HCCI is provided in Chapter 1, but a

brief review is provided here. HCCI is a new method (first demonstrated in the 1970s) of burning

fuel in ICEs that combines aspects of traditional spark-ignition (SI) and compression-ignition

(CI, or more commonly Diesel) engine technologies. In an SI engine, the fuel is usually injected

into the intake manifold just upstream of the cylinder. Then, when the fuel and air are drawn into

the cylinder, the fuel and air mix thoroughly. This mixing process ensures that the fuel is evenly



distributed throughout the cylinder. This mixture of fuel and air is then compressed an ignited

with a spark plug. In contrast, in a Diesel engine, the fuel is injected directly into the engine

cylinder. Prior to fuel injection, a mass consisting only of air is compressed to high temperatures

and pressures. When the fuel is then injected into this hot air mass, the fuel begins to auto-ignite

without the assistance of a spark plug. However, because the fuel does not have a lot of time to

mix with the air before ignition, there are regions within the cylinder that have very high local

fuel concentrations - these lead to the soot formation. In the HCCI process, the fuel and air are

premixed prior to combustion, like in an SI engine, but the mixture is ignited through

compression, like in a Diesel engine. This allows HCCI engines to achieve emission levels

similar to SI engines (i.e., low soot), while obtaining the fuel economy similar to Diesels (i.e.,

about 15-20% better than SI engines).

In addition to the fuel economy benefits of HCCI engines, an alternative advantage that is

attractive to automotive companies is that no radically new engine hardware is required in order

to initiate HCCI combustion. In theory, this means automotive companies can implement HCCI

combustion in their fleets for relatively low cost compared HEVs. However, HCCI technology is

not without its shortcomings. For example, the combustion process is not nearly as robust as

traditional SI or Diesel combustion, making things like speed and engine load transitions

difficult within the HCCI combustion regime. Also, cold starts are problematic in HCCI engines,

because some heat from earlier engine cycles is needed to achieve ignition. Finally, probably the

biggest hurdle HCCI technology faces for becoming a wide-spread commercial technology is its

limited operating range. As shown below in Figure 7-1, the HCCI operating range is

approximately one-eighth the size of the SI operating range. For this reason, many researchers



and automotive companies feel that HCCI technology will likely be implemented in a dual-

mode, SI/HCCI "hybrid." The engine will run in SI-mode in portions of the operating range

where HCCI is infeasible and in HCCI-mode where possible to take advantage of fuel savings.
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7.2.2. Objectives

The focus of this paper is to determine the financial payback period for a consumer who

purchases an SI/HCCI dual-mode vehicle. Furthermore, this work examines the cost of

implementation per unit of fuel savings that an automotive company will have to invest to

implement a dual-mode SI/HCCI engine. Looking at both the payback period for consumers as

well as the cost to vehicle manufactures will allow for a better understanding of the likelihood of
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implementing HCCI technology. Both the payback period and the implementation costs will be

compared to HEV values.

7.3. Method for Determining Payback Period

The payback period of an investment is equal the number of years it takes for the predicted

future cash flows to sum to the value of the initial investment. For example, if an investment

costs $1000 in year 0, and future cash flows are $200 in year 1, $700 in year 2, and $300 in year

3, then the payback period for this project is 3 years. The advantage of the payback period

calculation is that it is simple and easy to conceptualize. Projects that have a shorter payback

period are superior to projects with longer ones. There are a few disadvantages to the payback

period approach, however. First, payback calculations ignore all future cash flows past the

payback period. For example, in the short example outlined above, if the cash flow in year 4

were -$2000, the payback period would still be 3 years. The second drawback of payback

calculations is that they neglect the time value of money. However, it is precisely because of this

reason that this analysis will use the payback period and not the more rigorous approach of net

present value (NPV). The NPV approach does take into account all cash flows and the time value

of money. However, in order to account for the time value of money, a discount rate is needed.

Estimating the appropriate discount rate for a dual-mode, SI/HCCI vehicle, each of which may

be purchased by individuals with different risk appetites, is nearly impossible. Therefore, to

make this analysis tractable, the time value of money is ignored for the simpler payback period

approach. Additionally, HEVs are often evaluated based on their payback periods (see, for

example [76]), so this analysis will allow for a direct comparison between current HEVs and a

dual-mode, SI/HCCI automobile.



The first thing needed to determine the payback period is the additional cost of a dual-mode,

SI/HCCI vehicle relative to a standard SI vehicle. Therefore, the following section discusses the

technologies necessary to make a SI/HCCI dual-model engine possible and their associated

costs. Next, an estimate of the fuel savings for the automobile is required. A detailed discussion

of these estimates is provided in section 7.5. Finally, an estimate of the future cost of gasoline is

required. This is arguably the most difficult quantity to estimate, and the estimates can have

dramatic impacts on the payback period. A detailed discussion of the estimation technique for

gasoline prices is provided in section 7.6. Once all these estimates are obtained, the initial added

cost of producing a dual-mode SI/HCCI vehicle relative to a standard SI vehicle can be

compared to the fuel savings (in dollars) to determine the payback period. In all of the payback

period calculations, the dollar values are the costs to consumers who would purchase the

vehicles.

7.4. Technologies Required to Implement an SI/HCCI Dual-mode Engine

Because the HCCI process is so new relative to its SI and Diesel cousins, there is currently no

standard method of inducing HCCI combustion. For example, HCCI has been implemented with

a multitude of engine hardware: variable compression ratio mechanisms [77]; intake air heaters

[78]; and variable valve timing devices to induce negative valve overlap [20], just to name a few.

Further adding to the variability is the fuel source; HCCI research has been performed with a

vast number of fuels including gasoline, Diesel fuel, methanol, ethanol, and natural gas. Each of

these variations requires different technologies, making the evaluation of potential costs to

implement HCCI commercially difficult. Therefore, in order to make this study more tractable,
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this work will focus on only one type of HCCI combustion: port-fuel injected, gasoline HCCI

induced via negative valve overlap. In order to run an HCCI engine in this fashion, certain

technologies are required. These technologies and their importance to the HCCI process are

reviewed in the following paragraphs.

7.4.1. Ion Current Sensors

One of the major challenges facing HCCI engines is that there is no direct control over

combustion phasing. Combustion simply occurs whenever the gases inside the cylinder reach

their auto-ignition point. Therefore, in order to have some knowledge about when combustion is

happening (if at all), a measuring device is needed inside the cylinder. In research laboratories,

researchers generally install pressure sensors inside the firing cylinders. However, these pressure

sensors are expensive, and for greater accuracy (i.e., higher crank-angle and pressure resolution),

the price quickly escalates. Vehicle manufactures would prefer a device that provides similar

information but at a fraction of the cost. Such an alternative exists in ion current sensors.

Ionization probes have been used in combustion research since 1934 [79] and are now even

being used in production models to detect misfires [80] and engine knock [81].

The ion current sensor is an electrode (i.e., a spark plug) to which a small voltage is applied; the

voltage is low enough not to induce a spark. When a flame occurs during combustion, ions are

formed, and they flow towards the electrode. The flow of the ions creates a current, which in-

turn creates a voltage drop across a serially, connected fixed resistance. The voltage drop is

recorded by a data acquisition system, and this signal can be processed to gain a host of

information about the gases inside the cylinder. Critical to HCCI combustion, ion current sensors
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can be used to estimate the timing of combustion. Attard and Micallef [82] showed that the 50%

mass fraction burned location can be estimated to within 0.1 crank angle degree (CAD) with

99.7% confidence. Their work also demonstrated a strong correlation between the location of

50% of the cumulative ion current signal and the location of peak pressure and peak heat release.

Ion current sensors can also be used to measure the air/fuel ratio [83].

The biggest advantage of ion current sensors is their cost. The spark plug is used as the ion

current sensor, so SI vehicles already have the necessary hardware. Furthermore, automobiles

already have a CPU and power supply onboard, so no additional costs are necessary to power the

sensor. Therefore, for this project, the assumed cost for adding an ion current sensor to a dual-

model, SI/HCCI engine will be zero dollars (i.e., $0.00) [84].

7.4.2. Variable Valve Timing and Lift

In order to induce HCCI combustion via negative valve overlap, the engine must be equipped

with a mechanism to vary the valve timing. The valve timing must be varied for 2 reasons: 1) the

engine load in HCCI-mode is controlled by varying the amount of trapped residual gases, which

is accomplished through varying the valve timing, and 2) the valve timing in SI-mode is

significantly different than in HCCI-mode (i.e., there is no negative overlap). Adding to the

complications of varying the valve timing is the fact that in SI-mode, the valve profile also has a

vastly different lift than when in HCCI-mode. For example, the maximum valve lift in SI-mode

is generally on the order of 10 mm [85], whereas the maximum valve lift in HCCI-mode can be

as small as 2 mm [20].

178



Several devices exist for varying either the lift or valve timing, or both; however, the price for

each mechanism can vary considerably. For example, a camless, variable valve lift and timing

device designed by Lotus for research engines can cost over $500,000. Clearly, such an

expensive piece of hardware could not go into mass production vehicles. Alternatively, simple

devices are currently available that can vary the valve timing by as much as 30 crank angle

degrees. Andreae et al. [20] used such a device in their work, and these mechanisms cost on the

order of a few hundred dollars. However, these devices only vary the cam phasing (i.e., the lift is

fixed according the cam profile). One mechanism that can be used to vary both the valve timing

and lift is BMW's Valvetronic system. The system is fully mechanical, unlike the Lotus camless

valve actuation system. Valvetronic can vary the valve lift between 0 and 9.7 mm, and it can

cover the entire range in approximately 300 milliseconds, and the cam phasing can be varied by

up to 60 CAD [86].While the Valvetronic system might not be the optimal device for a dual-

mode, SI/HCCI engine, it is reasonable to assume a device such as the Valvetronic could be

used. In the payback period analysis to follow, the analysis will be done assuming the

Valvetronic system is used. The additional manufacturing cost of the Valvetronic system is

reasonable: approximately 100 Euros with a markup of between approximately 3- to 4-times.

Therefore, the retail price to customers would increase by approximately 300 to 400 Euros [87]

(or $460 to $613 at the exchange rates prevailing in June 2008).

7.4.3. Lean NOx After Treatment Systems

HCCI combustion has been researched under a variety of fuel/air equivalence ratios. Several

researchers study HCCI combustion under lean conditions. While this helps to improve the fuel

consumption benefits of the technology, it creates an additional problem: traditional 3-way
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catalysts on SI engines only work at stoichiometric equivalence ratios. Therefore, one of the

biggest challenges for a lean HCCI system will be meeting the ever more stringent NOx

standards. Even though HCCI combustion is a low NO, producer, the emissions standards are

such that a lean NOx catalyst will still be required. However, if the dual-mode engine were

always run at stoichiometric ratios, then no additional catalyst technology will be necessary.

Currently it is unclear which mode of operation will survive to make it into commercial vehicles.

Consequently, this work will evaluate the payback periods for both a lean dual-mode engine,

which will require a lean NOx catalyst system, and a stoichiometric dual-mode engine, which

will incur no additional catalyst costs.

Researchers have recently been working on lean NO, catalysts for Diesel engines. The

technology developed for Diesel engines can effectively be "borrowed" for a lean, dual-mode

SI/HCCI engine. In the U.S., there is currently no standard, commercial lean NOx after treatment

system for Diesel engines. The two primary methods under consideration are: selective catalytic

reduction (SCR) and NO, absorbers (also known as lean NOx traps, or LNTs). The following

subsections describe each technology in greater detail and provide pricing information.

7.4.3.1. Selective Catalytic Reduction (SCR)

While SCR has not officially been adopted in the U.S., it is certainly the front runner and has

already been adopted in Europe. The SCR system uses urea to clean the exhaust via the

following reactions [88]:

Urea hydrolysis:



(NH2)2CO + H20 -, CO 2 + 2 NH3

NOx conversion:

4 NO + 4 NH 3 + 02 -- 4 N2 + 6 H20

6 N02 + 8 NH3 --- 7 N2 + 12 H20.

The above reactions occur with the help of the SCR catalyst: TiOz2-V20s-type.

The SCR system is heavily favored over LNTs because: 1) SCR systems have a proven 80-90%

effectiveness at reducing NOx emissions with open-loop control and up to 95% effectiveness

with closed-loop control; 2) SCRs work over a broad range of exhaust temperatures; 3) unlike

LNTs, SCRs are durable and do not easily lose effectiveness due to catalyst damage; 4) SCR

technology has decades of field experience in other combustion and engine applications; 5) most

importantly, SCRs have significantly lower initial costs than LNTs [89]. There are a few major

drawbacks of SCR systems. First, with SCRs an additional urea storage tank and delivery system

is required, and these systems can be quite complex (requiring items such as heated/insulated

urea storage tanks and cabin dashboard gauges and alarms) [89]. Further adding to the hurdle in

the U.S. is the fact that there is currently no major distribution system for urea like there is in

Europe. However, if SCRs were to become widely adopted, the latter problem would certainly

vanish.

As mentioned previously, one of the biggest advantages of SCRs is their low costs compared to

LNTs. The additional manufacturers' costs for adding an SCR system to a light-duty Diesel has

been estimated to be approximately $180 to $250 in high volume production [90,91]. These

costs will be passed on to the consumer with a markup of 2-3x [89]. The main drivers of these



costs are the urea dosing and control systems. The dosing system alone will consist of a urea

tank (and likely an accompanying tank heater), an injection system and pump, and an exhaust

mixer. The system may also require ammonia sensors to detect leaks of unreacted ammonia, also

known as ammonia slip. Lastly, additional safeguards will also likely be required to prevent

drivers from operating the vehicle without urea [92]. Because dual-mode, SI/HCCI engines will

likely be small displacement engines, the cost for consumers will likely fall in the low range of

$360 - $6452. There is also the added operating cost of using urea. The urea consumption is

generally 2% of the fuel flow volume, and the urea can cost anywhere from $2/gallon at high-

volume truck stops to $5/gallon for one-gallon containers [89]. Both the $2/gallon and $5/gallon

scenarios will be examined for the payback period calculations.

7.4.3.2. Lean NO, Traps (LNTs)

LNTs are a new and emerging technology for treating lean exhaust on Diesel engines. LNTs

work in a 2 step process by cycling between lean and rich conditions. In the first step, LNTs trap

NOx when the engine is running lean. Then in step 2, they regenerate (reduce NOx) when the

engine is running rich. LNTs use precious metal catalysts to remove NO, from the exhaust gases

via the following reactions [93]:

Oxidation:

N20 --+ NO + 02 +-* NO2

Trapping:

The low estimate of $360 equals $180 of manufacturing cost at a markup of 2x; the high estimate of $645 equals
$215 of manufacturing cost (mid-range cost based on SI-engine sizes relative to Diesel engines) at a markup of 3x.



NO2 + BaO +-+ BaNO3

Reduction:

BaNO3 -- BaO + N0 2

NO2 + CO, H2, HCs - CO 2 -+ H20 + N2.

LNTs use a number of different catalyst metals: platinum (Pt) and palladium (Pd) are often used

as the oxidation catalysts, rhodium (Rh) is generally used as the reduction catalyst, and barium

oxide (BaO) is often used as the adsorbent catalyst [91]. These catalysts are generally supported

on a porous material, and the entire system is usually encased within a stainless steel canister.

This canister is then added to the exhaust system of the vehicle [93,94].

LNTs have a few advantages over SCR systems. For example, they do not require an additional

urea system for efficacy, and consequently require no additional driver intervention (like

traditional 3-way catalyst technology). LNTs are also highly effective, reaching reduction

efficiencies of nearly 99% [93]. However, LNTs are highly susceptible to catalyst poisoning by

sulfur, which drastically reduces the efficacy of the system. LNTs also result in a fuel

consumption penalty because additional fuel is used during the rich cycles of regeneration. The

fuel penalty is approximately 4% of the fuel flow volume [91]. An additional challenge facing

LNTs is that they are currently more expensive than SCRs. The high cost of LNTs is primarily a

function of the precious metal catalysts. The cost ratio between the base metal catalysts of SCRs

and "platinum group" metal (PGM) catalysts of LNTs can be as high as 2000:1 [91]. For a

SI/HCCI hybrid vehicle, however, this cost disadvantage is not so severe. All SI vehicles will

already have a 3-way catalyst onboard. The 3-way catalyst used during SI-mode can be

integrated with the LNT to reduce the amount of precious metal required; in effect, the LNT



system would perform as the 3-way catalyst during SI-mode [95]. One should not, however, that

such an integration has never been done before, so some complication may exist. For example,

the configurations between LNTs and 3-way catalysts can be different, which may present some

problems during integration [96]. Nevertheless, the assumption used here will be such that the

systems are integrated, and consequently the only cost of adding an LNT system to a SI/HCCI

hybrid would be the additional PGMs required to perform under lean conditions; this is

discussed in the following paragraph.

Bodek [91], who drew upon the work of several researchers, outlined a method for estimating the

cost of an LNT system to the vehicle manufacturer. The costs largely vary with the price of the

PGMs, which can be highly volatile. Rather than estimate the costs of all 3 precious metals (i.e.,

Pt, Rh, and Pd), the price of Pt is used as the average cost of the PGMs. This simplifying

assumption evolves from the fact that Pt and Rh prices are generally inversely related and that

most catalysts contain either only Pt or a combination of the 3 metals. The range of possible Pt

prices was estimated as the average daily Pt price [97] plus or minus one standard deviation

between January 1, 2008 and December 12, 2008: $57.02/g + $16.73/g. Again, it should be noted

that the price of platinum is highly volatile; the price has changed by over 192% in 2008 alone.

Therefore the price estimate used here will almost certainly change in the future. The amount of

PGM used in an LNT system is often expressed as a loading density (i.e., grams of PGM/L of

catalyst volume). Bodek estimated that on average the density is 2.65 g/L; a similar load density

is used for 3-way catalysts. Catalyst volume required can be expressed a ratio of swept engine

volume to catalyst volume. Based on an extensive literature review, Bodek found that the

average ratio for LNT systems is 1.6 L catalyst/L swept volume, whereas the average ratio for a



3-way catalyst is 0.75 L catalyst/L swept volume. Therefore, the additional PGMs needed to add

the LNT system is a function of the difference in the swept volume ratios. A typical SI-engine

size is approximately 3 L. The range of overall initial cost to the vehicle manufacturer for an

LNT system on a SI/HCCI vehicle would be approximately:

$73.75)( 2.65g Pt [1.6 - 0.75]L catalyst )

g Pt L catalyst L engine= $498
(7-1)

$40.29 2.65g Pt [1.6-0.75]L catalyst )

g Pt L catalyst L engine (3L engine) $272.

The markup to consumers will presumably be in the same 2-3x range as it is for SCRs. This

implies that the increase in retail price for consumers will range from approximately $544 to

$14943. Because neither the SCR nor the LNT systems have yet been adopted in the U.S., the

payback period calculations will be done for both systems.

7.5. Fuel Consumption Benefits of HCCI Combustion

The fuel consumption benefit of HCCI combustion will depend in part on how the engine is

operated. For example, if the dual-mode engine is run at a stoichiometric fuel/air equivalence

ratio during both the SI- and HCCI-modes, this will result in different fuel consumption than if

the engine is run stoichiometrically in SI-mode and lean in HCCI-mode. Therefore, the payback

period analysis will consider the fuel consumptions benefits of a strictly stoichiometric engine

and one that switches between lean and stoichiometric.

3 The low estimate of $544 equals $272of manufacturing cost at a markup of 2x, and the high estimate of $1494
equals $498 of manufacturing cost at a markup of 3x.



7.5.1. Fully Stoichiometric Operation

Andreae [5] examined the fuel consumption benefits of a dual-mode, SI/HCCI engine running

constantly at a stoichiometric fuel/air equivalence ratio. To do this, Andreae used a combination

of fuel consumption benefit data he obtained from an experimental HCCI engine and the Advisor

vehicle simulation software package. The Advisor program was used to simulate the urban and

highway Federal Test Procedure (FTP) drive cycles, from which fuel economy benefits were

obtained. During each step of the simulation, the engine load was calculated, and if the load was

between I and 4 bar brake mean effective pressure (BMEP), HCCI combustion was considered

feasible. The simulations assumed that perfect switching between HCCI and SI was possible and

that there was no fuel penalty for combustion-mode switching. Obviously, perfect switching

could not be realized in practice, but these results represent an upper bound for fuel consumption

benefit for a dual-mode SI/HCCI engine. The fuel consumption benefit for an engine operating

in HCCI-mode was estimated from a comparison of baseline SI data to experimental HCCI data.

The Advisor modeling results showed that fuel consumption was improved by approximately 6%

over the urban drive cycle and by approximately 10% over the highway drive cycle. These

estimates for fuel savings will be used in the payback period calculations for the scenarios with

fully stoichiometric operation.

7.5.2. Lean HCCI with Stoichiometric SI

Hardy [98]examined the fuel consumption benefits of a dual-mode, SI/HCCI engine that runs

stoichiometric in SI-mode but lean in HCCI-mode. Hardy used a proprietary vehicle simulation

software package (ESA and CVSP) developed by Ford Motor Company to determine the fuel

consumption benefits, among other things. The HCCI-mode performance characteristics were



modeled using a series of regression equations developed from experimental data collected at

Ford. These equations describe how, for example, the air/fuel ratio changes as a function of

BMEP, or how fuel consumption (in HCCI-mode) is improved as a function of BMEP. Hardy

performed a multitude of simulations under several different test conditions, but this work will

focus on only a select number of cases. Because lean HCCI requires the addition of a lean NO,

catalyst system, Hardy's simulations considered 2 scenarios with respect to catalyst

performance: 1) the "Maximum Fuel Economy" case and 2) the "Emissions Constrained" case.

In the Maximum Fuel Economy case, it is assumed that the 3-way catalyst converts all of the

hydrocarbons and CO but does not treat any NOx emissions. Then, the necessary lean NO,

conversion efficiency is calculated for the after treatment system such that the emissions are

within given regulations. For the cases of interest, the required conversion efficiency was often

between approximately 60 and 90% (depending on the regulation requirement), and SCR or LNT

systems can easily reach these efficiencies [89,93]. Therefore, for the payback period

calculations, the Maximum Fuel Economy cases will be considered; this is also consistent with

the approach of Andreae [5] in estimating an upper bound fuel consumption improvement for

HCCI.

This work will focus on 2 of Hardy's "best cases" under the Maximum Fuel Economy scenario.

Case I assumes that any time the engine load is less than 4.5 bar BMEP 4 and the engine speed is

less than 3500 RPM, the engine can run in HCCI-mode. Within HCCI-mode, the fuel

consumption benefit is estimated from the regression equations obtained from experimental data.

Case 2 incorporates a mode-transition fuel penalty for switching between SI- and HCCI-mode.



Finally, Hardy considered a 3375 lb ("heavy") and a 2375 lb ("light") vehicle in her simulations,

and to be consistent with Andreae [5], who simulated a vehicle weighing approximately 3300 lb,

this work will consider only the "heavy" vehicle results.

In the city driving cycle, the percent fuel consumption reduction for Case I (i.e., no switching

penalty) was 12.07%, and for Case 2 the reduction was 11.04%. For the highway driving cycle,

the percent fuel consumption reduction for Case I was 7.70%, and for Case 2 the reduction was

6.97%. Because the fuel consumption reduction numbers are so similar between Cases I and 2,

for the payback period analysis only the average fuel consumption savings will be used: 11.56%

for city driving and 7.34% for highway driving.

7.6. Estimating Future Gasoline Prices

Projecting the future cost of gasoline is arguably the most difficult task in determining the

payback period. However, some estimate of future gasoline costs is absolutely necessary to

project dollars saved from fuel consumption benefits of a dual-model SI/HCCI vehicle. The

method used here to project gasoline prices relies on the historical link between crude oil and

gasoline prices.

Historic crude oil prices from 1978 to the present for several countries are available from the

U.S. Department of Energy [99]. For the purposes of this study, the historic U.S. spot price

freight-on-board weighted by estimated import volume in dollars/barrel is used. The price for

each year is taken as the average price of a barrel of oil for all reported dates (usually weekly)

4 The Ford HCCI engine is capable of idle operation.
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within one year. Historic gasoline prices from 1990 to the present are also available from the

U.S. Department of Energy [100]. The price of gasoline used for the payback analysis is the U.S.

regular conventional retail price in dollars/gallon. The price for each year is taken as the average

price of gasoline for all reported dates (usually weekly) within one year. As shown in Figure 7-2,

the price of crude oil and the price of gasoline historically have moved somewhat in unison.

Regression analysis was performed using the historic crude oil price as a predictor for gasoline

price. The results of the regression analysis are shown in Figure 7-3. The regression model is

quite good, with an R2 of 0.97. The model is given by the following equation:

Gasoline Price [$/gallon] = 0.69 + 0.029(Crude Price [$/barrel]). (7-2)

This model will be used to predict the future price of gasoline by using market-exchanged crude

futures contracts as estimates of future crude prices. The futures contract prices as of July 29,

2008 and the implied prices of gasoline are provided in Table 7-1.



90.00

80.00

70.00

60.00

50.00

40.00

30.00 0

A . A

* Gasoline

ACrudcOil

20.00

10.00

1990 1992 1994 1996 1998 2000 2002
Year

0.00
2004 2006 2008

Historic prices for U.S. regular conventional gasoline 1991 and U.S.
spot, freight-on-board crude oil [100]

4.00

3.50

3.00

U[]2.50

2.00

1.50

1.00

0 m

0.50
SActual

O Predicted

0.00
1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008

Year

Figure 7-3. Actual and predicted prices of U.S. regular conventional gasoline

2.50

2.00

4f- U

a i i N
U U

1.00

0.50

0.00
1988

Figure 7-2.

2010

3.00



Table 7-1. Average crude future prices as of July 29, 2008 and implied prices of gasoline
Crude Futures Predicted Gasoline

Year Price ($/barrel) Price ($/gal)
2009 140.42 4.76
2010 137.96 4.68
2011 136.34 4.64
2012 135.83 4.62
2013 135.87 4.62
2014 136.29 4.64
2015 136.77 4.65
2016 137.37 4.67

Several key points should be noted with regards to the price estimation technique for gasoline.

First, crude futures do not necessarily predict what future spot oil prices will be. Researchers

have shown that forward exchange rates typically exaggerate the actual change in spot rates that

occur in the future [101]. Consequently, there is no reason to believe the futures contracts on

crude oil will accurately predict future spot prices. Nevertheless, these futures contracts are

reasonable estimates for future crude prices. Second, crude futures only extend to 2016. In the

event that the payback period goes beyond 2016, the price estimate for crude will be assumed to

grow only with inflation of 2.5% per year from the 2016 futures price (i.e., a constant real dollar

price post 2016). Third, the regression model was built with data from 1990 through mid-2008.

Within this timeframe, the highest average oil price was $125.93/barrel, and the most expensive

average gasoline price was $4.01/gallon. As of July 2008, the price of crude futures contracts are

higher than $130/barrel, which means the regression model will be used to extrapolate beyond

the range on which it was built. This is always dangerous because the relationship between the

independent and dependent variable may change outside of the data range. Nevertheless, the

regression model will provide reasonable estimates for future gasoline prices. Finally, oil prices

can be extremely volatile, which can dramatically impact the price of gasoline in the future (see

Appendix A of this chapter for the effects of oil price fluctuations on the payback periods).



7.7. Payback Period Analysis

7.7.1. Summary of Technology Retail Prices

In order to manufacture a dual-model SI/HCCI engine, the following technologies are needed: 1)

an ion current sensor; 2) a variable valve lift and timing device, for which the BMW Valvetronic

system will be used; and 3) a lean NOx catalyst system (including urea for SCRs), if the engine is

run lean in HCCI-mode. The estimates for the increase in vehicle retail price as a result of

including each of these technologies are provided in the following table. The low and high

estimates for each technology will be used to calculate a range of payback periods for each

vehicle.

Table 7-2. Technologies required to implement a dual-mode, SI/HCCI engine and
the resulting increase in retail price

Technology Estimated Retail Price Increase ($)
Ion Current Sensor 0.00
Valvetronic System 460 - 613
SCR Lean NO, After Treatment (lean HCCI only) 360 - 645
Urea Costs (lean HCCI and SCR only) 2 - 5 per gallon * 2% fuel used
LNT Lean NOx After Treatment (lean HCCI only) 544 - 1494
LNT Fuel Consumption Penalty (lean HCCI only) Fuel price * 4% fuel used

7.7.2. Vehicles Examined

The payback periods for hypothetical dual-model SI/HCCI automobiles will be calculated for 3

vehicles: 1) the Nissan Altima [102]; 2) the Toyota Camry [103]; and 3) the Saturn Aura [104].

Each of these cars weighs approximately equal to the vehicles simulated by Andreae [5] and

Hardy [98] (i.e., approximately 3300 lbs). Additionally, each of the automobiles examined has a



standard SI- and a HEV-version. Using the hybrid premium relative to the SI-version [76], the

payback period for the HEV can be compared to the dual-mode SI/HCCI version.

7.7.3. Payback Period Calculations

The payback period for each vehicle was calculated using the following procedure. First, each

vehicle was assumed to travel 15,000 miles per year, spending 45% of those miles in highway

driving and 55% of those miles in urban driving [105]. This assumption was used in conjunction

with the SI-version fuel economy to determine the baseline volume of fuel consumed each year.

This fuel volume per year was multiplied by the estimated yearly gasoline price obtained from

the regression model discussed previously; the result is the baseline fuel cost for each vehicle.

Next, the HCCI (or HEV) fuel consumption advantage is applied to the SI-version fuel economy

of each vehicle, and the yearly fuel costs are recalculated. The difference between the SI-version

and the SI/HCCI-version (or HEV-version) fuel costs represents the annual fuel savings. These

fuel savings are then added together until their sum is larger than then payback hurdle for each

vehicle. The payback hurdle was calculated directly from the technology costs for the SI/HCCI

vehicles (see Table 7-2) or was taken from Valcourt [76] for HEVs. The number of years it takes

for the fuel savings to equal to the payback hurdle is the payback period.

7.7.4. Results

Table 7-3 summarizes the results of the payback period calculations. The results show that each

stoichiometric SI/HCCI vehicle has a payback period of only 3 - 4 years. The short payback

period is primarily a product of the small increase in retail price for the added necessary

technologies to implement a stoichiometric, dual-mode vehicle. The short payback period also

comes in spite of only incremental improvements in fuel economy. For example, for the Nissan



Altima the baseline SI fuel economy is 23 MPG in the city and 32 MPG on the highway. The

dual-mode vehicle would have a fuel economy of only 24.5 MPG in the city and 35.6 MPG on

the highway. The payback periods of the dual-mode vehicles also compare very well to the HEV

payback periods; the dual-mode payback periods are at least as short as any of the HEVs, and for

the Saturn Aura the dual-mode engine has a significantly shorter payback period.



Table 7-3. Payback hurdles, fuel economy improvements, and implied payback periods
Fuel Economy (MPG)

Vehicle Payback Hurdle ($) City/Hwy5  Payback Period (Yrs)
Nissan Altima SI NA 23/32 NA
Nissan Altima Stoich.
SI/HCCI 460 - 613 24.5/35.6 3 - 4
Nissan Altima Lean
SI/HCCI with SCR 820 - 1258 26.0/34.5 4-7
Nissan Altima Lean
SI/HCCI with LNT 1004 - 2107 24.9/33.1 7 - 14
Nissan Altima HEV 1879 35/33 4
Toyota Camry SI NA 21/31 NA
Toyota Camry Stoich.
SI/HCCI 460 -613 22.3/34.4 3 -4
Toyota Camry Lean
SI/HCCI with SCR 820 - 1258 23.7/33.5 4 -6
Toyota Camry Lean
SI/HCCI with LNT 1004 - 2107 22.7/32.1 7 - 13
Toyota Camry HEV 3046 33/34 5
Saturn Aura SI NA 22/30 NA
Saturn Aura Stoich.
SI/HCCI 460 - 613 23.4/33.3 3 - 4
Saturn Aura Lean
SI/HCCI with SCR 820 - 1258 24.9/32.4 4-6
Saturn Aura Lean
SI/HCCI with LNT 1004 - 2107 23.8/31.0 7 - 13
Saturn Aura HEV 5295 24/32 23

The lean SI/HCCI vehicles that use SCR systems also have similar payback periods to their

stoichiometric counterparts. While the overall fuel consumption improvement for the lean

version (-9.7%) is better than the stoichiometric version (-7.8%), the slightly larger increase in

retail price as a result of the lean NOx after treatment system and added urea costs for the SCRs

make the payback periods for the lean versions somewhat longer. For example, the payback

period for the lean dual-mode Camry with an SCR system ranges between 4 and 6 years,
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whereas the stoichiometric version requires only 3 to 4 years. The payback periods for the lean-

versions with SCRs also compare well to HEV payback periods. For the Saturn Aura, the HEV

version actually has a longer payback period than the lean version.

The lean SI/HCCI vehicles with LNT systems have the longest payback periods of all the dual-

mode configurations, but the payback periods are still somewhat competitive nonetheless. In

general, the range of payback periods for configurations with LNTs overlaps the range of

payback periods with SCRs by a year. However, the upper range of the estimates for the systems

with LNTs is somewhat longer due to the high costs of the PGMs that make up the LNT system;

this results in a larger payback hurdle for these vehicles. In addition, the fuel consumption

penalty caused by use of the LNT weakens the HCCI advantage. These effects combined

translate into longer payback periods. For example, the payback period for the Camry with the

LNT system ranges from 7 to 13 years compared to only 4 to 6 year for the SCR-lean-version.

Also, the payback periods for the lean-versions with LNTs are typically longer than the HEV

payback periods. Consequently, the high cost of this after treatment technologies may prohibit

the lean HCCI vehicles with LNTs from making good economic sense.

In addition to the payback data presented in Table 7-3, an interesting picture also emerges from

the fuel economy data. The new CAFE laws raised the fuel efficiency standard to 35 MPG,

which must be achieved by 2020 [74]. Examining the fuel economy data in Table 7-3, none of

the automobiles have an average fuel economy over 35, including the HEVs. This implies that

these fuel savings configurations alone will not be enough to allow the automotive companies to

All fuel economy estimates for LNT-models contain a 4% fuel consumption penalty for use of the LNT system.
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meet the new laws. Consequently, what is likely to occur is that these firms will have to employ

several strategies simultaneously. Such strategies could include, among other things: a) enticing

customers to purchase smaller and/or lower-powered cars; b) engineering new automobiles to

have lower air friction, weight and rolling resistances; c) selling a significant number of HEVs to

boost the average MPG. The SI/HCCI hybrid vehicles could be yet another option in the toolkit,

but this option alone, or any single one of the strategies outlined above, will not be sufficient.

This analysis helps shed light on some of the challenges automotive firms will face in the

coming decade.

7.8. Manufacturer Cost to Improve Fuel Economy

If dual-mode SI/HCCI vehicles are to become a reality, there must not only be an incentive for

consumers to purchase the vehicles (i.e., short payback periods), but there also must be an

incentive for auto manufactures to use the technology. Two factors could help drive these

companies to produce SI/HCCI vehicles. First, the automotive industry is highly price

competitive. Therefore, from the perspective of a single automotive company, it would want to

improve fuel economy as cheaply as possible in its fleets so that consumers will purchase its

automobiles rather than the competitors'. That is, automotive firms would like to spend less

money to improve the miles per gallon of an automobile by a given amount. Second, the new

CAFE laws require that automotive companies sell a larger quantity of higher fuel efficient

vehicles. The first stimulus goes hand-in-hand with the second: if automotive companies can

produce higher fuel efficient vehicles cheaply, then consumers will likely purchase a greater

quantity of higher fuel efficient automobiles thus helping the finns meet the new CAFE laws.

Therefore, in order to evaluate the incentive to vehicle manufacturers to use SI/HCCI hybrid



technology, this work examines the manufacturing cost increase per mile per gallon ($/MPG)

improvement for each of the 3 automobiles discussed previously. The increases in manufacturing

costs for the technologies necessary to implement a dual-mode engine are summarized in the

following table.

Table 7-4. Technologies required to implement a dual-mode, SI/HCCI engine and the
resulting increase in manufacturing cost

Technology Estimated Manufacturing
Cost Increase ($)

Ion Current Sensor 0.00
Valvetronic system 153
SCR Lean NOx After Treatment (lean HCCI only) 180 - 215
LNT Lean NOx After Treatment (lean HCCI only) 272 - 498

The increase in the vehicle manufacturing cost for HEVs can be estimated from the hybrid

premiums for those vehicles. Vyas, Santini, and Cuenca [106] of Argonne National Laboratory

examined the relationship between manufacturer's suggested retail price (MSRP) and the cost of

vehicle manufacturing. Their results show that the MSRP is between 2.00 and 2.05 times the cost

of vehicle manufacturing. Therefore, the increased cost to manufacture the HEVs relative to the

standard SI vehicle is approximately half of the retail price increase (i.e., the hybrid premium)

that accompanies the HEV. Using this logic, the increase in manufacturing cost for the Altima,

Camry, and Aura hybrids are provided in the following table. Note that for the Altima and the

Aura, the increase in manufacturing cost does not equal half the payback hurdle for those

vehicles given in Table 7-3. This is because the payback hurdle for these vehicles includes the

federal tax credits that consumers who purchase these automobiles receive. The tax credit for the

Nissan Altima is $2350, and for the Saturn Aura the tax credit is $1300; purchasers of the Toyota

Camry no longer receive tax credits as of October 1, 2007 [107]. Therefore, the true increase in



the MSRP for the Altima and the Aura is equal to the payback hurdle in Table 7-3 plus the

federal tax credit. Table 7-5 shows the increase in manufacturing cost for each vehicle.

Table 7-5. Increase in manufacturing cost for each HEV studied
Vehicle Estimated Manufacturing

Cost Increase ($)
Nissan Altima HEV 2063
Toyota Camry HEV 1486
Saturn Aura HEV 3217

Table 7-6 summarizes the cost to vehicle manufacturers for the incremental fuel economy

improvement achieved by implementing either SI/HCCI engines or producing HEVs. The results

show that stoichiometric, dual-mode engines are an extremely cost effective method for

improving fuel economy. Even though the fuel economy improvements for the dual-mode

engines are significantly less than the HEV, the lower cost of implementation makes them an

attractive alternative. For example, for the Altima, the stoichiometric, dual-mode engine would

improve average fuel economy by only 2.4 MPG compared to the 7.1 MPG improvement for

producing an HEV. However, the added manufacturing cost for the dual-mode engine is only

$153 compared to $2063 for the HEV. This large pricing difference is largely a result of the

expensive battery assemblies needed for an HEV as well as the additional hardware necessary to

couple an electronic drive train with the standard drive train. The additional technology for the

dual-mode engines is relatively simply by comparison and is consequently significantly less

expensive. The lean, dual-mode vehicles are more expensive on a $/MPG basis than the

stoichiometric-versions, but the SCR-versions are still attractive options compared to HEVs. For

example, the Altima SCR-version improvement ranges from $119/MPG to $132/MPG compared
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to $293/MPG for the HEV. The LNT-versions, however, are typically more expense on a $/MPG

basis than the other SI/HCCI versions and the HEV vehicles. Only the Saturn Aura HEV has a

significantly larger $/MPG improvement than any lean, dual-mode vehicle.

Table 7-6. Increase in manufacturing cost, average fuel economy improvement, and
cost per mile per gallon ($/MPG) improvement for each fuel savings configuration

Manufacturing Cost Avg. Fuel Economy
Vehicle Increase ($) Improvement (MPG) $/MPG Improvement
Nissan Altima Stoich.
SI/HCCI 153 2.4 64
Nissan Altima Lean
SI/HCCI with SCR 333 - 368 2.8 119 - 132
Nissan Altima Lean
SI/HCCI with LNT 425 - 651 1.5 278 - 425
Nissan Altima HEV 2063 7.1 293
Toyota Camry Stoich.
SI/HCCI 153 2.3 67
Toyota Camry Lean
SI/HCCI with SCR 333 - 368 2.6 128 - 141
Toyota Camry Lean
SI/HCCI with LNT 425 - 651 1.4 298 - 457
Toyota Camry HEV 1486 8.0 187
Saturn Aura Stoich.
SI/HCCI 153 2.3 67
Saturn Aura Lean
SI/HCCI with SCR 333 - 368 2.7 126 - 139
Saturn Aura Lean
SI/HCCI with LNT 425 - 651 1.5 292 - 448
Saturn Aura HEV 3217 2.0 1609

7.9. Conclusions

The objective of this work was to determine the financial payback period for a dual-mode,

SI/HCCI vehicle. The payback period is a measure of the incentive a consumer would have to

purchase the automobile. The payback period was calculated by first estimating the cost of the

additional technologies necessary to implement an SI/HCCI engine. Then, the fuel efficiency
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improvement resulting from the HCCI process was used to estimate the annual fuel savings from

employing the dual-mode engine. Finally, an estimate of the future price of gasoline was used in

conjunction with the fuel savings estimates to determine the dollars saved in fuel costs each year.

The following conclusions were reached:

* The increase in retail price for a stoichiometric, dual-mode vehicle over a traditional SI

model is relatively minor - on the order of $460 to $600.

* The small increase in retail price results in short payback periods (approximately 3 to 4

years) for stoichiometric, dual-mode automobiles.

* The payback periods for the stoichiometric, dual-mode vehicles are as short or shorter

than any HEV payback period.

* Lean SI/HCCI vehicles that employ SCR NOx after treatment systems are economically

viable and have payback periods of similar order to HEVs. However, lean-versions that

employ LNTs may not be economically sensible due to expensive PGMs that comprise

the catalyst bed and drive up the range of payback periods to often over 10 years.

In addition to examining the payback period for customers who may purchase a dual-mode

vehicle, this work also examined the incentive of automotive manufacturers to produce SI/HCCI

automobiles. This was done by calculating the cost increase to the manufacturer per mile per

gallon improvement in fuel economy (i.e., $/MPG). The following conclusions were reached:

* The increase in manufacturing cost for stoichiometric, dual-mode engines is less than

$70/MPG gain, which is smaller than the increase for both lean dual-mode vehicles and

HEVs.
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* Despite the smaller increase in fuel economy of the SI/HCCI engines relative to HEVs,

the $/MPG improvement for stoichiometric, dual-mode vehicles is smaller than any other

fuel savings configuration.

* The increase in manufacturing costs per MPG gain for lean, dual-mode vehicles that

employ SCRs are typically lower or of similar order to those of an HEV.

* Employing LNT systems for lean, dual-mode SI/HCCI vehicles may make the $/MPG

improvement prohibitively expensive compared to other fuel savings configurations

available to manufacturers.

The combined results of this project demonstrate that dual-mode, SI/HCCI vehicles are a viable

economic option for both consumers and vehicle manufactures; however, two points should be

kept in mind. First, the calculations presented here are best case estimates of the benefits of a

dual-mode vehicle. At present, accurately estimating the research and development (R&D) costs

that will be incurred for developing the dual-mode process is extremely difficult because there is

no market data available on this topic. Some of the additional engineering costs include those

incurred for developing the control software and for calibrating the engine in both combustion

regimes. These costs will likely not be overwhelming large, however. The fraction of these R&D

costs passed to the consumer is currently not well-defined and consequently is not include the

calculations presented here. Second, neither SI/HCCI vehicles nor HEVs achieve a large enough

fuel economy advantage to allow automotive companies to meet the new CAFE standards by

implementing these technologies alone. This implies that these firms will have to employ several

strategies simultaneously. These strategies include, among others, reducing vehicular weight and

rolling resistance while selling smaller and/or lower-powered automobiles and larger quantities
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of HEVs. Nevertheless, the results of this study demonstrate that SI/HCCI vehicles are a viable

economic option for both the consumer, by helping to save on fuel expenses, and the producer,

by helping to improve the fleet fuel economy.

7.10. Appendix A

This appendix examines the sensitivity of the payback period calculations to oil price

fluctuations. As discussed in the main text, the price of oil can be highly volatile, which can have

a significant impact on gasoline prices and thus payback periods. This work was originally

drafted in mid-2008 when the price of oil was at an all-time high (-$140/barrel). Now nearing

the end of 2008, the U.S. stock market and equity markets around the world have suffered

tremendously. This has caused the price of oil to drop to near-2005 levels (-$40/barrel). Using

current (i.e., end-2008) estimates for oil prices, the payback periods will be reexamined here.

The methodology used in determining the payback period will remain unchanged.

The average crude futures price as of December 11, 2008 and corresponding estimated gasoline

price (based on Equation (7-2)) are presented below in Table 7-7. Contrasting these values to

those in Table 7-1 provide a clear glimpse into how volatile oil prices can be - even within a

single year. Also, the average price of oil in 2008 has been updated from $101.33/barrel to

$96.58/barrel. The gasoline prices presented in Table 7-7 are used in the payback period

calculations presented next.
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Table 7-7. Average crude future prices as of December 11, 2008 and implied prices
of gasoline

Crude Predicted
Futures Price Gasoline

Year ($/barrel) Price ($/gal)
2009 55.34 2.29
2010 63.40 2.53
2011 68.36 2.67
2012 71.35 2.76
2013 73.39 2.81
2014 75.20 2.87
2015 77.30 2.93
2016 78.72 2.97
2017 79.79 3.00

Table 7-8 summarizes the results of the payback period calculations based on the updated

gasoline prices. The results here are qualitatively similar to those presented in the main text.

Stoichiometric dual-mode vehicles have the shortest payback periods, due to their low payback

hurdles. Lean dual-mode vehicles that employ SCRs have longer payback periods, but these are

still of similar order of magnitude to those of most HEVs. For lean-models using LNTs, the

higher payback hurdles continue to result in the longest payback periods of any of the

configurations examined. Comparing the results here to those in Table 7-3 shows that with lower

gasoline prices, the payback periods for all of the vehicles are longer. This demonstrates why

automotive companies struggle to sell highly fuel efficient vehicles when gasoline prices are

low; consumers simply do not have as strong of an incentive to purchase them. Furthermore, this

analysis also demonstrates why calculating the "correct" payback period is difficult. The price of

oil (and thus gasoline), among other things, is highly uncertain, and this can drastically impact

the payback results.
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Table 7-8. Paybacl
for each vehi

c hurdles, fuel economy improvements, and implied payback periods
cle examined based on gasoline prices as of December 11, 2008

Fuel Economy (MPG)
Payback Hurdle ($) City/Hwy Payback Period (Yrs)
NA 23/32 NA

Vehicle
Nissan Altima SI
Nissan Altima Stoich.
SI/HCCI
Nissan Altima Lean
SI/HCCI with SCR
Nissan Altima Lean
SI/HCCI with LNT
Nissan Altima HEV
Toyota Camry SI
Toyota Camry Stoich.
SI/HCCI
Toyota Camry Lean
SI/HCCI with SCR
Toyota Camry Lean
SI/HCCI with LNT
Toyota Camry HEV
Saturn Aura SI
Saturn Aura Stoich.
SI/HCCI
Saturn Aura Lean
SI/HCCI with SCR
Saturn Aura Lean
SI/HCCI with LNT
Saturn Aura HEV

24.5/35.6

26.0/34.5

24.9/33.1
35/33
21/31

22.3/34.4

23.7/33.5

22.7/32.1
33/34
22/30

23.4/33.3

24.9/32.4

23.8/31.0
24/32

4-6

7-12

11 -20
6
NA

4-5

6-11

10-19
7
NA

4-5

6-11

10-19
32
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460 - 613

820 -1258

1004 -2107
1879
NA

460 - 613

820 -1258

1004 - 2107
3046
NA

460 -613

820 -1258

1004 - 2107
5295



GLOSSARY

Oscaling: prefactor of the heat transfer coefficient of Chang et al.

y: ratio of specific heat capacities

k: air/fuel equivalence ratio

d: fuel/air equivalence ratio

OEvc: crank angle of exhaust valve close

Owvc: crank angle of intake valve close

mf: mass of fuel in the cylinder

m'f: mass flow rate of fuel

Mivc: in-cylinder mass at intake valve close

Pmax: maximum in-cylinder pressure

Pwvc: in-cylinder pressure at intake valve close

T-30: in-cylinder temperature at 30 crank angle degrees before top center

TIN: intake air temperature

Tlvc: in-cylinder temperature at intake valve close

Tmisfre: in-cylinder temperature at a misfire

T,,: steady-state, in-cylinder temperature

Xboundary: mass fraction in the boundary layer

BDC: bottom dead center

BTC: before top center

CA50: crank angle at which 50% of the cumulative heat release has occurred

CAI: controlled auto-ignition
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CAD: crank angle degree

CFD: computational fluid dynamics

CI: compression-ignition

COV: coefficient of variation

DAEs: differential-algebraic equations

EGR: exhaust gas residuals

EVC: exhaust valve close

EVO: exhaust valve open

GIMEP: gross indicated mean effective pressure

HC: hydrocarbon

HCCI: homogenous-charge compression-ignition

HLL: high-load limit

HTHR: high temperature heat release

ISFC: indicated specific fuel consumption

IVC: intake valve close

IVO: intake valve open

LLL: low-load limit

LLNL: Lawrence Livermore National Laboratory

LTHR: low temperature heat release

MAP: manifold air pressure

MITES: MIT engine simulator

MON: motor octane number

MRPR: maximum rate of pressure rise
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NIMEP: net indicated mean effective pressure

NVO: negative valve overlap

010: auto-ignition quality requirement

01: octane index

PRF: primary reference fuel

PSI: pounds per square inch

RON: research octane number

RPM: revolutions per minute

RVP: Reid vapor pressure

SI: spark-ignition

TDC: top dead center

VIF: variance inflation factor
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