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Abstract

Quantum complexity theory is important from the point of view of not only theory of
computation but also quantum information theory. In particular, quantum multi-prover
interactive proof systems are defined based on complexity theory notions, while their char-
acterization can be formulated using LOCC operations. On the other hand, the main
resource in quantum information theory is entanglement, which can be considered as a
monotonic decreasing quantity under LOCC maps. Indeed, any result in quantum proof
systems can be translated to entanglement theory, and vice versa. In this thesis I mostly
focus on quantum Merlin-Arthur games as a proof system in quantum complexity theory.

I present a new complete problem for the complexity class QMA. 1 also show that
computing both the Holevo capacity and the minimum output entropy of quantum channels
are NP-hard. Then I move to the multiple-Merlin-Arthur games and show that assuming
some additivity conjecture for entanglement of formation, we can amplify the gap in QMA(2)
protocols. Based on the same assumption, I show that the QMA(k)-hierarchy collapses to
QMA(2). T also prove that QMAo.(2), which is defined the same as QMA(2) except that
the size of witnesses is logarithmic, with the gap n=3+9) contains NP. Finally, motivated
by the previous results, I show that the positive partial transpose test gives no bound on
the trace distance of a given bipartite state from the set of separable states.
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Chapter 1

Introduction

The theory of quantum computation was started by Richard Feynman who raised the fol-
lowing seminal point in 1982: it seems there are essential difficulties in simulating quantum
mechanical systems on classical computers, and suggested that designing computers based
on the principals of quantum mechanics would allow us to avoid these difficulties [96]. This
idea was followed by David Deutsch in a series of papers [48, 49, 49] in which he proved
the existence of a universal quantum computer. In 1994, Peter W. Shor gave a strong ev-
idence on the validity of Feynman’s observation. He showed that the problem of integer
factorization, which is believed to be a hard problem on classical computers, can be solved
efficiently on a quantum computer [109, 110]. After Shor’s algorithm, there has been an
intensive effort to understand the advantages of using quantum computers compared to the
classical ones. This attempt was the beginning of the theory of quantum complexity.

Computational complexity theory is the theory of the classification of problems based
on resources that are required to solve them. This classification is important because it
tells us which problems are hard and which problems are easy to solve. For example, the
RSA protocol [104] for public-key cryptography is known to be safe because we believe that
integer factorization is a hard problem.

Computational complexity theory is naturally extended in the presence of quantum
computers. Shor’s factoring algorithm [109, 110], as the first striking result of quantum
computation, shows that there are hard problems that can be solved easily on a quantum
computer; therefore, quantum resources may define completely different classes of problems.
In the past decade, this area has been active to understand these differences [118].

Quantum complexity theory is important from the point of view of not only theory of
computation, but also quantum information theory. For instance, Communication com-
plexity with shared entanglement [36, 41, 93], and quantum multi-prover interactive proof
systems with shared entanglement [71, 72, 73] are two models of computation which can
be characterized using the properties of entanglement and LOCC maps. Conversely, the
power of entanglement as a resource in information theory can be formulated in these two
models. Therefore, studying quantum complexity theory, and in particular quantum proof
systems, will help us to understand quantum information theory.

In this thesis I mostly focus on the complexity class QMA (quantum Merlin-Arthur)
which is important in three different points of view. First, QMA is the quantum analogue
of NP [119, 6], so understanding this class provides us the quantum version of the deep
theory of NP-completeness. Second, the local Hamiltonian, which is a physically motivated
problem, is QMA-complete [77, 6], and techniques of analyzing this problem are applied
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to recognize the power of adiabatic quantum computation [7]. Third, an extension of this
complexity class, called quantum multiple-Merlin-Arthur QMA(%), is another formulation
of the problem of the power of entanglement in complexity theory.

I have organized my results in four chapters and two appendices.

In Chapter 2, after reviewing basic properties of QMA, T introduce the quantum version
of the clique problem and show that it is QMA-complete. This problem is basically the
problem of estimating the zero-error capacity of quantum channels. Motivated by this
problem, I raise the question of computing the Holevo capacity of quantum channels. 1
prove that this problem is NP-complete. These results are based on joint work with Peter
W. Shor [17].

In Chapter 3, I define the complexity class QMA(k), and show that if the weak additivity
conjecture in quantum information theory holds, we can amplify the gap in QMA(2). Under
the same assumption, I also prove that QMA(k) = QMA(2), for any & > 2. To understand
the relation between QMA and QMA(2), I express the problem of the existence of a map
that disentangles any quantum state. I prove that a perfect disentangler does not exist.
These results are based on joint work with Scott Aaronson, Andrew Drucker, Bill Fefferman
and Peter W. Shor [2].

In Chapter 4, I show that QMA(2), which is defined the same as QMA(2) except
that the size of the witnesses sent by Merlins are logarithmic, contains NP. I prove this
containment when the gap in QMA,(2) is n~3+9), for every e > 0. This result is based on
[16].

In Chapter 5, I try to answer the problem of the complexity of separability problem with
constant gap, which is related to the power of QMAo,(2). I show that the positive partial
transpose test [102, 62] gives no bound on the distance of a bipartite state from separable
states. I argue that the same result holds for other well-known separability tests such
as reduction criterion [60], majorization criterion [97], and symmetric extension criterion
[46, 47]. These results are based on joint work with Peter W. Shor [18].

In Appendix A, T investigate the zero-error capacity of quantum channels in more details.
In addition, I present a new upper bound on the zero-error capacity of graphs. These results
are not published.

In Appendix B, I state a precise definition for PostQMA(k), and show some properties
of this class. These results are also unpublished.

In the rest of the this chapter, I describe preliminary concepts of quantum physics,
theory of computation, complexity theory, and also quantum computation. The reader who
is familiar with any of these subjects, can simply skip the relevant section since I use the
common notations of these theories.

1.1 Mathematical Framework of Quantum Physics
The Schrodinger equation in quantum physics plays the rule of Newton’s laws in classical

physics. The Schrédinger equation describes the behavior of a quantum system in time. In
a general form, it can be written as

L0
tho 19(1) = Hlg(t), (1.1)

where i = /—1, and h is Planck’s constant. |y (t)) is called the wave function and represents
the state of a quantum system at time ¢. Also, H is a self-adjoint operator, called the
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Hamiltonian, and represents the constraints of the system.

In this section, I do not want to express the physical interpretation of this equation,
and instead, will describe the terms wave function, and Hamiltonian in a mathematical
framework so that quantum physics can be formulated based on a few axioms. A more
comprehensive discussion on this part can be found in Nielsen and Chuang’s book [96], and
in Preskill’s lecture notes [103].

1.1.1 Some Notations in Linear Algebra

A Hilbert space 'H is a vector space over the complex numbers C equipped with an inner
product, which is complete! under the induced norm by the inner product. In this thesis, we
deal only with the finite dimensional Hilbert spaces, so we can forget about the completeness
condition since any finite dimensional inner production space is automatically complete [66].

A vector in H is represented in the form [¢). Also its dual with respect to the inner
product is shown by (¢)|. We can think of [¢) as a column-vector, and (¢| as a row-vector
which is the complex conjugate of |¢) (J¥)t = (¥|). Therefore, the inner product of two
vectors [¥), |¢) is (¥|¢) = (p|¥)* ( z* is the conjugate of the number z). More generally, for
any linear operator M : H — K between two Hilbert spaces H and K, we represent its dual
or adjoint?> by M1 : K — M, so for any |¢) € H and ¢} € K we have (| M|p)* = (¢p|MT|y).
A linear map M : H — H is called self-adjoint or hermitian if Mt = M. It is well-known,
and can be proved easily, that all eigenvalues of a hermitian operator are real. A hermitian
operator M is called positive semi-definite if all of its eigenvalues are non-negative. If M
is positive semi-definite we denote it by M > 0. We also say M > N if M — N is positive
semi-definite. A linear operator M is called unitary if MM?' = I, where I is the identity
map over H.

For |¢) € H and |[¢) € K we can think of |1)($| as a rank-one linear operator |1){4]| :
H — K such that (J¢)(¢|) |z} = ((¢|x)) |¢). Since any linear map can be written as a sum
of rank-one linear operators, the set {)_, [¢;)(¢i|} contains all linear maps from H to K.

A vector |¢) is called normal if it has unit length, i. e. (|¢)) = 1. Letting dimH = d,
an orthonormal basis {|1),2),...|d)} of H is a basis such that all of its vectors have unit
length and they are mutually orthogonal, i. e. (i|j) = d;;, where §;; is the Kronecker delta
function. From the definition it is clear that any unitary operator sends an orthonormal
basis to an orthonormal basis.

For two Hilbert spaces H and K we represent their tensor product by H ® K. This new
Hilbert space is spanned by vectors |¢) ® |¢), where |¢) € H and |¢)) € K, and its inner
product is defined by (¢| ® (|- |¢') @ [¢) = (¢|¢')(¢]¢') and is extended by linearity. We
usually represent |¢) ® |¢) by |@) |1}, and if there is no ambiguity by |¢, ).

1.1.2 State Spaces

For any physical system there is a corresponding Hilbert space. Any vector
in the Hilbert space describes a state of the system. Two vectors that are a
scaler multiple of each other correspond to the same state. Therefore, states
of the systems are in one-to-one correspondence with the unit vectors of the
Hilbert space up to a phase factor (a norm-one complex number).

! A metric space is called complete if every Cauchy sequence in the space converges.
2Note that, since H and K are inner product spaces, they are canonically isomorphic to their dual spaces.
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The simplest example of a quantum system is the spin of an electron which corresponds
to a 2-dimensional Hilbert space with the orthonormal basis {| 1),| [)}. | 1) describes a
spin-up electron and | |) a spin-down electron. In general, any state of the system can be
written as a| 1)+ b| ), where |a]? + |b]?> = 1. a| 1) + b |) is called a superposition of states
| 1) and | |) with amplitudes a and b, respectively.

A 2-dimensional quantum system is usually called a qubit (quantum bit), and is rep-
resented by a Hilbert space with the orthonormal basis {|0),[1)}. In the classical case,
a bit can be either 0 or 1, while in the quantum case, a qubit can be in a superposition
of these two states as well. Of course, there is nothing special about the basis {]0),[1)}.
{ \/—(|O> + 1)), \/_(IU) |1 )} is also an orthonormal basis for a qublt and we can think of

s —5(10) + 1)) and —5(10) — [1)).

1.1.3 Density Matrices

In the previous section, we said that states of a quantum system correspond to unit vectors
of a Hilbert space up to a phase factor. To eliminate this phase and get to a one-to-one
correspondence, we can represent a system in the state [1)) by the linear operator |¢)(¢|.
Such a linear map is positive semi-definite, rank-one, and Tr|y) (1| = (|v) = 13. Hence,
there is a one-to-one correspondence between matrices with this properties and states of a
quantum system.

The advantage of this notation is that it provides a convenient way of describing prob-
ability distributions over states of a quantum system. Assume that a quantum system is in
the state |¢);) with probability p;. This system is described by the matrix p = 3", p; [¥0;) (¥].
p is also positive semi-definite, and Trp = 1; however, it is not rank-one anymore. A positive
semi-definite matrix with trace 1 is called a density matriz. A density matrix is in the form
[¥) (] iff it is rank-one, and in this case is called a pure state.

States of a quantum system are described by density matrices over the cor-
responding Hilbert space. A rank-one density matriz describes a completely
known state, while a density matriz generally describes a probability distri-
bution over the Hilbert space.

I should remark on two points regarding this notation.

First, representing quantum states with unit vectors and density matrices are equivalent,
and any notion about one of them can be translated to the other. In the literature, when
we talk about a general quantum state we use density matrices, and whenever the state is
completely known it is represented by a vector.

Second, one may object that representing quantum states with density matrices is not
unique. For instance, if a qubit is in the state either |0) or |1) each with probability 1/2,
the corresponding density matrix would be 3|0)(0| + 3|1)(1| = %I On the other hand, the
density matrix corresponding to a qubit which is in the states ()0} + 1)) or == (lO) 1))

each with probability 1/2, is 5[ as well. The point is that although these two qublts are
generated by different processes, they describe the same state. In fact, as we will see, there
is no physical experiment to distinguish these two qubits, so it is reasonable to have the
same representation for them.

3Tr(-) denotes the trace function.
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1.1.4 Composition of Quantum Systems

Assume that H and K are two Hilbert spaces describing two quantum sys-
tems. Then the Hilbert space corresponding to the composition of the two
systems is H & K.

For example, two qubits are described by the Hilbert space with the orthonormal basis

{100, ]01), |10}, [11)}. The vector %([00) +01)) = -1510) ®(|0) 4+ |1)) represents two qubits

where the first one is in the state |0), and the second one is in the state %(|0) +11)). Note
that in this example we can write the state of the composite system in the form |¢)) ® |¢)
and say that the first system is in the state |¢) and the second one is in the state [¢).
However, in general, this separation does not exist. For instance, one cannot write the state
%(}00} 4]11)), called an EPR? pair, in the form [1)) ® |¢)). Such a state is called entangled.
Entanglement does not have any classical correspondence.

Moving to the density matrices, every density matrix over H ® K that can be written
in the form . pip; ® o4, where {p;} is a probability distribution, and p; and o; are density
matrices over H and K, respectively, is called a separable state. Other density matrices are
called entangled.

1.1.5 Subsystems of a Composite System

In the previous section, we explained, given the description of two individual systems, how
to find the state of the composite system. In this section we explain the converse process:
given the state of a composite system, how to find the description of the individual systems.

Let A and B be two quantum systems. If the state of the composite system is |1)) ® |4),
then the state of the individual system A is [1)). More generally, if the state of the composite
system is Y, p;pi ® 0j, it means that the whole system is in p; ® o; with probability p;.
Therefore, the subsystem A is in state p; with probability p;, or equivalently, in state ), p;p;.

So far we can find the state of a subsystem if the whole state is separable. For a general
state we simply extend this definition by linearity.®

Definition 1.1.1 The partial trace, denoted Tri(-), is a linear map from matrices over
H Q K to matrices over H, defined by Tric(M @ N) = Tr(N)M.

If pAB is the density matriz of the composite system A and B, then the
individual system A is described by the density matriz pA = Trg pAB.

1.1.6 Evolution

The question of the evolution of an isolated quantum system in time, is answered by
Schrédinger equation. In Eq. (1.1), assume that the Hamiltonian H is time-independent.
Then we have

[(t)) = e~ 7 [y(0)).

tH is unitary. This observation holds even if the Hamiltonian is

Since H is hermitian, e~ h
time-dependent.

“EPR stands for Einstein, Podolsky and Rosen. The state %(]00) + |11)) is called an EPR pair after

their famous paper about the incompleteness of quantum physics [52].
®Note that Schrédinger equation (1.1) is also linear in terms of the wave-function.
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The evolution of an isolated quantum system is described by unitary opera-
tors. More precisely, the states of system at times to and t| are related by a
unitary operation U, |¢(t1)) = Ul(tg)). This expression in terms of density
matrices is p;, = Up, UT.

Note that, in a mathematical point of view, unitary operators are the only linear maps
that send unit-vectors to unit-vectors and density matrices to density matrices.

1.1.7 Measurement

We learned how to describe quantum systems, and also how to relate the states of systems
in different times, but we still do not know how to extract information. In classical physics,
for instance, we can measure the angular momentum of a particle without disturbing the
particle. However, in the quantum world such a measurement is impossible; when we
measure the spin of an electron, we find it either spin-up or spin-down. It means that, after
the measurement the spin cannot be in a superposition of spin-up and spin-down anymore,
and we have changed the spin during the measurement.

A measurement of a quantum system with the corresponding Hilbert space
H is described by projections Py, Ps, ... Py with >, Py = I, where I is the
identity operator on H and such that P;P; = 0;;1. If we measure o state
[v) € H, we get the i-th outcome with probability (Y|P;|y). In this case, the
state after the measure will be parallel to Pi|y).

What is explained here is usually called a projective measurement. This type of mea-
surement is not the general notion of measurement in quantum physics. Using these mea-
surements as a tool, we can remove the constraint that P;P; = §;;1. The idea is to extend
the Hilbert space by attaching another system, consider a projective measurement in the
extended space, and then trace out the extra part of the space, (see [96] for details). In
fact, the only important condition on measurement operators is what usually referred as
the completeness equation:

Y PP =1

1

In this general setting, the outcome of the measurement is ¢ with probability (wIP{'Pilz/)),
and the state after the measurement collapses to

Pily)
T
(WIP] Pily)?
There are examples of measurements in which we do not care about the state after
the measurement, but only the probability distribution of the outcome. This probability

distribution can be expressed in terms of positive operator-value measure (POVM) elements
M; = P'P,.

A POVM consists of positive semi-definite matrices M;, with the complete-
ness equation y ., M; = I. If we apply this measurement on the density
matriz p, the outcome will be © with probability Tr(M;p).

In a mathematical point of view, any linear map that sends density matrices to proba-
bility distributions can be expressed in terms of a POVM.

16



1.1.8 Example

In the previous sections we learned the general concepts of quantum physics. Here, by
giving an example, we bring them all together.

Let o = a]0){0] + b|1)(1], where a,b > 0 and a + b = 1, be the state of a qubit. We
can think of this qubit as the second qubit of the two-qubit state |¢) = /@ |00) + vb|11):
Try|Y) (¥| = 0. The state |¢) is called a purification of o.

It is easy to see that such a purification is always possible; for any mixed state o”,
there exists a system B and a pure state |¢AB ) over the composite system AB, such that

A = Trg|yAB) (A5,

Now, assume that we apply the Hadamard gate on the first qubit. The matrix represen-

tation of Hadamard gate in the standard basis {|0), 1)} is

H= % G _11) | (1.2)

Therefore, we have

Hiy) = H@ I|9) = \/7500 [)10 \/7[01 \[111

Next, we measure the first qubit in the basis {|0),|1)} (the projective measurement with
projectors P; = |0)(0| and P, = |1)(1]). We get each of the outcomes |0) and |1) with
probability 1/2. In the first case, the second qubit collapses to |¢1) = /a|0) + V/b|1), and
in the second case to |¢1) = v/a]0) — vb|1). (Since the two qubits are entangled, measuring
the first qubit will change the state of the second qubit as well). After the measurement,
the second qubit is in the state

$160) (6ol + 5161) (1] = al0) 0] + 1)1},

which is the same state as what we started with.

Such an equality always holds; if we have a state on two systems, any unitary operation
or measurement on the first system, without knowing the outcome of the measurement, does
not change the reduced density matrix of the second system. This fact can be proved easily
using linearity.

1.1.9 Heisenberg Uncertainty Principle

Heisenberg uncertainty principle is usually stated as

AzAh > g-,

where z denotes the position operator and h the momentum operator, and Az and Ah
denote the accuracy of their measurement.

This inequality means that if we measure the position of a particle up to precision Ar,
then the best measurement of momentum (without changing the particle) contains at least
% error. In other words, we cannot measure both position and momentum at the same
time.

When we say that x is the position operator, it means that x is a hermitian matrix over
the Hilbert space of the particle, each of whose eigenvectors correspond to a certain position
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(and the same for h). Let {|¢)s)}s be the set of eigenvectors of x which is an orthonormal
basis for the Hilbert space. The vector |¢)5) describes the state of a particle in position s.
To measure the position of a given particle we should consider the projective measurement
with operators {Ps = |¢)(¢s]}s. Thus, after measurement, by getting the position s the
state of system collapses to |5). Now assume we measure momentum. Under the new
measurement we change the state (it collapses to an eigenvector of h), except if |¢) is
an eigenvector of h as well. However,  and h do not commute, so they have different
eigenvectors. As a result, it is impossible to measure both x and h at the same time.

1.2 Quantum Channels

A quantum channel is any physical process that given a quantum state outputs another
quantum state. As an example, suppose given a state p we measure this state using the
POVM {M;}, and if the outcome of measurement is 7 we output the state ;. This means
that, in the output we have o; with probability Tr(M;p); thus, we can write the channel in
the form®

(p) = ZTT(MiP)Ui- (1.3)

Characterization of quantum channels is very useful because of their wide applications in
quantum information theory, and also designing and analyzing quantum algorithms. Here,
we present two (equivalent) characterizations of quantum channels from different points of
view.

1.2.1 Physical Characterization

Based on what we have learned in Section 1.1, a quantum process consists of adding and
deleting subsystems, applying unitary operations, and measurement. Here, it is useful to
mention an important fact called the principle of deferred measurement.

Any measurement performed in the middle of a quantum process can be re-
placed by another measurement performed at the end of the process. It holds
even if other operations are conditionally performed depending on the out-
come of the measurement.

This fact is a standard consequence of the techniques of designing quantum circuits, and
we refer the reader to [96, 103] for a proof.

Using this result, we may assume that all the measurements are performed at the end
of a process. On the other hand, since, in general, we do not know the outcome of the
measurement, the state of the remaining system after the measurement would be the same
if we just ignore the measured system and trace-out it (see Section 1.1.8). Hence, we may
replace measurements with a trace-out at the end of a process.

The remaining operations that we can perform are adding extra subsystems and also
applying unitary operators. Not that without loss of generality, we may assume that we
add all the extra subsystems once at the beginning, and also we may assume that the state
of the extra subsystems is a pure state’ which we call |e).

5Channels in the form of Eq. (1.3) are called entanglement breaking.
"Use the purification idea explained in Section 1.1.8.
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Therefore, the whole process is the following: given the input state p we add the state
le) to it, apply the unitary operator U, and then trace-out a subsystem which we call E.
We can write the output state as

U(p) = Tep(Up @ |e){e|UT). (1.4)

Every quantum channel can be written in the above form.

1.2.2 Mathematical Characterization

In this section we define quantum channels as maps over density matrices that satisfy certain
properties.

First, quantum physics is linear, so any quantum channel ¥ should be linear as well.
More precisely, for a probability distribution {p;} and mixed states {p;},

‘I’(Zpipi) = Zpi\I’(pi)- (1.5)

Second, a quantum channel must send quantum states to quantum states. In means
that ¥(p) should be normalized: Tr ¥(p) = 1. This property is referred as ¥ being trace
preserving’.

Third, ¥ should send mixed states, that are described by positive semi-definite matrices,
to positive semi-definite matrices. This property is referred as ¥ being positive. However,
something more than the positivity should hold. Assume that we apply the channel ¥ to
one part of a bipartite state. The outcome must still be positive. In other words, for the
identity channel Id, that is applied to density matrices of an arbitrary dimension, Id ® ¥
must also be a positive map. This stronger property is referred as ¥ begin completely
posz’tiveg.

These three properties characterize quantum channels from a mathematical point of
view. Such a map with these properties is called completely positive trace-preserving (CPTP).
It is not hard to prove that any CPTP map on density matrices can be written in the form

U(p) = Y EipE], (1.6)

where {E;} are arbitrary matrices, called Kraus operators, that satisfy >, E;r E; =1
It can be shown easily that the two representations (1.4) and (1.6) are equivalent: any
channel in the form of Eq. (1.4) can be written in the form of Eq. (1.6) and vice versa.

1.2.3 No-Cloning Theorem

Now we are ready to state one of the most exiting results of quantum physics: there is no
physical process for making a copy of an unknown quantum state [122]. This statement is
called the no-cloning theorem.

8The trace preserving assumption is not crucial, and can be replaced with 0 < Tr¥(p) < 1. Indeed, we
may think of a quantum process in which we ignore certain outcomes of a measurement. It is the same as
to replace the completeness property of a POVM {M;} with >, M; < I.

9Consider the map that sends a matrix to its transpose. This map is clearly linear, trace preserving and
positive, but it is not completely positive. For example, if we apply the transpose map on one qubit of an
EPR pair we do not get a positive semi-definite matrix.
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A more precise description of no-cloning theorem is that there is no quantum channel
that sends |¢) to |¢)|¢). Using the characterization of quantum channels in Eq. (1.4), we
can express this theorem in the following form. There is no unitary operation U such that

Uld)leo)ler) = [¥re)]en).

where
).
For a proof suppose such a U exists. Since U is unitary and preserves inner product,
for every two states |¢p) and [¢') we have

¢) is an arbitrary state, |eg), |e;) are fixed, and |¢,) is some state which depends

on

[l = [l (eoleo) (erlen)] = 1wl ()] < [(010)1,

which is a contradiction if we let (|y) = 1/2.

1.3 Distance Measures

In this section I will address the question of quantifying the difference between quantum
states. This problem is easy in the special case of pure states because the only parameter
that describes the relative position of two unit vectors |¢) and |¢) is the angle between
them. However, in general, quantum states may be mixed, and the problem is not as easy
as for the pure states.

1.3.1 Trance Distance

The trace distance of two mixed states p and o is defined by

1
D(p,0) = llp = ollr = 5Trlp ~ o, (1.7)
where |X| = VX1X. For instance, if p = |¢)(¢| and o = |¥) (3| are pure, then
D(|¢), 14)) = V1= [(¢l¥)]>. (1.8)
It is not hard to show that

lp — ollze = maxTx(P(p - 0)), (19)

where the maximum is taken over all hermitian matrices P, such that 0 < P < I. Using
this characterization of trace distance, it is easy to show that trace distance satisfies triangle
inequality. The other useful property of trace distance is the monotonicity under CPTP
maps: for any quantum channel ¥, and quantum states p and o we have

¥ (p) — ¥ ()|l < llp — ol

Note that, a special choice of the channel V¥ is the partial trace map; hence, for bipartite
states pAf and 048 we have

ITes o2 = Tep 0Pl = 10" = 0Pl < (1945 = 048 s, (1.10)
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1.3.2 Fidelity

Fidelity between density matrices is a generalization of inner product of pure states. This

measure was defined in [69].
F(p,o)=Tr\/\/po/p. (1.11)

In the special case where one of the states is pure we have

Fp, [0)) = v {@lpl)

This formula can be generalized in the following form.

F(p,o) = ax (¥}l

where the maximum is taken over all purifications |¢) of p, and |¢) of o. Using this formula,
Eq. (1.8), and inequality (1.10) it is easy to show that

1= F(p,0) < |lp—ollne < V1= F(p,0)?. (1.12)

1.3.3 Von Neumann Entropy

Suppose, given a mixed state p, we want to quantify how far this state is from being pure.
Of course, if p is rank-one, it is pure, but the rank of a matrix is not a continuous quantity
and cannot be considered as a good measure. Notice that, if p is pure, then one of its
eigenvalues is 1 and the rest are zero, so purity of a state can be measured by the distance
of the set of its eigenvalues from that of pure states. Indeed, we can think of the set of
eigenvalues of p as a probability distribution, and use all known classical techniques to
quantify its properties.

Shannon entropy is a key concept in information theory. For a probability distribution
{p:}, its entropy is defined by

H({pi}) = Z —pilogp;. (1.13)

i
Ifpy =1and pp =--- =p, =0, then H({p;}) = 0; also, the maximum value of Shannon
entropy is attained at the uniform distribution H(1/n,...,1/n) = logn. Therefore, we can

think of H({p;}) as the uncertainty of the probability distribution {p;}.

The quantum version of Shannon entropy for quantum states is called von Neumann
entropy, and is defined as the Shannon entropy of the eigenvalues of a density matrix
[56, 59, 67]. Equivalently, von Neumann entropy is

S(p) = —Tr(plog p). (1.14)

Quantum relative entropy is also defined by

S(pllo) = Tr(plog p) — Tr(o log p). (1.15)

Klein’s inequality [96] says that S(p||o) is always non-negative. In fact, it is zero if and only
if p = 0. Hence, we can consider quantum relative entropy as a distance measure between
quantum states.
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1.4 Entanglement

Entanglement is a phenomenon in quantum physics with no classical analogue. Indeed,
entanglement is considered as the main resource in quantum computation and quantum
information theory. For instance, by superdense coding (see [20, 96, 103]) we can use en-
tanglement as a resource, and transmit two bits of information by sending only one qubit.
The first step toward understanding entanglement is to measure it. Several entanglement
measures have been defined, and we mention some of them here.

1.4.1 Entanglement of Pure States

Before going to the general case, let us first consider the entanglement of pure states.
Suppose [¢¥1B) is a bipartite pure state. Then, p? = Trp|y48) (5| and also pP =
Tr 4l AP) (wAB| are pure if and only if |¢/4#) is separable. It means that the amount of
entanglement of [¢47) is related to the amount of uncertainty p* and p?. On the other
hand, it is easy to see that for any pure state |p45), the sets of eigenvalues of pt and pP,
regardless of zeros, are the same. Thus, we can define the entanglement of |/4%) by

E(j9*P)) = S(p") = 5(p"). (1.16)

This measure of entanglement is called entropy of entanglement.
For example, the entanglement of an EPR. pair is

B(-(00) + 1)) = S(E1) = 1,

NG 2

which is the maximum amount of entanglement between two qubits. An EPR pair is
considered as a unit of entanglement.

1.4.2 Entanglement of Formation

Let
p*B =" piluf By (P

be a mixed state. It means that the system is in state |zpr with probability p;. Hence, one
idea toward generalizing the entanglement measure defined in Eq. (1.16), is to consider the
average of the entanglement of states |w;43 ). However, the problem is that writing a mixed
state as an average of pure states, is not unique. For example,

1 1
oAB = 5100)(00] + S [11){11]

is a separable state, and then its entanglement must be zero. On the other hand, we can
write

1 1
ot = AR ACR

where |¢) = \%( |00) + |11)) and |¢) = \/Li( |00) — |11)) are both maximally entangled.
To resolve this problem we can simply consider the minimum of the average of Eq.
(1.16) over all possible ensembles.
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Ep(p*?) = min Y " p:S(Trp [0%) (7)), (1.17)

where the minimum is taken over all { p;, [ %)} such that pA? = S, pi|AP) (vAB|. This
measure of entanglement is called entanglement of formation [22]. Notice that, entanglement
of formation is equal to entropy of entanglement for pure states. Also, if pAP is separable
then Er(ptP) = 0.

1.4.3 Local Operations and Classical Communication

Entanglement is not a classical phenomenon at all. It means that two far apart parties
cannot generate an entangled state between themselves only by classical communication.
As an example, assume that Alice and Bob talk on the phone and agree on a set of states
{p,pP} and a probability distribution {p;}. Then, Alice flips some coins and picks i
according to the distribution {p;}, and tells Bob the result. Now, Alice and Bob generate
the states pf and pP, respectively, in their own labs. Hence, they generate the state
S pipt ® pP, which is separable.

The point is that to produce more entanglement, Alice and Bob should have quantum
correlation, and by local operations and classical communication (LOCC) they cannot gen-
erate entanglement. It means that, for a reasonable measure of entanglement E we should
have

E(L4%(p"7)) < B(p"P),

where U4B is an LOCC map. In this case we say that E is monotonic decreasing under
LOCC operations. It is easy to show that entanglement of formation is monotonic decreasing
under LOCC operations.

1.4.4 Entanglement Cost and Entanglement of Distillation

In Section 1.4.1 we mentioned that an EPR pair is considered as the unit of entanglement,
so loosely speaking, the entanglement of a state p4® is a means that there are « EPR pairs
inside pAB. To express this statement more precisely we should interpret the word “inside.”

One idea is to say that a EPR pairs can be extracted from pA8: if two far apart parties
Alice and Bob share the state p42, they can transform this state to EPR®® pair by LOCC
operations.

Based on this idea, entanglement of distillation is defined as the rate of the number of
EPR pairs that can be generated from arbitrary many copies of the state [21]:

Ep(p) = sup{3¥ € LOCC: lim [ ¥,(p®") — EPR®©™)||p, = 0}. (1.18)

It is not hard to see that entanglement of distillation is equal to zero for separable states;
also it is monotonic decreasing under LOCC operations. However, there are states that are
not separable while their entanglement of distillation is zero [63].

By the same idea as in the entanglement of distillation, we can define entanglement cost:
having arbitrary many EPR pairs, how many states p can be generated using LOCC maps.

Ec(p) = inf {3, € LOCC : lim |0, (EPR®(@™) — p®7 || = 0}. (1.19)
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By definition, entanglement cost is equal to zero for separable states, and also it is
monotonic decreasing under LOCC operations. Unlike the entanglement of distillation,
entanglement cost is faithful, meaning that it is non-zero for any entangled state [123].
Another interesting property of entanglement cost is that it is equal to the regularized
entanglement of formation [64]

1 .
Ec(p) = lim —Epr(p®").

n-—00 7,

Here, I should mention that entanglement of distillation and entanglement cost are equal
for pure states, and agree with the entanglement of formation [19].

1.4.5 Relative Entropy of Entanglement

The more a state is entangled, the farther the state is from separable states, so to quan-
tify the entanglement we can consider some distance measure and define an entanglement
measure to be equal to the distance of the state from separable states. Among distance
measures that we have, trace distance and fidelity are not wise choices because they are
always between 0 and 1, and then do not really distinguish between, say, 10 EPR pairs
and 1000 of them. However, quantum relative entropy is a useful choice; we can define the
relative entropy of entanglement [115, 114] as follows.

ER(p) = min S(pl|o),

where the minimum is taken over all separable states o.
Relative entropy of entanglement is faithful, and also monotonic decreasing under LOCC
operations. It also agrees with entanglement of formation on pure states.

Since relative entropy of entanglement is not additive [116], its regularized version is
also of interest.

1 .
B (p) = lim ~Er(s®").

n—oo N,

1.5 Theory of Computation

In this section I discuss what a quantum algorithm is. Before that, I explain the classical
case, describe the circuit model, and then try to define its quantum analogue. In addition,
I will define some well-known classical and quantum complexity classes.

A more comprehensive discussion about theory of computation and complexity theory
can be found in [111] and [100].

1.5.1 Universal Set of Gates

Suppose we have two integers m > n > 0 and want to compute their greatest common
divisor (gcd). The following algorithm, called the Euclidean algorithm, does this job. If n
divides m, output n; if not, replace n with the remainder of the division of m by n, replace
m by n, and repeat. What is given here is a high level description of Euclidean algorithm,
but a PC does not understand the words “replace”, “division”, “remainder”, and we should
somehow translate them.
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A PC stores information in sequences of bits, where each bit contains either a 0 or a 1,
and while running the algorithm it updates them one by one. Of course, we cannot ask a PC
to update the bits by dividing two numbers in only one step. We should break “division”
into some simple rules and ask PC to follow those steps. In order to build a real PC these
updating rules should satisfy two basic properties. First, there should be a few of them, and
second, each one of them should be very simple.

We can think of an updating rule as a Boolean function f : {0,1}" — {0,1}". A
Boolean function is simple if m and n are small. Thus, to have a PC we should fix a few
simple Boolean functions, called gates, and design a computer that has the ability to apply
those gates. The only point that we should be careful about is that those gates must be
universal, meaning that they should generate any Boolean function.

The gates AND, OR, NOT and NAND are some well-known gates.

2 0> I o
OR

AND NOT NAND

Figure 1-1: Distinctive shape of the gates AND, OR, NOT and NAND.

It is easy to show that the sets {AND,NOT}, {OR,NOT}, and {NAND} are universal.
A sequence of gates is called a circuit. Figure 1-2 shows a circuit that computes the
XOR of two bits using only NAND gate.

D
:Do— }x+y (mod 2)
y O

Figure 1-2: This circuit computes XOR of two bits using only NAND gate.

1.5.2 Languages

Before getting to a formal definition of an algorithm for a problem, we should define what
we mean by a problem.

In the example of Euclidean algorithm, our problem has inputs m,n, and the output
is ged(m,n), which is a function from pairs of integers to natural numbers. However,
for simplicity, in theory of computation, functions are usually considered with the range
{0,1}19. Thus, a problem can be formulated as follows: it consists of a set of functions {f,}

'Notice that, the ged function can also be expressed using these restricted set of function; for example,
for each k we can ask whether the k-th bit of the ged is 0 or 1.
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where f,, : {0,1}" — {0,1}. Each bit-string & € {0,1}" is an input of the problem, and the
answer to the problem x is fy,(x).

There is a more efficient way of describing problems: we can define the language corre-
sponding to the problem {f,} by

L= U {r e {0,1}": fu(x) =1},
n>0
so the answer to the problem, on input z, is whether z is in the language or not.
An algorithm that solves such a problem is a set {C),}, where C, is a circuit with n-bit
strings as input, and a single-bit as output, such that = of length n is in L if and only if the
output of C,, on z is 1.

1.5.3 Complexity Theory

Any Boolean function can be computed using the set of gates {AND,NOT}, which is
universal. However, a circuit that computes such a function may be very complicated, and
it may take a decade for a PC to apply the circuit and finish the computation. Indeed,
designing an algorithm, or equivalently a circuit, is not the main part of solving a problem
because we know that it is always possible since we start with a universal set. The hard
part is to design a circuit which is efficient based on our resources such as the time of
computation.

Of course to solve a problem for a given input, the longer the length of the input is, the
more resources we need. Hence, for instance, time as a resource should be specified as a
function of the input-length.

If we assume that each gate in a circuit takes one time-step to be applied, the time of
a computation is equal to the number of gates in the circuit. Thus, we say that a language
has a t(n)-time algorithm, or a t(n)-size circuit, if for any input-length n, there exists a
circuit Cp, which contains t(n) gates and solves the problem on inputs of length n. The
complezity class P consists of languages for which there exists a uniform polynomial-size!!
set of circuits. Here, I do not define the word “uniform” precisely, but it basically excludes
the case where circuits C,,, for different values of n, are completely independent.!?

The set of rank-one matrices, connected graphs, and complete square integers are ex-
amples of languages in P. Another problem in this class is the primality problem; there is
an efficient (polynomial-time) algorithm for deciding whether a given number is prime or
not [5].

The same as P, EXP is defined to be the class of languages that have an exponential-
time algorithm.!® By definition, it is clear that P C EXP. The set of 3-colorable graphs is
a language which is not known to be in P, but is insinde EXP.14

Although the language of 3-colorable graphs is not known to have a polynomial-time
algorithm, it has an interesting property that makes it an easier problem than a typical
one in EXP; if we are given a proposed 3-coloring of a graph, in polynomial-time we can

A p(n)-size circuit for some polynomial p(n). Here, all polynomial-time algorithms are considered in the
same class because the running-time of an algorithm, depending on the choice of the model of computation
(for example the universal set of gates), may change by a polynomial factor.

12 Any algorithm that you can think of, is uniform.

137 9P(")_time algorithm for some polynomial p(n).

'Here is an exponential-time algorithm: check all the possible colorings.
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check whether it is a valid coloring or not. In other words, finding a valid coloring is a hard
problem; however, checking whether a given coloring is eligible or not, is easy.

The class of languages that given a polynomial-size hint or witness, can be solved in
polynomial-time, is called non-deterministic polynomial-time and is denoted by NP. More
precisely, a language L is in NP if there is a polynomial-size circuit C' such that for any
z € L there exists w, with C(z,w,) =1, and for any = ¢ L and any w, C(z,w) = 0.

By definition, P C NP. Although it is widely believed that this inclusion is strict, this
is one of the most important open questions in mathematics that whether P is the same as
NP or not [40].

The most well-known language in NP is the satisfiability problem, denoted by SAT [42].
This problem is that given Boolean variables z1,...,x, and clauses ¢y, ..., ¢y, where each
clause is the “OR” of some of the variables, either z; or z;,'® decide whether there exists
an assignment to the variables z1,...,x, such that the value of all clauses be 1. k-SAT
is a special case of SAT in which each clause consists of k variables. Clearly, given an
assignment we can efficiently (in polynomial-time) check whether it is a valid assignment
or not; therefore, k-SAT is in NP. Indeed, k-SAT, for k > 3, is the hardest problem in NP,
meaning that we can reduce any problem in NP to an instance of 3-SAT. In other words,
if a model of computation can solve 3-SAT, then it can solve any problem in NP. Such a
problem is called NP-hard. An NP-hard problem which is inside NP is called NP-complete.
Both of SAT and 3-coloring are NP-complete. For a list of NP-complete problems see [53].

NEXP, non-deterministic exponential-time, is the exponential version of NP. It is the
class of languages for which a proof can be verified in exponential-time.

Besides time, space is also a very important constraint in the classification of problems.
By space we mean the amount of memory, or more precisely the number of Boolean vari-
ables that are required during computation. PSPACE is the class of languages that have
polynomial-space algorithms.

Obviously, an algorithm that is run in polynomial-time cannot occupy more than poly-
nomially many bits of memory; hence, P C PSPACE. NP is also in PSPACE because, for
example in the case of 3-SAT, we can check the validity of one possible assignment, erase
the memory, and then go for the next assignment. On the other hand, PSPACE is in EXP
because on a computer that solves a problem in p(n)-space, for some polynomial p(n), there
are p(n) Boolean variables that describe the configuration of the computer is each step; thus,
the number of all configurations is at most 2P(") or equivalently the number of time-steps
is at most 2P(™),

1.5.4 Randomized Algorithms

Suppose we are given a sequence 1, ..., T2, such that either all x;’s are 1, or at least half of
them are 0, and want to distinguish between these two cases. To solve this problem we can
check z1, ... zp41; if all of them are 1, output the first case, and if there is a 0 between them,
output the second case. In this algorithm we need n + 1 query from sequence z1, ..., Tay,
and n + 1 is optimum in the sense that if we know only n bits of the sequence we cannot
distinguish between the two cases with no error. However, if we allow some probability of
error, only one query is enough; we can randomly choose a number ¢, 1 < ¢ < 2n, and check
z;; if it is 1, we output the first case, and if not, the second case. This algorithm gives the
right answer with probability 1/2.

15% denotes the NOT of .
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This problem is an example of algorithms called randomized algorithms, that are the
same as ordinary algorithms except that we have access to a source of randomness, say a
fair coin, and we want to find the right answer with some probability of error. In the above
example, the extra source of randomness and also relaxing our expectation in finding the
right answer, helped us to solve the problem using fewer resources.

BPP, bounded-error probabilistic polynomial-time [55], is the class of languages for which
there exists a polynomial-time randomized algorithm that outputs the right answer with
probability at least 2/3.

Notice that, in the example the probability of success is 1/2; however, we can increase
it to 2/3 by repeating the algorithm and checking, say, 10 random z;’s instead of only one
of them. In general, by repeating a BPP algorithm polynomially many times, and taking
the majority vote of the outputs, the probability of success can be increased to 1 — 2P
for any polynomial p(n). Here, there is a gap between probability of error and probability
of getting the right answer (2/3 —1/3 = 1/3), and since the gap is greater than an inverse
polynomial (1/p(n) for some polynomial p(n)) we can use Chernoff bound.

By removing the assumption “bounded-error” we get to the complexity class PP prob-
abilistic polynomial [55]. PP is the class of languages L that have a polynomial-time ran-
domized algorithm that outputs “yes” with probability greater than 1/2 on inputs z € L,
and outputs “no” with probability at least 1/2 on inputs z ¢ L. Note that here there is no
gap between probability of error and probability of getting the right answer, so we cannot
use Chernoft bound and amplify the gap.

By definitions P € BPP C PP. Also by the same techniques as in the proof of NP C
PSPACE one can show PP C PSPACE.'® Surprisingly. PP contains NP; here is an algorithm
to solve 3-SAT in PP; pick a random assignment for variables z1, ..., z, and check whether
it is a satisfying assignment or not. If yes, output “yes”, and if not output either “yes” or
“no” each with probability 1/2.

1.5.5 Probabilistic Checkable Proofs

3-SAT is in NP: having an assignment for the Boolean variables, a polynomial-time verifier
can check the validity of the assignment. Now assume that the verifier does not want to read
all the variables, but a constant number of them. It is equivalent to say that the verifier
checks the satisfiability of only a constant number of clauses, say only one of them. Thus,
he picks one clause at random, reads the value of variables in that clause from the given
assignment, and checks whether that clause is satisfiable or not. He accepts if it is satisfiable
and rejects otherwise. This protocol shows that the verifier can solve NP-complete problems
by reading only 3 bits from the given satisfying assignment. However, this algorithm has
a large probability of error. For example, if all but one of clauses of an instance of 3-SAT
can be satisfied simultaneously, the verifier picks that clause with probability 1/m (m is
the number of clauses), so he gets to the right answer with probability 1/m, which is very
small.

The probabilistic checkable proofs (PCP) theorem [10, 11, 44] is one of the deepest results
in complexity theory which says that we can solve NP-complete problems with a constant
probability of error by reading only 3-bits of the proof.

The proof of PCP theorem consists of several steps for amplifying the gap from inverse
polynomial to constant, without increasing the size of problem. Here, I do not give any
detail about these steps and refer the reader to [44].

'8 The idea is to check all possible random resources.
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1.5.6 Proof Systems

We can think of the complexity class NP as a proof system in which the prover sends a
witness to the verifier, and the verifier checks whether it is a valid proof or not. There are
several directions to generalize this setting.

We can simply consider the probabilistic version of NP: there is a prover, called Merlin,
who sends a proof to a verifier, called Arthur, and Arthur in probabilistic polynomial-time
decides to whether reject or accept. We assume that Arthur gets the right answer with
probability 2/3. This complexity class is called MA (Merlin-Arthur) [14]. By definition,
MA contains NP. The same argument as for proving NP C PP (see Section 1.5.4) shows
that MA C PP.

Now consider the case where Arthur asks a question from Merlin, and after Merlin’s
answer he either accepts or rejects. Here, Arthur is again a probabilistic polynomial-time
verifier. This complexity class is denoted AM (Arthur-Merlin) [14]. It is clear that MA C
AM.

We can go further and assume that the interaction (question and answer) between
verifier and prover is more than one round, and they can interact as much as they want.
However, the number of rounds has to be at most polynomial since the verifier is restricted
to polynomial-time. This complexity class is denoted IP (interactive proof). Shamir in [106]
has shown that IP = PSPACE.

Another generalization is to consider more than one prover. Two or more provers are
useful because the verifier may ask one of them a question and check the answer with
another one. For example, assume that the verifier has an exponential-size instance of 3-
SAT. He cannot check a satisfying assignment of this problem in polynomial-time. Instead,
he can use the advantage of two provers by the following protocol. He chooses one of the
clauses randomly that contains variables, say, =,y and z. He sends this clause to one of
the provers and asks for the value of z,y, z in the satisfying assignment. He also sends one
of the variables z,y and z to the other prover. The first prover has to send a satisfying
assignment for that particular clause. However, the other prover does not know which
clause has been chosen. Therefore, if there is no satisfying assignment the verifier finds a
disagreement between answers (with some probability of error) and rejects. The class of
problems for which there exists a multi-prover interactive proof, is called MIP [24]. Notice
that, in such a proof system there are polynomial many rounds, and also provers cannot
communicate during the protocol. By the same idea in the above example, and also using
the PCP theorem for reducing the probability of error, it can be shown that MIP = NEXP.
At first this result had been shown by Babai, Fortnow, and Lund [15] without using PCP.

1.6 Quantum Computation

In this section, I explain the concepts of the previous section in the quantum setting. I
discuss the quantum circuit model, quantum algorithms, and some well-known quantum
complexity classes.

1.6.1 Quantum Gates

Any (classical) circuit consists of a sequence of gates which are chosen from a universal set
of gates, where each one of these gates is basically a Boolean function over a constant num-
ber of bits. For a quantum circuit we should replace these Boolean functions with quantum
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operations. Thus, a quantum circuit is a sequence of simple quantum operations which are
either unitary operators or measurements'”. However, by the principle of deferred measure-
ment mentioned in Section 1.2.1, we may assume that there is only a single measurement at
the end of circuit. Also. since the outcome of circuit is a single bit that shows “accept” or
“reject”. we may assume that it is the measurement of, say, the first qubit in the standard
basis { |0),]1)}; Outcomes |0) and |1) mean “reject” and “accept”, respectively.

The remaining part is to explain what a universal set of unitary gates is. Unitary gates
are unitary operation over a small number of qubits. Let us start by giving some examples.
The (classical) NOT gate sends 0 to 1, and 1 to 0. We can extend this definition linearly
and get to the following single-qubit unitary matrix

X = ((1) (1)) . (1.20)

The matrix X is not only unitary but also hermitian, and its eigenvalues are +1, —1. An-
other important unitary gate with these properties is the Z gate

Z= (é _01) (121)

The group generated by X and Z is {£1,+il,+X, +iX,+Y, £iY, £+ 7, +iZ}, where

y = (? _01). (1.22)

The matrices X,Y and Z are called Pauli matrices, and the group generated by them is

called Pauli group. Note that X? =Y? = Z2 =] and XZ = —ZX = —iY. Pauli matrices

together with identity consist a basis for hermitian matrices over real numbers.
Hadamard gate is another important single-qubit gate which is defined in Eq. (1.2). We

have H? = I and HXH'! = Z. It means that H is in the normalizer of the Pauli group.
The gate S = 7 %, called the phase gate, is also in the normalizer of Pauli group

s=(+ %), (1.23)
%)

Now, let us move to two-qubit gates, and try to define the quantum analogue of XOR
gate. Since a quantum gate must be unitary, the number of input and output qubits must
be the same. To resolve this problem for defining quantum XOR gate, we can simply
keep one of the qubits unchanged and store the XOR of the two qubits in another one:
|z)|y) — |z)|x +y). This gate is called controlled-NOT gate since it flips the second qubit
if the first one is |1).

1000
0100

CNOT=|o o o 1 (1.24)
00 10

CNOT is also in the normalizer of the Pauli group. Indeed, the normalizer of Pauli group,
called the Clifford group, is generated by H, S and CNOT.'3

"Notice that by the characterization of quantum channels in Section 1.2.1 we may assume our quantum
operations are either unitary operations or measurements.
8Note that by definition the Clifford group contains the Pauli group.
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Figure 1-3: This is an example of a 3-qubit circuit. The first qubit is arbitrary, while the next
two qubits are initialized in the EPR state. It first applies a CNOT gate with the first qubit being
the control qubit, next a Hadamard gate on the first qubit, and then measures the first and second
qubits in the standard basis. It applies Z or X gates on the third qubit if the outcome of first or
second measurements are 1. It is easy to show that the outcome of this circuit is always the same as
the input state. This circuit shows that if two parties share an EPR pair, the first party by sending
two bits can transmit one qubit to the second party. In other words, entanglement allows two parties
to send quantum information to each other with only LOCC operation.

1.6.2 Universal Set of Gates

The same as in the classical case, a universal set of quantum gates is a set of unitary gates
that can approrimate any unitary operator. Note that, unlike the classical case, only an
approximation of unitary operators is considered here because the set of all unitary matrices
is a continuous group and cannot be generated by a finite set.

All the quantum gates that we have introduced are in the Clifford group. Note that,
here by Pauli group and Clifford group, we mean the Pauli group over an arbitrary number
of qubits and its normalizer. These groups are the group generated by the tensor products
of Pauli matrices and its normalizer, which is again generated by the tensor products of
{H,S,CNOT}. However, it is easy to see that, for any number n, the Clifford group over
n qubits is finite.!® Thus, Clifford operations cannot consist a universal set of gates.

It is not hard to prove that any unitary operator (over n qubits) can be written (without
approximation) as a product of single-qubit gates and CNOT [45], so if we find a universal
set for single-qubit gates, by adding CNOT to it we get a universal set of gates.

The following matrix, called 7/8 gate, generates all the single-qubit gates (up to an

approximation) together with H.
1 0

As a result, {H,T,CNOTY} is universal [31].

1.6.3 Bounded Error Quantum Polynomial-Time

Now it is clear that a quantum circuit is a sequence of quantum gates, from a universal set
of gates (for instance {H, T, CNOT}), followed by the measurement of the first qubit in the
standard basis. Also, an efficient (polynomial-time) quantum algorithm for a language L,
is a uniform set of quantum circuits {C,} such that for an n-bit string z, if x € L (z ¢ L),
the outcome of circuit C,, on input |z) is |1) with probability at least 2/3 (at most 1/3).

By definition Pauli group over n qubits is of size 4**!. Therefore, the size of Clifford group over n
qubits, as the normalizer of Pauli group, is at most the number of permutations over 4**! objects.
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The class of problems for which there exist efficient quantum algorithms is called bounded
error quantum polynomial-time and denoted BQP [26].

Here, I should remark on a very important difference of quantum and classical circuits.
In the circuit of Fig. 1-2 there are three places in which we copy a bit into two wires in
order to input it into different gates. This operation is considered as a gate called FANOUT.
However, by the no-cloning theorem (Section 1.2.3) FANOUT is not possible in the quantum
world, so we should avoid it in the design of quantum circuits.

A quantum computer is as powerful as a classical computer. It means that any computa-
tion on a classical computer can be efficiently simulated on a quantum computer. To prove
this statement, since every Boolean function can be generated using NAND and FANOUT
gates, if we simulate these two gates on a quantum computer, then we can simulate any
classical computation on a quantum computer. Notice that, here we should consider only
the basis vectors because in a classical circuit we never get to a superposition of them.

NAND and FANOUT gates can be simulated using Toffoli gate, which is a 3-qubit gate
defined by |z)|y)|z) — |2)|y}|z + zy) on the basis vectors.? If we let z = 1, then the third
register of the output is the NAND of the first 2 registers. Also, if we let y = 1 and z = 0,
then in the output we have two copies of z, which is a simulation of FANOUT. Therefore,
any classical computation can be simulated by Toffoli gate acting on basis vectors. In other
words, BPP C BQP.

BQP is in EXP because any quantum polynomial-time algorithm consists of polynomially
many qubits, polynomially many simple unitary gates, and then a measurement, and all of
these operations can be computed classically: the input of circuit is the state |0...), which
is an exponential size vector; then the state of the system after applying each gate can
be updated by the multiplication of the matrix representation of the gate by the previous
vector; at the end the probability of outcome |1) in the measurement can be estimated by
computing the reduced density matrix of the first qubit. Since all of these computations
can be done in exponential time, we get BQP C EXP. By a more careful analysis of this
argument and also using some properties of PP, it is proved that BQP C PP [4].

1.6.4 Shor’s Factoring Algorithm

In this section, I present a high-level description of Shor’s factoring algorithm [109, 110],
which gives the prime factorization of a given number N, as an example of a quantum
algorithm.

Assume that we have found a number z such that z> =1 mod N, but z # +1 mod N.
Thus, N has non-trivial factors in z—1 and x+1, and we can break the problem into smaller
ones. Therefore, our main problem is to find such a number z with the above properties.

Suppose 1 < a < N is such that a and N are coprime. Then, by Euler’s theorem
there exists r such that a” =1 mod N. Assume that 7 is the smallest number with this
property, and also assume that r is even. Hence, if we let z = a’/2, % 1 mod N and
2?2 =1 mod N, and then if z has the extra property that z # —1 mod N, we are done.
Therefore, the whole algorithm is to choose a random a relatively prime to N, find 7, if it
is even compute = and then check z # —1 mod N, if it does not hold repeat by choosing
another a. The point is that a random a with high probability satisfies these properties.
Therefore, all steps of this algorithm can be done efficiently on a classical computer except
finding r, so we use a quantum computer.

29Gummation and multiplication are modulo 2.
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Let M = ¢(N) where ¢ is the Euler’s function?'. Consider two Hilbert spaces with
orthonormal bases {|0),...,|M — 1)} and {|0),...,|N — 1)}. Prepare the following state

M—1

\/——ZIJ

and apply the unitary operation U, which is defined by U|j)|t} = |j)|t + @’ mod N) on the
basis vectors?2. We get to

| M 1 Mjr—1
ZU Yo’ mod N) Z Z |kr + s)|a® mod N).
VM =0 \/—80 k=0

Now apply the Fourier transform on the first registers. This unitary operator is defined by

M-1

Z w]l )

on the basis vectors, where w = 2™/ We get

._.

r—1M/r—1 M~ r—1 M-1 M/r—1

1 Z Wk a®  mod N) = %Z Z wSI( Z wkl’") |l}]a®  mod N).

s k= =0 s=0 =0 k=0

I
o
o

Note that, if {r is not a multiple of M, wFr = 0, so we can write the state in the
following form

r—1r—1 el 1
1 siM/r ). s 1 . 1 M
- M dN)=— M sjM/ry s '
- SE:O ]E:Ow |jM/r)|a® mod N) g j; |7 /7'>(\/F SE:Ow la® mod N))

Therefore, if we measure the first register in the standard basis we get jM/r, for some
0 < j < r—1, each with probability 1/r. To find r, we can simply repeat this process
polynomially many times, and extract r from numbers ji M/r, joM/r, . ...

1.6.5 Quantum Proof Systems

As in the classical case we can define complexity classes based on quantum proof systems.

The quantum version of NP (or rather MA) is QMA, quantum Merlin-Arthur, defined
by Watrous [119]. QMA is the class of problems that can be solved by a bounded-error
quantum polynomial-time verifier (called Arthur), given a quantum witness (quantum state)
by Merlin. Since any classical computation can be simulated on a quantum computer (see
Section 1.6.3), QMA contains NP and MA. Also, PP is a classical upper-bound for QMA
[77, 88]. This thesis is mostly about this complexity class and its variants.

210f course we cannot compute M without knowing prime factors of N, but if we let M = N2, all steps
of algorithm work up to a small error.

22 Although U is not a simple gate, it can be generated efficiently using a universal set of gates. It is the
case for the next unitary operation called Fourier transform as well.
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The quantum version of IP is QIP, quantum interactive proof [120]. Its definition is
the same as IP except that messages sent by prover and verifier are quantum states, and
the verifier is a quantum polynomial-time computer. Clearly, QIP contains IP = PSPACE.
Kitaev and Watrous in [78] have proved that without loss of generality we may assume that
number of messages passed between prover and verifier is at most 3. Using this result they
have shown that QIP C EXP.

We can go farther and define QMIP, quantum multi-prover interactive proof system,
the same as MIP except that messages are quantum states, and the verifier is a quantum
polynomial-time one [80]. Of course, the same as MIP provers should not send neither
classical nor quantum messages to each other during the protocol; however, they may share
an entangled state among themselves before that.

Sharing entanglement among provers makes the complexity class QMIP a very com-
plicated one. As we have seen in Fig. 1-3, two far apart parties can apply non-trivial
operations using entanglement, but we still do not know how powerful these operations are.
We do not know that whether shared entanglement gives more power to provers to cheat
the verifier, or whether it allows the verifier to ask harder questions, and then solve harder
problems. That is why the power of QMIP is still unknown.

Clearly, if we restrict QMIP so that provers are not allowed to share entanglement, the
resulting class contains NEXP = MIP. It was proved that the other direction also holds,
and the resulting complexity class is actually equal to NEXP [80].
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Figure 1-4: Complexity classes that we have learned and their inclusion relations.

35



36



Chapter 2

A New QMA-Complete Problem

One of the basic results of computational complexity theory is Cook-Levin theorem, which
says that SAT, the problem of whether a Boolean formula has a satisfying assignment or not,
is NP-complete. In fact, the Cook-Levin theorem was the beginning of the theory of NP-
completeness. After SAT, a series of natural problems in graph theory and combinatorics
were shown to be NP-complete as well (see [111]). Hamiltonian cycle, clique problem, graph
coloring, subset sum, and vertex cover are examples of such problems. The rich theory of
NP-completeness has been used in other parts of complexity theory as well. For instance,
the basic ideas of such important results as IP = PSPACE [106], and the PCP theorem
[10, 44], are from this theory.

In quantum complexity theory, the complexity class QMA has been defined by Watrous
as the quantum analogue of NP [119]. Also, the result by Kitaev [77], who has shown that
local Hamiltonian problem is QMA-complete, is considered as the quantum analogue of
Cook-Levin theorem. Thus, the same as classical case, one would expect that this theorem
is the beginning of a rich theory for QMA-complete problems.

After Kitaev’s theorem, few problems have been shown to be QMA-complete. Circuit
identity testing [68], consistency of local density matrices [85], and N-representability prob-
lem [86] are some examples. However, this class is not as rich as the class of NP-complete
problems.

‘In this chapter, after reviewing some basic properties of the complexity class QMA,
I define the quantum clique problem and show that it is QMA-complete. Motivated by
this result, I prove that the problem of computing Holevo capacity of quantum channels is
NP-complete.

2.1 Quantum Merlin-Arthur Games

2.1.1 Definition of QMA

Definition 2.1.1 A language L is said to be in QMA = QMA(2/3,1/3) if there exists a
quantum polynomial time verifier V such that

o Completeness: if x € L, there exists |£) such that the probability that V accepts under
the input |z)|€) is at least 2/3.

e Soundness: if x ¢ L, for any |£), the probability that V accepts under the input |z)|€)
is at most 1/3.
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In such a protocol, Merlin is the prover and Arthur is the verifier. Merlin sends a
quantum witness to Arthur, and Arthur who is a quantum polynomial-time verifier, decides
to whether accept or reject.

The complexity class QMA has been defined by Watrous in [119], in which he has shown
that the group non-membership problem is in QMA. Group non-membership is the following
problem: suppose we are given a group G by a black bor that multiplies and inverts its
elements. Also, we are given elements g, hy, ... h; of G. The question is that whether g is
inside the subgroup generated by {h;,...hy} or not. This problem is in QMA, but it is not
known to be in MA.

2.1.2 Gap Amplification

The completeness and soundness bounds, 2/3 and 1/3, respectively, are not crucial in the
definition, and can be replaced by any functions a(n) and b(n) provided that, they are far
from 0 and 1 by an inverse exponential gap, and also there is an inverse polynomial gap
between them. In other words, if a(n) and b(n) are two functions! such that 0 < b(n) <
a(n) < 1, and for some constant c,

a(n) <1—e™, b(n)>e™, (2.1)

and

a(n) —b(n) >n=¢ (2.2)

then QMA(a(n),b(n)) = QMA(2/3,1/3) = QMA [6]. Here is a simple gap amplification
protocol to prove this equality: Arthur asks Merlin to send polynomially many copies of
witness; then, he applies the verification procedure polynomially many times, and takes the
majority vote of all verifications as the output. Therefore, by the Chernoff bound the above
equality holds.

Note that parallel repetition is a common technique for gap amplification in probabilistic
complexity classes. For example, we can amplify the gap in MA exactly by the same idea
described above. However, in MA Arthur does not need polynomially many copies of the
witness; he can simply copy the witness before each round of verification, and use it for the
next round. Thus, we can amplify the gap in MA without increasing the size of witness, but
in the quantum world by the no-cloning theorem (see Section 1.2.3), Arthur cannot copy
the witness, and he needs more copies to apply verification procedure many times.

Although in parallel repetition for gap amplification of QMA we should increase the
size of witness, Marriott and Watrous in [88] have introduced another gap amplification
protocol for QMA without increasing the size of witness. More precisely, they have proved
the following theorem.

Theorem 2.1.1 [88] Let QMA,(,y(a,b) be the same complexity class as QMA(a,b) except
that the witness sent by Merlin is an s(n)-qubit state. Assume that a and b satisfy Egs.
(2.1) and (2.2). Then

! denotes the size of input string z.
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2.1.3 Local Hamiltonian Problem

The first known QMA-complete problem is the local Hamiltonian problem introduced by
Kitaev [77].

Definition 2.1.2 k-Local Hamiltonian problem (Hy, ... Hg, a,b)

o Input: An integern, functions a(n),b(n) such that b(n)—a(n) > n=¢ for some constant
¢, and polynomially many hermitian positive semidefinite matrices Hy, ... Hy with
infinite-norm at most one®, such that each of them acts only on k of the n qubits.

e Promise: The smallest eigenvalue of Hy + ... Hg is either less than a(n) or greater

than b(n).
e Output: Decide which one is the case.

Kitaev has proved that local Hamiltonian problem for & = 5 is QMA-complete [77].
Latter this result has been improved in [74] and [70].

Theorem 2.1.2 [70] 2-local Hamiltonian problem is QMA-complete.

2.1.4 Other QMA-Complete Problems

In addition to local Hamiltonian problem, there are a few other problems shown to be QMA-
complete. The problem of consistency of local density matrices [85], N -representability
problem [86], and circuit identity testing [68] are the only such problems based on my
knowledge. Among them I will discuss consistency of local density matrices that can be
seen as the dual of local Hamiltonian problem.

Suppose we have an n-qubit system, and we are given a collection of local density
matrices pc,, - -, Pe,,, Where each p., describes a subset ¢; of the qubits. We say that the
states pe,,---,Pc, are “consistent” if there exists some state o;_, (on all qubits) that
matches each of the p., on the subset ¢;, i. e. o¢; = Try p\¢;01..n = pc;- The problem is to
decide whether p¢,, ..., pc,, are consistent or not. Liu [85] has shown that this problem is
QMA-complete.

2.1.5 QMACPP

In Section 1.6.5 I mentioned that QMA is a subset of PP (an unpublished result by Kitaev
and Watrous). Here, I can present a proof idea based on [88].

Consider a QMA protocol in which Merlin sends an s(n)-qubit state |¢/) to Arthur. By
Theorem 2.1.1 we can amplify the gap, and assume that the probability of error is 2~ 2s(n)
while the size of witness is still s(n). Now note that Arthur’s verification procedure can be
formulated as preparing some ancilla qubits, applying some unitary operator which depends
on the input z, and then measurement of the first qubit. Thus, the probability of acceptance
by Arthur is equal to

Te[(|)A| @ ) - (U |9p) (| @ 10...0)(0...0|UD)] = (4| Hy 1),

where H, = (0... OIU;(II) (11@I)Ug|0...0).. It means that x is a yes-instant if the maximum
eigenvalue of Hy is greater than 1 — 2725(") and is a no-instant if all eigenvalues of H, are

°The maximum eigenvalue of H; is at most 1.
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less than 2750 Now note that, H, is a square matrix of size 25" and then has 25(")
eigenvalues; therefore, in the no-case Tr H, < 25(M27201) = 27500 while in the yes-case
TrH, > 1 — 220 Hence, if we could estimate Tr H,, we would be able to solve the

problem. It is well-known in the literature that such a estimation is possible in PP (see
[117]). Thus QMA C PP.

2.1.6 QMA,

QMA, is the same complexity class as QMA except that the completeness bound is 1: L is
a language in QMA, if for any = € L, Arthur always accepts, and if x ¢ L Arthur accept
with probability at most 1/3. Of course, the same as QMA, we can amplify the gap, and
then the soundness gap is not important (it should be far from 1 by an inverse polynomial).

Here I should point out that in the implementation of a quantum algorithm we usually
assume that we are able to apply quantum gates up to an approximation; therefore, any
quantum algorithm contains some probability of error anyway, and then the definition of
QMA, is meaningless. However, this problem can be resolve by emphasizing that the verifier
can implement all 3-qubit quantum gates, ezactly. It means that, by a quantum verifier for
QMA; protocols we mean the one that has all 3-qubit quantum gates in hand. Bravyi has
pointed out this assumption in [35] and has proved the following lemma.

Lemma 2.1.1 [35] Let U be a unitary operator acting on k qubits. Then U can be ezactly
represented by a quantum circuit of size poly(k)?zk with three-qubit gates.

Bravyi also has introduced a complete problem for QMA; called quantum k-SAT. It
is basically the same as k-local Hamiltonian problem, except that all terms in the local
Hamiltonian are projections, and the question is that whether there is a vector orthogonal
to the support of all projections or not. Bravyi in [35] has shown that quantum 4-SAT is
QMA;-complete®. This result has been improved by Nagaj and Mozes [94].

2.1.7 QCMA

QCMA, quantum-classical Merlin-Arthur, is another invariant of QMA in which the message
sent by Merlin is a classical message, but Arthur remains a quantum polynomial-time verifier
6].

By definition, QCMA is in QMA, but we do not know whether this inclusion is strict or
not; however, there is an oracle separation between them, [3].

Two QCMA-complete problems has been found in [121]. Also, Brandao in [32] has shown
that gapped local Hamiltonian is QCMA-complete. Gapped local Hamiltonian is the same
problem as local Hamiltonian with the extra assumption that there is an inverse polynomial
gap between the first and second eigenvalues of the local Hamiltonian.

2.2 Zero-Error Channel Capacity and Clique Problem

2.2.1 Zero-Error Channel Capacity

A classical discrete memoryless channel consists of an input set X, an output set Y, and
probability distributions p(y|z), for every z € X and y € Y, meaning that if we send z

®He also, in the same paper, has shown that quantum 2-SAT can be solve efficiently on a classical
computer.
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through channel, we get y as output with probability p(y|z). Since we want to define the
zero-error capacity of this channel, the exact value of p(y|z) is not important for us, but
whether it is zero or not. Hence, to get a clearer representation we correspond to the channel
a graph G on the vertex set X in which two vertices z, 2" € X are adjacent if there exists
y € Y such that p(y|z), p(y|z’) are both non-zero. In other words, x, 2" are adjacent in G if
they can be confused after passing through channel. Therefore, messages z, ...z} can be
sent through channel with no error iff there is no edges between them, i. e. {x;,... 2} is
an independent set.

Definition 2.2.1 In a graph G, a subset of vertices no two of which are adjacent is called
an independent set. a(G) denotes the mazimum size of an independent set in G.

By the above discussion, if we want to code our messages in words of length one (one
use of channel), the best way is to code them in an independent set of maximum size. In
this case, we get to the rate a(G) for transmitting information. However, we may use words
of length two to code the messages, so we get to another graph denoted G ® G.

Definition 2.2.2 Assume G and H are two graphs on vertex sets V and U, respectively.
Their tensor product G® H is a graph on the vertex set V x U such that (v1,u1) and (ve,us)
are adjacent if v, vo are either equal or adjacent in G, and also uy,uy are either equal or
adjacent in H.

It is not hard to see that the graph corresponding to words of length two is G®G. Thus,
the best way to code the messages in words of length two, is to use an independent set in
G ® G of size (G ® G), so we get to the rate (G ® G)/2 for transmitting information?.
Repeating this argument for longer input lengths, we get to the following Theorem due to
Shannon [107].

Theorem 2.2.1 [107] ©(G), the zero-error capacity of a channel with the corresponding
graph G, is equal to
O(G) = lim a(G®)x.
n—oo

These definitions can all be generalized for quantum channels [89, 90]. The zero-error
capacity of a quantum channel is the maximum rate of classical information that can be sent
through a quantum channel without using entanglement. To get a closed-form expression for
this quantity, suppose ® is a quantum channel, and we code k messages in quantum states
p1, - - - px- If we want to decode the outputs of channel with no error, we should be able to
distinguish states ®(p;), ... ®(pr) without error. It is easy to see that some quantum states
can be distinguished by a measurement with no error, iff they have orthogonal supports.

Definition 2.2.3 For a quantum channel ®, o(®) is the mazimum number of quantum
states p1, . ..pg such that ®(p1),... ®(px) have orthogonal supports.

Also, a(®®") is the mazimum number of product states p;y @ - ® pin, i = 1,...k, such
that all states ®®™(pj; @ -+ - @ pin), i = 1,...k, have orthogonal supports.

Here I should remark on two points. First, if ®(p) and ®(p') have orthogonal supports,
then p and p’ have orthogonal supports as well. Therefore, a(®) is at most equal to the

4Square root is for normalization.
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dimension of input states, and then is finite. Second, I emphasize that the input states of
®®" should be product states since we do not want to use entanglement. Here, by abuse of
notation we denote the maximum number of such product states by a(®%").

By the above definition it is clear what the zero-error capacity of a quantumn channel
should he.

Proposition 2.2.1 O(®), the zero-error capacity of the quantum channel ®, is

(‘)((I)) = lim Q¢(®®71)%.

n—oc

2.2.2 Computing o(®P)

Suppose a(®) = n, and p1,. .. p, are n states such that the supports of ®(py),... ®(p,) are
orthogonal. For ¢ = 1,...n, let |¢;) be a pure state in the support of p;. Then, since the
support of ®(|v;)) is a subspace of the support of ®(p;), the states ®(|1h1)),... ®(|¢,)) have
orthogonal supports as well. It means that, to compute «(®) it suffices to restrict ourselves
to pure states.

Now assume that the operator sum representation of ® is

®(p) =y ExpEl, (2.3)
k=1

where Y, E};Ek = I. Thus, the support of ®(|v;)) is spanned by vectors E1|i;), . .. Ep|1;).
It means that, ®(|¢1)), ... ®(|]1n)) have orthogonal supports, iff these vectors, for different
indices 4 and j, are orthogonal. Summarizing these two statements, we get to the following
proposition®.

Proposition 2.2.2 For a quantum channel ® with operator sum representation (2.3), we

have a(®) > n, if and only if there exist pure states |11), . .. |wy) such that <1/’1|E£El|¢j> =0,
for every k,l and i, j, where i # j.

2.2.3 Quantum Clique Problem

Deciding whether a given graph has a clique of size k is NP-complete. Considering this
problem in the complement graph we find that deciding whether a(G) > k is NP-complete.
Based on our notation, it means that having a classical channel, deciding whether we can
get to the rate k for transmitting information with zero-error by coding messages in words
of length one, is NP-complete. Since we have all these notions for the quantum case we can
define the quantum clique problem.

Basically, the quantum version of clique problem is also to decide whether a(®) > k, for
a given quantum channel ®, or not. It is equivalent to decide whether there exist quantum
states p',...p* such that ®(p'),...®(p*) have orthogonal supports or not.

For any two states o, 02, we have Tr(c'o?) > 0, and equality holds if and only if 0!, o
have orthogonal supports. Let 0'2 = ¢! @ 02. Thus Tr(c'e?) = Tr(S ¢'2), where S is the
swap gate defined by

Slprle) = 194

°In Appendix A more results can be found regarding the computation of a(®), and its relation to the
zero-error capacity of graphs.
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Therefore, by applying the swap gate we can estimate Tr(c'c?). However, if 02 is not
separable, this equality does not hold and the orthogonality of ¢! and ¢ is not implied by
Tr(S o'?) = 0. To resolve this problem we can restrict ourselves to entanglement breaking
channels to ensure that the output states of the channel are not entangled.

A quantum channel @ is called entanglement breaking if there is a POVM {M;} and
quantum states {o;} such that

O(p) = Z tr(M;p)o;.

In this case, ®%2(p!?) is always separable. Also, Tr(S ®%2(p'%)) > 0 and equality implies
®(p') and ®(p?) are orthogonal.

Definition 2.2.4 Quantum clique problem (®,k, a,b)

o Input: Integer numbers n and k, non-negative real numbers an, b, with an inverse
polynomial gap by, — an > n~¢, and an entanglement breaking channel ® that acts on

n-qubit states.

e Promise: Either there exists p' ® --- ® p* such that > Ir(S ®(p) @ ®(p)) < ay or
for any state p'*~* we have >y Ir(s O22(pbd)) > by,.

o Output: Decide which one is the case.

2.3 Quantum Clique Problem is QMA-Complete

2.3.1 SWAP Test

To prove that quantum clique is in QMA we should use a well-known protocol called SWAP
test.

SWAP test is a protocol for deciding whether two given quantum states are the same
or not. The protocol is as follows: given two states |¢);) and |19}, prepare an ancilla qubit
|0}. Apply the Hadamard gate on the ancilla, and then the controlled-swap gate on the two
registers®, and again, Hadamard on the ancilla. At the end, measure the ancilla qubit in
the computational basis. It is easy to see that this protocol computes the channel

Pauap(1) 1) = 31+ 1 ) PIOOL+ 50~ [yl DAL (29

In fact, in the measurement we get |0) with probability (1 + |(1]y2)|?), and |1) with
probability (1 — [{41]y2)[%). Therefore, if we correspond the output |0) to 41 and output
|1} to —1, the expected value of this number is equal to |(t1]w2)|?. In general, when the
input state is o2 we can compute Tr(S o12), where S is the swap gate.

2.3.2 Main Theorem

Here is the main theorem of this section.

®Controlled-swap gate sends |0)[11)]t2) to itself, and |1)|¢1)|2) to |1)]e2)|4).
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Theorem 2.3.1 Quantum clique problem (®, k,a,b), where ® is an entanglement breaking
channel on n-qubit states and has the operator sum representation

r
= ZEipEiTv (2.5)
1=1

where ", EjEl =1 and r = poly(n), is QMA-complete.

Proof: First, we show that (®, %, a,b) is in QMA. Note that, & can be written as ®(p) =
Tra(Up @ [1)(1|UT), where U is a unitary operator and

Ulp)|1) = Z E; )i (2.6)

Since r = poly(n), a polynomial time Veriﬁer can implement U and then ®, with arbitrary
small error. Therefore, given witness p'*, verifier can randomly choose i, j, 1 < i, j <k,
compute ®®2(p7), and then apply the SWAP test on the outcome. As we mentioned in Sec-
tion 2.3.1, the expected value of the outcome of SWAP test for fixed 4, j, is Tr(S ®®2(p"7)),
and for random choices of 1, 7 is equal to

%Z Tr (S @%%(p)),
2] ij

which is either less than k(k2 fya or greater than s 1)b Hence, there is an inverse poly-
nomial gap between them and the verifier can recognize them in polynomial time. Thus,
quantum clique problem is in QMA.

To prove the hardness, we establish a polynomial time reduction from local Hamiltonian
problem to quantum clique. Let (Hj,...Hs,a,b) be an instance of the local Hamiltonian
problem. Since H; < I, we have %;H <I,where H=H  +...Hs,so M =1 — %H is a
positive operator and we can define the following quantum channel

B(p) = %Tr(H & I 9)[00Y(00] + Tr (M ® 0)(0] p) [11) (11| + Tr(M @ |1)(1] p)|10){10].

Note that s = poly(n) and then ® is of the form of Eq. (2.5). Now consider (®,k =
2, —ga , —;bz) as an instance of quantum clique problem. We prove that (Hy,...Hs, a,b) is
a yes-instance of local Hamiltonian if and only if (®,k = 2, —ga b2) is a yes-instance of
quantum clique.

Suppose (Hi, ... Hs,a,b) is a no-instance. Thus, for any state o, Tr(Ho) > b, and then,
for any state p'2 we have

1 1
Tr(S ®9%(p'?)) > ST (H @1 pTr(H © 1p°%) > —b2
It means that (®,k = 2, Ta b2) is also a no-instance. Now assume that there is |y)

such that (6[H|Y) < a. Let p' = [¥)(#] © [0)(0], and p* = [)(®| © [1)(1]. Hence,
Tr(S ®(p') ® ®(p?)) is equal to
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(< (1) 100)001 + (M43 [11){111)( (o H123100) (00] + (A ) 10) 100

1 1
= S VIH)” < 5a”,

Therefore, (&, k = 2, ;IQ'(ZQ, Lv?) is also a yes-instance. We are done.

3
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2.4 Complexity of Computing Holevo Capacity

We proved that computing the zero-error capacity of a quantum channel is a QMA-complete
problem. In this section we consider the same problem for the capacity of channels with
arbitrary small error.

In the classical case, there is an algorithm called the Arimoto-Blahut algorithm that given
a classical discrete memoryless channel, computes its capacity [9, 27]. Indeed, computing
the capacity of a classical channel involves maximization of some mutual information. In
the Arimoto-Blahut algorithm this maximization problem is converted to an alternating
maximization one, that tends to the channel capacity and is more tractable. Using the
same idea, Nagaoka in [95] proposed the same algorithm for computing the capacity of
quantum channels. However, it does not work because in the quantum case there can be a
local maximum which is not a global one, so in the quantum Arimoto-Blahut algorithm the
alternate maximum value may tend to a local maximum, and not to the channel capacity.

In this section we prove that computing the capacity of a quantum channel, even for
entanglement breaking ones, is NP-complete.

2.4.1 Holevo Capacity

The Holevo capacity of a quantum channel is the maximum rate of classical information
that can be sent through a quantum channel without using entanglement [59]. x(®), the
Holevo capacity of the quantum channel @, is equal to

x(®) = o5 S(Zp@(m)) - sz’S(‘I’(pi)), (2.7)

where S(p) = —tr(plog p) denotes the von Neumann entropy, and the maximum is taken
over all probability distributions {p;} and quantum states {p;}. Using the convexity of
von Neumann entropy, we can assume that states p; are pure. Also, if ® acts on an n-
dimensional Hilbert space, we may assume that the number of p;’s is at most n2. However,
these are not enough information on what the maximum point is, and how we can compute

x(®).
2.4.2 Minimum Output Entropy

Minimum output entropy of a quantum channel is equal to the minimum entropy of its
output states

Inpin S(®(p)). (2.8)

45



Again, using the convexity of von Neumann entropy, the minimum is achieved on pure states.
The minimum output entropy is an important invariant of quantum channels. Indeed, it has
been proved that the famous conjecture of the additivity of Holevo capacity’ is equivalent
to the additivity of minimum output entropy®, [108]. This result is important for us because
it somehow expresses the minimum output entropy in terms of Holevo capacity. and using
this idea we can convert the problem of computing the minimum output entropy to the
problem of computing Holevo capacity. Indeed, to prove that computing Holevo capacity is
NP-complete, we first state the NP-completeness of computing the minimum output entropy.

2.4.3 Main Theorem

Here is the main theorem of this section.

Theorem 2.4.1 Suppose ® is a quantum channel that acts on an n-dimensional Hilbert
space, and is given by poly(n) number of bits. Also, let ¢ be a real number. Then deciding
whether x(®) > ¢, is NP-complete.

To prove this theorem we show that this problem is “harder” than the problem of
computing the minimum output entropy of quantum channels, and then prove computing
the minimum output entropy is NP-complete. In fact, the minimum output entropy of
quantum channels is a more tractable quantity than the Holevo capacity, and then proving
the NP-completeness of this problem is simpler.

Theorem 2.4.2 Assume that ® is a quantum channel acting on an n-dimensional Hilbert
space, and is given by polynomially many bits. Also, let ¢ be a real number. Then deciding
whether the minimum output entropy of ® is less than ¢, is NP-complete.

Using Theorem 2.4.2 we first prove Theorem 2.4.1, and then show the NP-hardness of
computing minimum output entropy in the next section.

Proof of Theorem 2.4.1: First of all if ® is a channel and x(®) > ¢, then there are
probability distribution {p;} and states py,...ps such that

S(Zpiq)(pi)) - sz‘s(q)(Pi)) > c. (2.9)

Note that, we may assume s < n?; therefore, given the probability distribution and the
quantum states p, ... ps, the verifier can check whether (2.9) holds or not, and then this is
a problem in NP.

To prove the hardness, since by Theorem 2.4.2 computing the minimum output entropy
is NP-complete, if we establish a reduction from the problem of computing the minimum
output entropy to computing Holevo capacity, we are done.

Let (@, ¢) be an instance of minimum output entropy problem as in Theorem 2.4.2. Let
[1},...|n) be an orthonormal basis for the Hilbert space, and also let Xy, ... X,2_; be the
n-dimensional generalized Pauli matrices

Xpnia =TMRE

"Recently, Hastings has proved that the additivity conjecture is false [58].
8 Additivity of minimum output entropy has been appeared in [76].
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where T|j) = |j + 1 mod n) and R|j) = €*7™/"|5). Define the channel ¥ by

U(p® [i){i]) = X:®(p) X/,

It is clear that

PisPi

X(¥) = max S Z P (pi)) — Z piS(¥(p;)) <logn — min S(¥(p))- (2.10)

Also, it is easy to see that the minimum output entropy of ¥ is equal to the minimum
output entropy of ®. On the other hand, if the minimum output entropy of ® is taken on
|#), and we let p; = |@){¢| ® |¢)(i] and p; = 1/n, for i = 1,...n, then equality holds in Eq.
(2.10). It means that, the minimum output entropy of ® is less than ¢ if and only if the
Holevo capacity of U is greater than logn — c. We are done.

0

2.5 Complexity of Computing Minimum Output Entropy

The only remaining step is the proof of Theorem 2.4.2. To get a clearer proof it would be
helpful to first state some lemmas.

2.5.1 Some Lemmas

In this section we study some properties of the points that a channel achieves its minimum
output entropy. Before stating the lemmas, remember that the von Neumann entropy is
convex, and then the minimum output entropy of a channel is attained on pure states.

Lemma 2.5.1 Suppose ®1,...®, are k channels with the same input and output state
spaces. Also, assume that outpul states of every two of them are orthogonal. In other
words, for any 1,7, 1 <i < j <k, and any states p, o/,

Tr(®:(p)2;(p)) = 0.
Then

k k
mpiﬂS(Z Pi®i(p) =Y pi min 5(®i(p)) + H(p1, - - o),
i=1 =1

where, {p1,...pr} is a probability distribution and H(p1, ... px) is its entropy. In particular,
the minimum output entropy of Zle pi®; is at least H(py,...px), and equality holds iff
there is p such that all states ®;(p) are pure.
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Proof: Since ®;(p)’s have orthogonal supports

k,
mpin S( Z [)7@11(/))) = Inpin Z —Tr (pi‘bi(/)) log(pi®i(p)))
i=1 i
= min > —pi Te(®i(p) log ®:(p) + log pi®i(p))

i
= mpiany;S(q%(P)) - Zpi, log p;

Y

k
> b min S(@i(p)) + H(py, - pr).
i==1

0

Lemma 2.5.2 Let @4 be the channel that acts on the Hilbert space H @ H, and traces
out the second register:

(I)trace(pu) = TT’Q(PIQ) = pl- (211)

Then the minimum output entropy of Pirace is zero, and it is achieved at the product states

[P1)[4h2)-

Proof: Let |112) be a pure state in H @ H. By the Schmidt decomposition [96], there are
orthonormal bases {|2)}, {|¢')}, and real non-negative numbers \;, such that

Y12) = Z Aili)i'). (2.12)

Hence, ®(|12)) = 3_; A2|i)(i], and it is a pure state if only if only one of );’s is non-zero,
or equivalently |11} is a product state.
O
The next lemma is on the minimum output entropy of the SWAP test, described in
Section 2.3.1.

Lemma 2.5.3 Let ®4qp be the channel defined in Eq. (2.4). Then the minimum output
entropy of the channel

1 1
®(p) = 5 Ptrace(p) ® [u) (u] ® |000)(000] + 5 |uis) (u1a| @ [10)(10] ® Psuap(p),
where |u) € H and |u),) € HQH are arbitrary states, is equal to H(2) = 1, and is attained
at the pure states of the form |)|).

Proof: By Lemma 2.5.1, it is sufficient to show that states of form |¢)|¢)) are the only
states p such that ®ygce(p) and Psyap(p) are simultaneously pure.

Using Lemma 2.5.2, such a state p should be a product state |¢1)|y2). On the other
hand, by Eq. (2.4), it is clear that ®gap(|t1)|92)) is pure iff [{(¥1|¥2)| = 1, or equivalently
1) = [a).

O
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For the next lemma, it is helpful to fix some notations. Let H be an n-dimensional
Hilbert space with the orthonormal basis {|1),...|n)}. For any 1 <i < j < n, let II;; be
the projection over %(iz) +15))-

1

i = 500 + 1)l + (G-

Also, let 11}, be the projection over %(!z) -7,

1T = (0 — )G - G

Thus, 3, i; ® IT;; is a hermitian matrix and its eigenvalues are at most (3). Therefore,
1
M=181-—S I I,
® n(n*l)izj ij © 137

is a positive semidefinite matrix, and does not have zero eigenvalue. It means that, |v},) is
always in the support of the following channel.

1
Beue(p) = —— ¥ _ Tr(Iyj @ TI}; p) |vr2) (v1a] + Tr (M p) [vrz) (v]5]- (2.13)
n(n—1) r

Lemma 2.5.4 Let |v12), |v]s) € H®H be two orthogonal states, and define ®eype as in Eq.
(2.18). Then the minimum output entropy of channel

(I)(p) = %Qtrace(p) ® |u> <u| ® |000>(000‘ + %|U,12)<u/12| ® ‘10><10l ® (I)swap(p)

1
+§(I)cube(p) ® |110><110|

is equal to H(3) = log3 and is attained at the states |y12) = |¥)|¢), where

1 .
) = 7n ; xilt), (2.14)
and z; € {+1,-1}.

Proof: Again, using Lemma 2.5.1, it suffices to show that the only states p such that
Pirace(p), Powap(p) and Poype(p) are pure, are the states |1))|1)) where |¢) is of the form of
Eq. (2.14).

In Lemma 2.5.3 we showed that if ®rqce(p) and ®gyap(p) are pure, then p is a pure
state of the form [i)|v), so it remains to show that if @ yupe(|1)|¥))) is pure, then |¢) is of
the form of Eq. (2.14).

As we mentioned, [v]y) is always in the support of ®cype(p). Hence, if ®oyupe(|1)]20)) is
pure, then it is equal to |v]5). It means that, ®.u.(p) is pure if and only if
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for any 7, j. Let {¢) = >, Aili). and suppose @ e ([10)]1)) is pure. We have
N N , N “ 1 :
0= (wltwllly & ile)le) = (& Mglo) i) = 2+ 417 - 31

In other words, for any i. j, either A; = X; or A\; = —A;, so |¢’) should be one of the states
in Eq. (2.14).
O

2.5.2 Proof of Theorem 2.4.2

To prove the NP-hardness of the problem of computing the minimum output entropy, we
should find a reduction from an NP-complete problem to this one. The most convenient
such problem for us is the 2-out-of-4-SAT problem [75]. We can formulate this problem as
follows: given m = poly(n) vectors of the form

i=1
where for each k, 1 < k < m, there are a constant number of non-zero af’, decide whether
there exists a vector |+)) of the form of Eq. (2.14) orthogonal to all |Ax)’s, (Ax|y) = 0.
Now we are ready to prove the theorem. Given a witness state p, we can check whether
S(®(p)) < ¢, in polynomial time. Therefore, this problem is in NP.
To prove the hardness, let |A;),...|A;,) be an instance of 2-out-of-4-SAT. Let

1 m
H=— D 1A (Ar] ® | Ar) (Al
k=1
and define

®i(p) = 5 T(Hp)wns)fwnol + Te(( 1~ 3 H) p) i) wla),

where |w12) and |w),) are two orthogonal states in H ® H. Since H < I, |w},) is always in
the support of @, so the minimum output entropy of ®y is zero, and is achieved at the
states |112) that are orthogonal to all |Ag)|AL), k=1,...,m.

Define the channel

B(5) = 3Ptrace(p) @ [u) ] @ [000) (000] + k) o] © [10){10] © Py (o)

1 1
+ Peuse(p) @ [110)(110] + 7 @11 (p) & [111)111].

By Lemma 2.5.1, the minimum output entropy of ® is at least H(4) = 2, and equality holds if
there exists |112) for which all the states ®¢yqce(|1/12), Pswap(|¥12): Peue (|¥12) and @ g7 {|1h12)
are pure. By Lemma 2.5.4 such a state should be of the form [1)13) = |¢)|¢), where |¢) is of
the form of Eq. (2.14). Also, for this state @ (|1)|¢)) is pure iff (Y|Ax) =0, k=1,...,m.

92-out-of-4-SAT is the same as 3-SAT except that each clause contains 4 variables, and it is satisfied
if exactly 2 of those variables are true. If we represent each variable by a number which is either +1 or
—1, then a clause is satisfied if the sum of its variables is equal to 0. This condition is the orthogonality
constraint.
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Therefore, the minimum output entropy of ® is H(4), if and only if (|Ay),...|4n)) is a
yes-instance of 2-out-of-4-SAT problem. Notice that, using the integrality of the problem,
there exists € > 1/poly(n), such that (JA;),...|4n)) is a yes-instance, if and only if the
minimum output entropy of ® is less than 2 + ¢. We are done.

2.5.3 Restriction to Entanglement Breaking Channels

We proved that computing the minimum output entropy, and then, Holevo capacity are
NP-complete. In these two theorems, we considered general quantum channels, but one
may expect that if we restrict ourselves to a special class of quantum channels, then we get
to simpler problems.

For example, let ® be a classical-quantum channel (c-q channel) of the form

n

(o) = 3 (ilpli)or, (2.15)

i=1

where 1), ...|n) is an orthonormal basis and o1, ... 0, are arbitrary states. Then, obviously,
the minimum output entropy of ® is equal to

min S{a;),

and can be computed in polynomial time. Also, it is easy to see that computing the Holevo
capacity of ® is a convex optimization problem and can be solved efficiently.

Therefore, to get a non-trivial problem we should consider a more general class of quan-
tum channels. Indeed, c-q channels that we considered in Eq. (2.15) are special cases of
Entanglement breaking channels. An entanglement breaking channel is a channel ® of the
form

®(p) = Y Tr(Mip)os, (2.16)
i=1

where {M;} is a POVM and o1, .. . 0, are arbitrary states. Although, it seems that the prob-
lem of computing the minimum output entropy and Holevo capacity of entanglement break-
ing channels, is simpler than the general case, we prove that these are also NP-complete.

Theorem 2.5.1 Assume ® is an entanglement breaking channel of the form (2.16) acting
on an n-dimensional Hilbert space, and is given by polynomially many bits. Also let c be a
real number. Then the problems of bounding the Holevo capacity and the minimum output
entropy of ®,

X(®) > ¢,

and

mpin S(@(p)) < c,

are NP-complete.

If we show that computing the minimum output entropy for entanglement breaking
channels is NP-hard, then by the same argument as in the proof of Theorem 2.4.1, we can
prove the hardness of computing the Holevo capacity as well. Also, recall that, in the proof
of Theorem 2.4.2 all the channels that we used, are entanglement breaking except @4 qce.
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Therefore, if we replace @4 with an entanglement breaking channel that captures the
same properties, we are done.

The key idea is the following observation first appeared in [34]. Suppose p is the density
matrix of a two-qubit state. Let o9 = I, 01,02, 04 be the Pauli matrices (see Section 1.6.1).
Also, for i =1,2,3 let Pij: = %(I + 0;) be density matrices of the +1 and —1 eigenstates of
o;. For 0 <, j < 3 define ¢;; = Tr(o; @ 0jp). Then, we have

3

1
p= Z Z Cij01®0j~
ij=0

If we rewrite this equation in terms of Pii, we get

1
P=17 Z (é‘*‘%CiO‘F %COjJrcz'j)Pf@Pf

+

—
©OI= o= ©oj—
Wil ol ol

1 — ot
— 3¢i0 + 3¢0; — ¢ij) P @ F;

1 oo P
3Ci0 — 3C05 — Ciy) P © P

3Ci0 — %Coj + Cij)Pi_ & PJAA.

|

x

Suppose all the coefficients in this expression are non-negative. Then

3
1
Tra(p) = 1 Z (% + %Ci() + %C()j + Cij)Pi+
i,j=1
+(5 — 3¢i0 + 3005 — ci) P
+(5 + 360 — 3¢05 — €i)) B}
+(5 = 3¢i0 — 3¢05 + ¢ Pi-

In other words, Tra(p) can be written as a linear combination of states Pi:|E with coefficients
of the form Tr(Mp), where {M} is some POVM.

It means that, if the coefficients were always non-negative, then p — Tro(p) was an
entanglement breaking channel. To satisfy this extra assumption we can replace p with
pe = 1/4(1 — €)I + €p, where 0 < € < 1/16, and observe that the coefficients for p. are all
non-negative. In general, we have the following lemma, proved in [34].

Lemma 2.5.5 [34] Let p be a state in H @ H, where H is an n-dimensional Hilbert space.
Also, let 1/n%I be the mazimally mized state in H ® H and 0 < € < 1/n?. Then, 1/n%(1 —
€)I + €p is a separable state. As a consequence,

(I);race(p) = Tr?(l/nQ(l - 6)1 + Ep) (217)

is an entanglement breaking channel.

Using this lemma, the proof of Theorem 2.5.1 follows immediately.
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Proof of Theorem 2.5.1: All steps of the proof are the same as in Theorem 2.4.2, except
that we replace the channel @y, 4. with ®} ., ., which is an entanglement breaking one. The
only property that we should check is that the minimum output entropy of &, is achieved
at product states. It holds because Tra(1/n?(1 — €)1 + ¢p) = 1/n(1 — €)I + €Try(p), and
S(Tra(1/n?(1—€)I+¢€p)) achieve their minimum for a given p, if and only if S(Try(p)) takes
its minimum at p.

O

2.6 Summary

In this chapter I have proved that the quantum clique problem is QMA-complete. This
is obtained by considering an NP-complete problem, and somehow translating it into the
language of quantum information theory. The key point is that clique problem in graphs
can be stated in terms of zero-error capacity, so this translation is straightforward. It is
interesting to consider other NP-hard problems and try to define the corresponding QMA-
hard problem. Notice that, this idea is first captured in the QMA-completeness of local
Hamiltonian problem.

I have also considered the problem of computing the Holevo capacity, and then the
minimum output entropy of a quantum channel, and have proved that they are NP-complete.
Since, there are a few results on the computational complexity of invariants of quantum
channels, it would be a natural question to consider the complexity of other such quantities
for channels as well as quantum states.
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Chapter 3

Multiple-Merlin-Arthur Games

In a Merlin-Arthur game suppose there are more than one Merlin, so that each Merlin
sends his witness to Arthur, and Arthur in polynomial time decides to whether accept or
reject. In the classical case, there is no advantage in having multiple Merlins since only
one Merlin can send all the messages. However, In the quantum case, messages sent by
different Merlins are separable, and if we ask one Merlin to send all of them, he may cheat
by sending an entangled state. Therefore, the complexity class multiple-Merlin-Arthur may
be different from QMA. In this section I define the complexity class QMA(k), describe a
gap amplification protocol for that, and give some results regarding its relation to QMA.

3.1 QMA(k) and its Basic Properties

3.1.1 Definition

The complexity class QMA(k) is first defined by Kobayashi, Matsumoto, and Yamakami
[81].

Definition 3.1.1 Let k& be an integer and 0 < b < a < 1. Then the complexity class
QMA(k, a,b) consists of languages L for which there ezists a polynomial-time quantum ver-
ifier V such that for all inputs z € {0,1}":

(i) If x € L, there exist witnesses |¢1),...,|Yk) on polynomially many qubits, such that
V' accepts with probability at least a given |x) @ [11) ® -+ @ |1hg).

(i) If x ¢ L, V accepts with probability at most b given |z) ® |1} ® - -+ ® |dbx), for all
1) [n)-

As a convention, we denote QMA = QMA(1).

Notice that the difference between QMA and QMA(k), for k > 2, is that in QMA(k)
there are k Merlins and the state sent by them is separable.

3.1.2 Three Basic Questions

In Chapter 2 we saw that we can amplify the gap in QMA, there are complete problems
for this complexity class, and also there is a non-trivial classical upper bound for that. To
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understand QMA(k) we should check the samne properties for & > 2. Indeed, there are three
main questions regarding QMA(k).

First, is it possible to amplify the gap in QMA(k) protocols? Recall that in QMA =
QMA(1) we can amplify the gap by both parallel repetition and also strong amplification
(Theorem 2.1.1).

Second, is more than one Merlin ever helpful? In other words, maybe, the same as in
the classical case, all QMA(k) complexity classes be the same. Note that. by definition we
have QMA(1) € QMA(2) C ---. Now the question is that, does there exist & for which
QMA(k + 1) = QMA(k)?

Third, NEXP is an upper bound for QMA(k) because the prover can send the classical
description of witnesses and the verifier can simulate a quantum polynomial time algorithm
in exponential-time. Now the question is that, can we improve this upper bound?

As we will see in this chapter, unlike for the case & = 1, all of these questions are
non-trivial for k > 2.

3.1.3 Pure State N-Representability Problem

A partial answer to the question of whether QMA is the same as QMA(2), has been given
by Liu, Christandl, and Verstraete in [86]. They have shown a problem called pure state
N-representability is in QMA(2), while it is not known to be in QMA. We can state this
problem in terms of the problem of consistency of local density matrices mentioned in
Section 2.1.4.

Suppose we have local density matrices pe,, .. ., pe,,, and want to find a state o consistent
with all of these local matrices, such o is pure. We know that if we remove the purity
assumption, we can solve this problem in QMA. However, purity of a given state cannot
be checked in QMA. Instead, if we have two copies of o by applying the SWAP test (see
Section 2.3.1) we can check whether o is pure or not.

This observation is an evidence on QMA(2) being different from QMA.

3.1.4 Quantum Clique Problem for General Channels

In the previous chapter we saw that computing a(®), the maximum number of states that
can be distinguished with no error after passing through channel, for an entanglement
breaking channel is in QMA. Remember, we should restrict the set of quantum channels
to entanglement breaking ones because we need the output states of channel, acting on
entangled states, to be unentangled. However, if we assume that the given states by Merlin
are not entangled, then we do not need to restrict the set of channels. In other words, the
problem of whether a(®) > k, for an arbitrary quantum channel ®, is in QMA(k).

This observation is another evidence on the fact that QMA(k), £ > 2, and QMA are
different.

3.2 Gap Amplification Implies QMA(2) = QMA(k), for k£ > 3

Kobayashi, Matsumoto and Yamakami in [82] have shown that the question of whether
QMA(k + 1) = QMA(k), and gap amplification are related. Indeed, they proved that if we
could amplify the gap in QMA(k), then QMA(k)-hierarchy collapses to QMA(2). In this
section I present a stronger result. I show that if we could amplify the gap only in QMA(2),
then QMA(k) = QMA(2), for any k > 2.
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3.2.1 Some Lemmas

Before getting to the main results we need to review some lemmas that will be needed.

Recall that for two mixed states p and o, their trace distance is denoted by ||p — ol
(see Section 1.3.1). We say o is e-close to p if ||p — ol < €, and e-for otherwise. The
following lemma is a direct consequence of Eq. 1.9.

Lemma 3.2.1 Suppose o is €-close to p.  Then any measurement that accepts p with
probability p, accepts o with probability at most p + €.

0

Lemma 3.2.2 Given o k-partite state p11427 4% suppose there are k states |11), ..., |[vr)
such that <z/1i]pAi[¢i> >1—¢g, foralli. Let |¥):= )@ - Q|g) ande :=¢e1+ - +&.

Then (U|ph1Az=Ae| W) > 1 —¢.

Proof: We can assume without loss of generality that [¢;) = |0) for all 7. Then each p,
when measured in the standard basis, yields the outcome |0) with probability at least 1 —¢;.
By the union bound, it follows that pArA2 Ak when measured in the standard basis, yields
the outcome |¥) = |0)®* with probability at least 1 — ¢; hence, (U|phAz-Ak|P) > 1 —e.
O
The following lemma is a direct consequence of the definition of SWAP test in Section
2.3.1.

Lemma 3.2.3 Suppose (Y|p|t) < 1 — ¢ for all pure states |¢). Then, the SWAP test
between p and any other state rejects with probability at least €/2.

Proof: Choose a basis that diagonalizes p, so that p = diag (A1,...,An) where Aj,..., Ay
are p’s eigenvalues. By assumption, A; < 1 — ¢, for every ¢, so given any mixed state o, a
SWAP test between p and ¢ accepts with probability

N N
1+Tr(po) 1 1 1 1-¢ €
—“—é_“=§+'2—i251/\1'0'ii<—2~+ 5 izglo‘“‘Zl——.

[SS)

3.2.2 QMA(2) Contains All QMA(k)-Hierarchy

In this section I prove that for any k£ and a,b, there are a/,b’ such that QMA(k, a,b) C
QMA(2,d’,b"). Before proving this result it is helpful to state a lemma.

Lemma 3.2.4 QMA (k,a,b) € QMA (k,1 277 1 — (a —b)) for all k, allb < a < 1,
and all polynomials p(n).

Proof: We use the following protocol. Each Merlin provides m = C - (—a’i%))—g registers for

some constant C'. Then Arthur runs his verification procedure m times in parallel, once
with each k-tuple of registers, and accepts if and only if at least a d fraction of invocations
accept, for some d slightly less than a.

To show completeness, we use a Chernoff bound. Assuming the Merlins are honest, each
one simply provides m copies of his witness. Then on each invocation, Arthur accepts with
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independent probability at least a. Thus, assuming we chose a sufficiently large constant
(', the probability that Arthur accepts less than dm times is at most 27P(").

To show soundness, we use Markov’s inequality. The expected number of accepting
invocations is at most b (by linearity of expectation, this is true even if the registers are
entangled). Hence, the probability that this number exceeds dm is at most b/d, which we

can ensure is less than 1 — (a — b) by choosing d € (1—_(%:7), (L) (note that such a d must
exist by the assumption b < a < 1).
0J

Theorem 3.2.1 QMA (ka.b) € QMA (2,1 - 2771 - (220).

Proof: We will show that for all £ and all § = Q(1/poly (n)),

2
QMA(k,l—Q",1-5)gQMA(2,1— -, gk)

This will suffice to prove the theorem since Lemma 3.2.4 implies that for all k£ and all a, b,
we have QMA (k, a,b) C QMA (k,1 - 27" 1 — (a —b)).

Our protocol is as follows. Merling and Merling send k-partite states pAlAQ”'Ak and
pP1B2Br respectively. Given these states, Arthur performs one of the following two tests,
each with probability 1/2:

(1) Choose 1 < i < k uniformly at random, perform a SWAP test between p?' and pP:,
and accept if and only if the SWAP test accepts.

(2) Simulate the QMA (k,1 — 27" 1 — §) protocol, using pA1424% in place of the k wit-
ness registers.

We first show completeness of the above protocol. If the Merlins are honest, they
can both simply send k£ unentangled accepting witnesses for the QMA (k) protocol being
simulated. In that case, step (1) accepts with probability 1, while step (2) accepts with
probability at least 1 — 27",

We now show soundness. Suppose any set of unentangled witnesses causes the QMA (k)
protocol to reject with probability at least §. Then we need to show that any pair of
witnesses pA142-4k and pP1B2Br causes the QMA (2) protocol to reject with probability
at least %. We consider two cases.

First suppose pA1424k is e-close in trace distance to some separable pure state |¥).
Then by Lemma 3.2.1, step (2) rejects with probability at least § — e.

Next suppose pA1424k is e-far in trace distance from any separable pure state. Then
by Eq. 1.12, we have <\I/|pA1A2"‘Ak|\I'> < 1 — €2 for all separable pure states |¥). Thus,
taking the contrapositive of Lemma 3.2.2, for all pure states |¢1), ..., |[¢x) we have

k
(1= (lpt lyi)) >
=1

Hence, step (1) rejects with probability greater than % by Lemma 3.2.3. Setting ¢ = 36/4,

2
we thus find that the protocol rejects with probability at least i 5 max {%, (352/; ) } > %%.

O
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This theorem shows that any QMA(k) protocol can be simulated in QMA(2), with a
smaller gap. Therefore, if we could amplify the gap in QMA(2), we basically have two
complexity classes QMA(1) and QMA(2).

3.3 Gap Amplification in QMA(2)

3.3.1 Parallel Amplification

Let us try to apply the usual parallel amplification idea on QMA(2).

Arthur asks Merlin 4 and Merling to send polynomially many copies of witnesses. Denote
these two states pt4a and pPt-Ban | In each round, Arthur chooses random 1 < I,k <
q(n), that are not chosen yet, and applies the verification procedure on p4iB%. Of course,
there is no problem for the first round; however, after that, the two registers A; A
and B ... Byp) become entangled, and cannot be used for the second round. On the other
hand, intuitively, the amount of induced entanglement is comparable to the number of
qubits in A; and By. Therefore, if g(n) is large compared to this number, the amount of
entanglement between randomly chosen registers A;, By for the second round, is small.
More precisely, if the produced entanglement is distributed between all pairs A;, By, then
a randomly chosen p™7'B¥ is almost separable. Thus, in the second round the probability
of acceptance is almost the same as in the first round. By the same argument we can repeat
verification procedure, say, 1/q(n) times and take the majority vote, so by Chernoff bound
the probability of error decreases exponentially.

The analysis of our amplification protocol involves showing that Arthur cannot create
too much entanglement during his verification procedure. To make this precise, we need
some way to measure the entanglement of mixed states. Based on the argument, such a
measure of entanglement (denoted E(-) ) should satisfy some properties.

(1) If E(pP) < ¢, then pAB is é-close to a separable state, for some d that tends to 0 if
¢ tends to 0.

(2) If ® is a quantum operation acting on n qubits, then E(®(p? ® p?)) < cn, for some
constant c.

(3) E (pAlA"’"'A’“BlBT"B") > %Zf,j:l E(p4iB5), for some constant c.

Our choice for such an entanglement measure is entanglement of formation! defined in
Section 1.4.2.

3.3.2 Properties of Entanglement of Formation

Recall that for a bipartite state pAZ, the entanglement of formation Er(pAF) is the mini-
mum of Y, piS(Tralvi) (%) over all decompositions pA2 = 3. p;|u) (¢4;]. We are going to
check the three properties mentioned in the previous section for entanglement of formation.

!One my consider other entanglement measures; for example, the squashed entanglement E,, defined by
Christandl and Winter [39] might be a choice since it is known to be superadditive, and then satisfies the
third property. However, the trouble with E,, is that it badly violates the second property: there exist n x n-
dimensional bipartite states p“® such that E,,(p*%) = O ("’%), yet p*2 has trace distance Q (1) to any
separable state. This is why we cannot use squashed entanglement here, and must instead use entanglement
of formation.
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By definition, Ep is convex: for all pAP and 045,

EF (ppAB + (1 . p) O_AB) g pEF (pAB) + (1 - p) EF (O'AB) .

It is also easy to see that Ep (pAB) = 0 if and only if p*P is separable. To check the

first property in Section 3.3.1 we need a stronger version of this statement.

Lemma 3.3.1 Suppose Ep(p*P) <e. Then there exists a separable state that is v/2z-close
to pB in trace distance.

Proof: Let S (p|lo) be the quantum relative entropy between mixed states p and o (see
Section 1.4.5). Vedral and Plenio in [114] showed that

Er(p*?) = min § (p15)045)

where the minimum is taken over all separable states c4%. Also, it is known (see Klauck
et al. [79] and Ohya and Petz [98]) that

S(pABHUAB) > % ”pAB B JABHFQPI.

Putting these results together, if Er(pAP) < ¢, there exists a separable state 042 such that
S (p*P||oAB) < ¢, and hence Hp“‘B — OAB“Tr < V2.
O
The next lemma proves the second property.

Lemma 3.3.2 Let pP be a separable state, and suppose o8 is obtained from o8 by
applying an arbitrary entangled measurement on at most n qubits from each register, and
then possibly conditioning on the outcome. Then Ep (O’AB ) < 2n.

Proof: By convexity, we can assume without loss of generality that p4Z is a pure state,

[Wa)®|wE). Thus, we can write 04 as ® (|94) () / I|® (|04) (¥4])]), where ® is some non-
trace-increasing operator acting on at most n qubits. In the operator-sum representation
we have,

A it Bilpa) (al B
Te oM, B [a) (al B
where 212:11 E: E; <Iand M < 2%, We then have

Ep (0"7) < 8 (o%)

_ S( S Eilpa) (al Ef )
Tr M Eilpa) (val E]

< logy M

< 2n

where the first line follows from the concavity of the von Neumann entropy.
O
Given an entanglement measure F, we call E superadditive if for any state pAAI’B 5" on
four registers,
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It is clear that if E is superadditive, then it satisfies the third property of Section 3.3.1.
It had been a conjecture for a while that entanglement of formation is superadditive, but
in a spectacular recent development, Hastings [58] has shown that this conjecture is false.
(More precisely, Hastings shows a failure of additivity for the minimum output entropy of
a quantum channel. By a result of Shor [108], this is equivalent to the superadditivity
of entanglement of formation.) However, the violation of additivity found by Hastings
is extremely small, and is perfectly consistent with additivity being true in a weaker or
asymptotic sense. Indeed, the third property may still be true.

We call an entanglement measure E weakly superadditive if it satisfies the relation

k
Ay, & ;B
E(pAlAz Ap,B1 B2 Bk) Z Z E(pA B]),
1,7=1

|

for some constant ¢ independent of k. Weak superadditivity is, in particular, implied by
the following inequality:

(M) > 2B (0"%) + B + B(p*®) + B

which in turn is implied by ordinary superadditivity. Then we conjecture the following:

Conjecture 3.3.1 (Weak Additivity Conjecture) Ep is weakly superadditive.

3.3.3 Weak Additivity Conjecture Implies Gap Amplification
Theorem 3.3.1 Assume the Weak Additivity Conjecture holds. Then

QMA (2,a,5) = QMA (2,1 — 2771, 2-2()

for all a —b = Q(1/poly (n)) and all polynomials p(n).

Proof: Let L be a language in QMA (2,a,b). Let @ be Arthur’s verification algorithm in
the original QMA (2, a, b) protocol, and let the original Merlins’ messages have r (n) qubits
each for some polynomial r. Also, let T'(n) be a number of repetitions of @ that suffices
to amplify it to error probability 2P, assuming no entanglement among Merling’s or
Merling’s registers. By Chernoff bound, we can take T (n) := C - p(n) / (a — b)? for some
constant C.

Our amplified protocol is the following.

(1) Arthur asks Merling and Merling to supply ¢ (n) copies each of their respective wit-
nesses, where ¢ (n) := C’ - T (n)7(n)/(a—b)? for some constant C’. Denote by
pA1AzAqm) and pB1B2Bam) the states on g (n)r (n) qubits that Arthur actually re-
ceives.

(2) For all t := 1 to T'(n), Arthur chooses registers A; and By uniformly and indepen-
dently from among those not already chosen, and runs Q on the state p™iBx.

(3) Arthur accepts if at least %27 (n) of the T'(n) invocations of Q accepted, and rejects
otherwise.
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Completeness: If the Merlins are honest, they can simply send [14)%7") and | )29
respectively, where |¢24) @ |¢p) is a witness that Q accepts with probability at least a. Then
by assumption, Arthur will accept with probability at least 1 — 27P("),

Soundness: Our central claim is the following: At every one of the T (n) iterations,
Arthur can be considered to be running Q on a bipartite state pP that is =

separable state, where ¢ = O <\/T (n)r(n)/q (n))

-close to a

Let us first see why soundness follows from the above claim. Suppose = ¢ L. Then
accepts every separable state with probability at most . By Lemma 3.2.1, then, Q also
accepts every state that is e-close to separable with probability at most a + =, but

5:O< T(n)r(n)) < a,—b./

provided we chose a sufficiently large constant C” when defining ¢ (n). Thus, every invo-
cation of ) accepts with probability at most b + ”T“b. Therefore, provided we choose a
sufficiently large constant C' when defining 7" (n), Arthur will accept with probability at
most 2P by a Chernoff bound.

We now prove the claim. By Lemma 3.3.2, the entanglement of formation between
Merlin 4’s registers and Merling’s registers is at most 2vr (n) after the v-th iteration. Hence

EF (pAlA2~-~Aq(n),BlBZ'“Bq(n)) S 2T (n) T (n)

throughout the protocol. Also, let S4 and Sp be the sets of A-registers and B-registers,
respectively, that Arthur has not yet chosen. Then, |S4| = S| = q¢(n) =T (n). Assuming
the Weak Additivity Conjecture, we therefore have

S B (795) = 0 ((a(n) - T () By (oA 5152
AjESA,BkESB
=0 (T (n)r(n)(g(n)~T(n)),
so if we define

1 .
g = ——-——S g Z pAJBk7
154l 55| A;€S4,BiESE

then the convexity of Er implies that

1
Er(0) < oo Z Ep (p™iPr)
|SA| lSBi AjESA,BkESB

-0 (G =7t)
-o(HaE).

using the fact that T (n) < q(n) /2. Therefore, by Lemma 3.3.1, ¢ is e-close to a separable
state, where ¢ = O (\/T (n)r(n)/q (n)) We are done.

]
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3.4 Nonexistence of Perfect Disentanglers

The problem of pure state N-representability problem, and also deciding whether a(®) > 2
for a general channel, are in QMA(2) and are not known to be in QMA. Thus, we expect
that QMA(2) # QMA; however, let us consider the other direction and try to prove the
converse.

Suppose there exists a quantum operation ¢ such that ®(p) is always separable, and
also for any separable state o there is a p such that ®(p) = 0. In that case, we could
simulate QMA(2) inside QMA efficently?: Arthur asks Merlin to send p, then he applies ®
on p, and then simulates the QMA(2) verification algorithm on ®(p). In this section we
show that such a ® does not exist.

Definition 3.4.1 Let H and K be two finite-dimensional Hilbert spaces. Then given a
quantum operation that maps density matrices over H to density matrices over K @ K, we
say ® is an (e, d)-disentangler if

(i) ®(p) is e-close to a separable state for every p, and
(ii) for every separable state o, there exists a p such that ® (p) is d-close to o.
Watrous (personal communication) has proposed the following fundamental conjecture.

Conjecture 3.4.1 (Watrous) For all constants £,8 < 1, any (g, d)-disentangler requires
dimH = 2 dimk).

A proof of Conjecture 3.4.1 would be an important piece of formal evidence that
QMA (2) # QMA, and might even lead to a “quantum oracle separation” (as defined by
Aaronson and Kuperberg [3]) between the two classes.

Here, we show that at least in the case € = § = 0, no disentangler exists in any finite
dimension.

Theorem 3.4.1 Let ® be a perfect disentangler sending density matrices over H to density
matrices over K @ K. Then dimK > 2 implies dimH = oo.

Proof: For any pure state |@) € K, by assumption there exists a state p, such that

D(pa) = |a) (a|®]a) (a]. By linearity, we can assume p, = |¢a) (Pa| is pure. Also, suppose

dimH is finite. Then ® admits an operator-sum representation ®(p) = le E; pE‘;f where
¥ (EIE; =1 We then have

k
®(|pa) ($al) = Y Eilda) (¢al Bf = |a) (a| ® |a) (o .

i=1

Thus, we find that E; |¢,) must be a multiple of |a) |@) for all 7 and «; that is, there exist
constants ¢, ; such that Ej |¢q) = cqi|@) |@).

Now let |a) , |3) be any two pure states in K with |a) # |8). Alsolet [¢)) = a|da)+b|dg)
for some nonzero real numbers a,b. Then

(|y) (W) = a’@(|pa) (Pal) + B*®(I0) (Da]) + ab®(|da) ($s]) + abD(|ds) ($al)
= a’|a) (o] ® |a) (e + b2 |8) (8] ® |8) (B] + abe|a) (8] ® |a) (8]
+abc* |8) (o] ® |B) (al,

*We should also assume that @ can be applied in polynomial-time.
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where
k
. *
C = % C()(,'/Cﬁii.
i=1

We claim that ¢ = 0. To see this, recall that ®(]i0) (¥]) is a separable mixed state, and
consider any decomposition of ®(|v) (10]) into separable pure states. Since ®(|v) (¢]) is a
mixed state in the subspace spanned by |a) |a) and |3) |3), every pure state in the support
of ®(|+) (¥]) must have the form z |a) |a) +y|3) |3). but by the assumption |a) # |3), such
a state cannot be separable unless z = 0 or y = 0. Hence, the only separable pure states
in the support of ®(|¢) (¢|) are |a)|a) and |3)|3). Therefore abc = 0, but a and b were
nonzero, so ¢ = ( as claimed.

This means in particular that ® (|¢) (¢g|) = 0 for all |a) # |3). Hence

k
(Dslda) = Y _ (05l EIE;|6a)
i=1

( Ei|¢a) ¢a|E*)

T [¢a ¢5‘

II

I
o

Thus for different |a)’s, the states |¢4) are all orthogonal, and since the number of |a)’s is
infinite, dimH must be infinite as well.

O

3.5 Summary

In this Chapter I have shown that any QMA(k) protocol, £ > 2, can be simulated inside
QMA(2) with a smaller gap. I have also shown that if the Weak Additivity Conjecture holds,
then we can amplify the gap in QMA(2), and then the whole QMA(k)-hierarchy collapses
to QMA(2,2/3,1, 3), and we basically have two quantum Merlin-Arthur complexity classes:
QMA and QMA(2). I have also, by proving the non-existence of a perfect disentangler, given
an evidence that these two classes are not the same.

There are two important open problems regarding QMA(2). First, in there any QMA(2)-
complete problem? Second, can we find a non-trivial classical upper bound for QMA(2)?
Of course, NEXP contains QMA(2), and QMA C QMA(2), but these two upper and lower
bounds are far from each other.
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Chapter 4

Gap in QMA(2) Protocols

In Chapter 3, we showed that if we ignore that gap in QMA(2), then it contains the whole
QMA(k)-hierarchy. The focus of this chapter is to study the relation between gap and size
of witnesses in QMA(2) protocols.

4.1 QMAL,(2)

In Merlin-Arthur games, other than the number of Merlins, we can consider the case where
the size of the witnesses is less than poly(n). For example, in the classical case log(n)-size
witnesses never help the verifier to solve a problem beyond P because he can check all such
witnesses in polynomial time, but this argument fails in the quantum case and we can define
the complexity classes QMA| (k).

Definition 4.1.1 QMAx(k, a,b) is the same as QMA(k, a,b) except that the size of wit-
nesses sent by Merlins is O{logn).

Based on the strong gap amplification protocol for QMA = QMA(1), for k£ = 1, we have
QMA,,; = BQP.

Theorem 4.1.1 [88] QMA,,, = BQP.

This theorem shows that in the case of £k = 1, we have the same situation as in the
classical case; however, we do not know any non-trivial upper bound for QMA.(2).
Recently, Blier and Tapp [28] have shown that QMA . (2) with perfect completeness and

soundness 1 — ﬁg contains NP.

Theorem 4.1.2 [28] NP C QMA4(2,1,1 — %),

This result shows that QMA;z(2) is a non-trivial complexity class because QMAo, is
the same as BQP, and it is widely believed that BQP does not contain NP. This observation
is an strong evidence on the fact that QMA(2) # QMA, and it turns the complexity class
QMA|(2) to an interesting one which contains both BQP and NP. However, the gap in
this theorem is very small, and it would be a stronger result if we could prove the same
containment with constant gap. Here, I should mention that it has been proved that
QMA ¢ (/1) contains NP with constant gap [2]. In this section I show that QMA,.(2) with
the gap n>*¢, for any € > 0, contains NP.

!This theorem can be proved by the same idea as in the proof of Theorem 4.2.2.
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4.1.1 QMA,,(2) as a Maximization Problem

Consider a QMA|,, (2) protocol. Arthur after receiving a separable state pP | prepares some
ancilla qubits, applies a unitary operation U, and then measures the first qubit; he accepts if
the outcome of measurement is |0). Therefore, the probability of acceptance can be written
in the form

Tr[(j1) 1

S0 U @10, 000 0] = Tr (Hp'P)

where

H={(0...0UN(1)(1]eHU0...0).
Thus, the problem of QMA,,,(2) is to compute

max Tr (HpAB) ,

where the maximum is taken over all separable states p4%.

This formulation is the same as what we used in Section 2.1.5. However, it is more useful
here because if the size of witnesses is logarithmic, then H is a polynomial size matrix and
is more tractable.

4.1.2 Complexity of Recognizing Entanglement

Let H be a hermitian matrix of polynomial size. Then, the problem of maximizing (¢|H|¢)
over all states |¢) is an eigenvalue problem and can be solved in polynomial time. Now
assume that we are restricting |¢) to be a separable state. Then this problem is NP-hard
due to the following observation by Gurvits [57].

Let H be of the form

0 Bl . BS
H = . . . . ) (4’1)
B, 0 ... 0

where B;, 1 <1 < s, is a hermitian matrix. Then

(WI(eH|)|v) = (Dl H (1)),

where
) 0 WIBY) - WIBw)
B 0 - 0
H(|ly)) = W Ellw : E (4.2)
WIBW) 0 ... 0

It means that the maximum of (Y|(¢|H|P)|v), for a fixed |¢) is equal to the maximum
eigenvalue of H(|)). H(|)) is a rank 2 matrix with eigenvalues 0 and £ ((¢|B1|y)%+- - -+

(7/J|Bs|¢)2)1/2. Therefore,

= max 24 s 2 1/2'
max (¢1(61H|¢)l) = ma [ (| B1w)? + - + (| Bs|1)? ]

Now note that, by the calculation of previous section, any problem in QMA},;(2) can be

(4.3)
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formulated as the maximization problem

max Tr(Hp),
P

where H is a polynomial size positive semi-definite matrix, and the maximum is taken
over the set of bipartite separable states. Therefore, given the maximum point |@)[)), a
quantum polynomial time verifier can compute (¢|(¢|H |¢)|v), or equivalently the left hand
side of (4.3). Hence, proving that computing the left hand side is NP-hard is equivalent to
NP C QMA ¢ (2). Although this is known by Theorem 4.1.2, using this idea we can get the
same result with a larger gap.

4.1.3 2-out-of-4-SAT

To prove the containment NP € QMA},(2) we should find a protocol to solve some NP-
complete problem in QMA},(2). Although the most well-known such problem is 3-SAT, it
is convenient for us to use another version of this problem called 2-out-of-4-SAT?. We can
formulate this problem as follows. Let |a1),|as), ..., |an) be vectors of the form

lag) = ch i), (4.4)

where ¢i; = 0 or i%, and for each k there are exactly 4 non-zero c;x, 1 < i < n. Now the
problem is to decide whether there exists a vector |[¢)) orthogonal to all |ag)’s which is of
the form

"1
V) = ) F——=1i). (4.5)
247

To get a larger gap we will need our 2-out-of-4-SAT instance to be a PCP one, and
to be bounded-literal (every variable should appear in a constant number of clauses). The
following lemma shows how to get everything we want with only a poly-logarithmic blowup
in the number of variables and clauses.

Lemma 4.1.1 There ezists a polynomial time Karp reduction that maps a 3-SAT instance
a to a 2-out-of-4-SAT instance 8 such that

e If o has n variables and m > n clauses, then § has O(mpolylog(m)) variables and
O(mpolylog(m)) clauses.

e FEvery variable of B occurs in at most ¢ clauses, for some constant c.

e The reduction is a PCP, meaning that satisfiable instances map to satisfiable instances,
while unsatisfiable instances map to instances in which at most a constant fraction of
the clauses can be satisfied at the same time.

Proof: Given a 3-SAT instance o, we first amplify its soundness gap to a constant using
the celebrated method of Dinur [44]. Next we use a reduction due to Papadimitriou and
Yannakakis [101], which makes every variable occur in exactly 29 clauses, without destroying

2See Section 2.4.2
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the soundness gap. Finally we use a gadget due to Khanna et al. [75], which converts from 3-
SAT to 2-out-of-4-SAT, without destroying either the soundness gap or the bounded literal
property. Note that the reduction of Dinur [44] incurs only a poly-logarithmic blowup in
the total size of the instance, while the other two reductions incur a constant blowup.

O

4.1.4 The Proper State Case

Suppose Arthur has applied Lemma 4.1.1, to obtain a bounded-literal 2-out-of-4-SAT in-
stance ¢ with N = O (m polylog m) variables, M = O (m polylogm) clauses, and a constant
soundness gap € > 0. Now suppose Merlin sends Arthur a log N-qubit state of the form

N
1 g
W) = —=) (=1)"[i),
S
where x1,...,zx5 € {0, l}N is a claimed satisfying assignment for ¢. Call a state having

the above form (for some Boolean x;’s) a proper state. Then we claim the following:

Lemma 4.1.2 Assuming |v) is proper, Arthur can check whether ¢ is satisfiable with per-
fect completeness and constant soundness.

Proof: To perform the check, Arthur uses the following Satisfiability Test. First he
partitions the clauses of ¢ into a constant number of blocks By, . .., By, such that within each
block, no two clauses share a variable. Such a partition clearly exists by the assumption
that ¢ is bounded-literal, and furthermore can be found efficiently (e.g., using a greedy
algorithm). Next he chooses one of the blocks B, uniformly at random, and measures
|¢) in an orthonormal basis with one projector for each clause in B,. Because a single
block in the partition of clauses does not necessarily cover all the variables, it is possible
that the measurement result will not correspond to any clause in B,, in which case Arthur
accepts. However, suppose that the measurement yields the following reduced state, for
some random clause Cjjxe := (4, ,k,¢) in B;:

i) 1= 5 (<1 &)+ (~1)% [3) + (17 [K) + (~1)7 |8

Notice that, of the 16 possible assignments to the variables (x;, z;, z, z¢), six of them satisfy
Cijke, and those six lead to three states |1);;r¢) that are orthogonal to one another (as well
as the negations of those states, which are essentially the same). It follows that Arthur can
perform a projective measurement on |¢;;x¢), which accepts with probability 1 if Cyjke is
satisfied, and rejects with constant probability if C; i, is unsatisfied. Furthermore, because
the number of blocks B, is a constant, each of the M clauses of ¢ is checked in this test
with probability €2 (1/M). And we know that, if z1, ...,z is not a satisfying assignment
for ¢, then a constant fraction of the clauses will be unsatisfied.

Putting everything together, we find that if ¢ is satisfiable, then the Satisfiability Test
accepts |1) with probability 1; while if ¢ is unsatisfiable, then it rejects with constant
probability.

O
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4.1.5 NPC QMAlog(Q)
In this section we prove our main result.

Theorem 4.1.3 For every constant € > 0, NP C QMA|,,(2,a,a — n;—lﬁ) for some a inde-
pendent of €.

To prove this theorem we give a Merlin-Arthur protocol for the 2-out-of-4-SAT problem.
This protocol consists of two parts. First, given a satisfying assignment we should check
whether this state is a proper state, that is a state the form (4.5). Second, we should check
whether it is a satisfying assignment of 2-out-of-4-SAT instance. The following lemma is
direct consequence of Lemma 4.1.2 and also Lemma 3.2.1.

Corollary 4.1.1 Let us assume that Merlin is restricted to send a state that is d-close, in
trace distance, to a proper state, for a constant d > 0. Then Arthur can solve 3-SAT with
perfect completeness and constant soundness.

d

Lemma 4.1.3 Let € > 0 be a constant. Then there exists a Merlin-Arthur protocol in
which Merlins send state |§)|)) and Arthur can check whether |1) is (5n~¢%)-close, in
trace distance, to a proper state. More precisely, if |1) is proper then Arthur accepts with
probability

1 1

2
LS AN Vi
2+3n< n) '

and if it is not (5n“6/ 4)-close to a proper state then he rejects with probability

11 2., 1
3t 5" e

Proof of Theorem 4.1.3: Given a 3-SAT instance o Arthur reduces it to a 2-out-of-4-SAT
instance § over m variables using Lemma 4.1.1, and asks Merlins to send him |¢)|¢)) where
[¢) is a satisfying assignment for §. Then he applies one of the tests in Lemmas 4.1.3 or
4.1.2, each with probability 1/2.

If [¢) is not (5m~¢/%)-close to a proper state, for some € > € > 0, Arthur rejects
the test in Lemma 4.1.3 with probability 1 + ;L-(2 — 2)/2 - L On the other hand,

3m m 20m3+e *
if it is (5m~¢/%)-close to a proper state while not a satisfying assignment then Arthur
rejects the test of Lemma 4.1.2 and Corollary 4.1.1 with constant probability. Therefore,
NP C QMA (2, a,b), where

a—-2[1+2+3m(2 m) ],
and
1 1 1 2 1
b=[14+=4+-—(2- )] - —.
2[ +2+3m( m) ] ndte

Here we replace ¢ with €, to consider the poly-logarithmic blowup in the size of problem
by reducing it from a 3-SAT instance to a 2-out-of-4-SAT instance, and also to get ride of
the constants in Lemma 4.1.3.

0

The only remaining part is the proof of Lemma 4.1.3.
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4.1.6 Proof of Lemma 4.1.3

For any 1 <i < j < n, define the hermitian matrices

Bij = )Gl + 1) (il

Let
0 Bia - B(n—l)n
Bio 0 .. 0
H = . . . . ) (46)
Bty 0 - 0

be a hermitian matrix. A simple calculation shows that X is an eigenvalue of H iff A? is an
eigenvalue of Zi’j Bf] Then, ||H||~. the infinity-norm of matrix H, is

n
I =1 Bl < S 151 = () <o
2] ]

Therefore, £1 + -- H is a hermitian positive semi-definite matrix, and in fact a O(log(n))-
local Hamiltonian, with norm |37 + ;L H||, < 1. Then by the idea of [77, 6] having the
state |¢)[¢)) Arthur can throw a coin with probability of head being (¢[{(¢|351 + 5= H|¢)[3))
and accept if it was head. Then by (4.3) the probability of accepting is at most

1 1 2
3+ g max [ 2By ] (A7)

[}

Now we need the following lemma.

Lemma 4.1.4 Zi’j(wBHW)z <2- %, and equality holds iff |v) is a proper state. Also if
2 1
2
le(@blBijldi) 22—~ - =0 (4.8)

then | is (5n~¢/*)-close to a proper state in trace distance.

Using this lemma the probability of accepting is at most

1 1 2
LT AN V-
2+3n( n) ’
and if it is greater than
1 1 2 1
4 (9= Sy1/2
2 * 3n ( n) 20n3+e’

then by Lemma 4.1.4, |) is (5n~¢/%)-close to a proper state.
It remains to prove Lemma 4.1.4.

Proof of Lemma 4.1.4: Let

n

W) =" x;li).

i=1
Then
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Y @By = Y (Firy +2.7))

1.7 i<j
= Y Tad + a7z + 2w lay)?
1<
- (Z. Z Z[z,|4+zz|a7| ||

1<J

= |Z 212 4 Z;m —QZW“.

Now using >, |zi|* = 1,
1
4
. > —
% |z;|* > = (4.9)

and

1> 2P <, (4.10)

we find that 3, . (¥]Bij[¢)* < 2 — 2, and equality holds iff 22 = ¢?1, 1 < j < n, for a
constant 6, or equivalently iff |¢) is a proper state.

Now assume that (4.8) holds. Then by (4.9) and (4.10) we have

1 1
Dolalt <~ 4 (4.11)
1
and ;
1D @i 21~ = (4.12)
i
Note that

1 1 2 1
}_;ju:ciﬁ === (lwl' + — — i) = Z il — ~.

1

Therefore by (4.11), for every ¢

1 1
i Ia"llz - | S n1+57 (413)
where § = €/2. Then for sufficiently large n
1 n
| — ﬁl < (4.14)

Also using (4.12) we have

DICEIPIEE —

and then
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i |® — Re:r/?f? < e (4.15)
for any ¢ and j.
Now let z; = sjvjjei‘()/7 where s; € {+1,—1}, r; is a non-negative real number, and
—5 < ¢; < F. Then by (4.14)
1 vn
|ri — ﬁ | < 5 (4.16)
Also by (4.13) and (4.15)
- 1,1 1 - 5 2
_ 2i(0;—0;) St NT2_ 6 \2 . 2
P Ree® 0 < o (o) = D7 s et (4.17)

for sufficiently large n. Without loss of generality, we may assume that #; = 0 and then for
any j we have

1 — Reei < 3 (4.18)
n
and since —5 < 0; < 3,
: 2
1—Ree' <= (4.19)
n

Now using (Ree7)? + (Ime'%)? = 1, it is easy to see that

) 4
1-ef| < —. 4.20
I e | < o ( )
Therefore using (4.16) and (4.20)
0, _ 1 o 1 i0; 421
rje “%| < |7"j_\/_—ﬁ|+|7"i(1‘e )l (4.21)

Jioo1 Jn 4

= ¥ + (ﬁ t n1+5)ﬁ’ (4.22)
o 1 10/n
0 n
IT'J J—ﬁl_ n1+6. (423)
Now define the proper state
s
6) = > == 1)
j vn
We have
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1 0.
[y = |Z—ns§rje@9a| (4.24)

7
= _15 | Z ret? | (4.25)
J
> (A S et - ). (4.26)
n ; vn
Using (4.23) we get
o) | 21— v oy 10 (1.27)
Therefore,
1)~ ) = (1~ o) 2 < oy < snotr2 (1.28)
and we are done.
0

4.2 Gap vs Size of Witnesses

By Theorem 2.1.1 we can amplify the gap in QMA without increasing the size of witness .
However, it seems that if number of Merlins is more than one, by changing the gap versus
size of witnesses we get to different complexity classes. In this section I bring two evidences
to support this claim.

4.2.1 QMA(k) with Exponentially Small Gap

According to the computation in Section 2.1.5 any QMA problem can be formulated as
an exponential-size eigenvalue problem and then can be solved in EXP. This containment
is independent of the gap in QMA. Indeed, QMA even with exponentially small gap in
inside EXP. Equivalently, we have PostQMA C EXP, where PostQMA is the same as QMA
except that Arthur has the ability of post-selection®. On the other hand, if we scale the
containment in either Theorem 4.1.2 or Theorem 4.1.3 to exponential-size problems, we find

that QMA(2) with exponentially small gap contains NEXP.
Theorem 4.2.1 PostQMA(2) = NEXP.

Proof: By Theorems 4.1.2 and 4.1.3, NEXP is in QMA(2) with exponentially small gap.
Also QMA(2), independent of gap, is in NEXP because the prover can send the classical
description of quantum state, and the verifier can simulate a quantum verifier in exponential-
time.
O
By this theorem there is a huge gap between PostQMA and PostQMA(2).

3See Appendix B for the exact definition, and also for a proof
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4.2.2 QMA,,(2) with Exponentially Small Error

In this section, based on an observation by Brandao (see [2]). it is proved that QMA|e.(2)
with exponentially small error is equal to BQP.

Theorem 4.2.2 For any function s(n) that is bounded by a polyanomial, QMA) (2,1 —
2*25("),2"25(‘")) = QMA,y. and therefore, QMA}x (2,1 — 277, 27") = BQP.

Proof: Since we can amplify the gap in QMA(,y without increasing the size of witness
(Theorem 2.1.1), we have QMA,,) € QMA(,)(2,1 — 2725() 2=2s(m)),

For the other direction, if Merlin is honest, he sends a separable state to Arthur, and
there is no need for two Merlins. For the soundness, assume the probability of acceptance
of Arthur’s verification on any separable state is at most 2725(") Now assume Merlin sends
the bipartite state [{4p) to Arthur. Consider the Schmidt decomposition of | 45).

9s(n)

[WaB) = D> Nili) aloi) g -
=1

Note that Arthur’s acceptance probability can be written of the form (Yag|H|yapg), for
some positive semi-definite matrix H. Therefore, Arthur’s acceptance probability on | 45)
is at most

2
9s(n) 9s(n) 9s(n)
D NN (@ilalpils Hlgg)ales)s <2720 Y " ara; <2720 | 3y | <275,
ij=1 ij=1 i=1

and then we are done.
By letting s(n) = O(logn), and using Theorem 4.1.1, we get QMA,4(2,1—27",27") =
BQP.
O
This theorem shows that if QMA(2) with inverse polynomial gap is the same as
QMA(2) with exponentially small error, then by Theorems 4.1.2 and 4.1.3, BQP con-
tains NP, which seems unlikely.

4.3 Summary

In this section we have seen that QMA.(2) with the gap n~+9) for any € > 0, contains
NP. This result turns QMA},(2) to an interesting complexity class which contains both
BQP and NP. Based on our results in this chapter, it is unlikely that NP is in QMA4(2)
with constant gap; however it is interesting to see whether QMA|oq(2) with the gap n™2 or
even n~! contains NP or not. In the next chapter I will discuss the complexity of separability
problem with constant gap to get more intuition on QMA).(2) with constant gap.
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Chapter 5

Separability Problem

5.1 Introduction

The problem of detecting entanglement has been focused in quantum information theory
for many years. The problem is: given a bipartite mixed state pap, decide whether this
state is entangled or separable. The first attack toward solving this problem is the following
observation due to Peres and the Horodeckis, [102, 62]. If pap = ), pi pa, ® B, is separable,
then [pag|T8 = 3. pipa, ® [pB,]*, where MT denotes the transpose of matrix M, is also a
quantum state, and thus is a positive semi-definite matrix. Therefore, if p4p is separable, its
partial transpose, [pap]7®, should be positive semi-definite. The Horodeckis have proved
that this criterion characterizes all separable states in dimensions 2 x 2 and 2 x 3, [62].
However, there are entangled states in dimension 3 x 3 with a positive partial transpose,
[23].

Although the set of positive partial transpose states (PPT states) does not coincide
with the set of separable states, it is usually considered as an approximation of this set.
For example in [43] the distance of an arbitrary state from PPT states has been computed
to estimate the distance from separable states. Also in [112] the geometry of the set of
PPT states has been studied to understand the properties of the set of separable states.
However, we do not know how efficient these approximations are. For instance, given an
upper bound on the distance of a state from PPT states, does it give an upper bound on
the distance of the state from separable states?

We can think of this problem in the point of view of complexity theory. Gurvits [57] has
proved that given a bipartite density matrix pap, it is NP-hard to decide whether this state
is separable or entangled. An approximate formulation of this problem is the following.
Given a bipartite density matrix psp and € > 0, decide whether there exists a separable
state in the e-neighborhood (in trace distance) of pap. Gurvits has established a reduction
from Knapsack to this problem, and has proved the NP-hardness of the separability problem
only for exponentially small e. However, as mentioned in Chapter 4, by replacing Knapsack
with 2-out-of-4-SAT, we can get to the NP-hardness for an inverse polynomial €. Also,
Gharibian [54] has shown the same result using a reduction from the Clique problem. Now,
the question is that how large € can be while getting to the same result. For example, is
there an efficient algorithm to decide whether the distance of a given state from separable
states is less than 1/3, or it is an NP-hard problem? Equivalently, is there a separability
test such that if a state passes the test then it is 1/3-close to the set of separable states?

The converse of this question is what we are looking for in this chapter: given a sepa-
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rability criterion, if a state passes this test can we claim a non-trivial upper bound on the
distance of this state from separable states? T show that the answer to this question is no
for PPT test, and also for some other separability criteria.

Before getting to the details of the results, I like to mention that the problems of
the geometry and the relation between the sets of whole bipartite states, PPT states, and
separable states have been studied in [12, 13, 113, 124]. It has been shown that if we consider
these sets in the Euclidean space, then the ratio of the volume of the set of separable states
and the set of PPT states tends to 0 as the dimension of the quantum states tends to
infinity. Although this statement and the results of this chapter are based on different
metrics (Hilbert-Schmidt norm versus trace norm) and also different parameters (volume

versus distance), they give the same intuition on the relation between separable states and
PPT states.

5.1.1 Separable States

Recall that a pure state |¢)) € H* @ HP is called separable if it can be written of the form
1) = |14} @ |[¢B), where [14) € HA and |vg) € HP. A density matrix acting on HA @ HB
is called separable if it can be written as a convex combination of separable pure states
[{)(1|. We denote the set of separable states by SEP.

5.1.2 Positive Partial Transpose Test

Assume that dimH 4 = dimHp = d, and fix an orthonormal basis [1),...,]d) for both of
Hilbert spaces. Then the partial transpose of matrices acting on H# ® H? is a linear map
defined by (M4 ® Np)T8 = M4 ® NZ. It is clear that if pap is a separable state then pﬁ%
is also a density matrix and then positive semi-definite. However, it does not hold for an
arbitrary state. For example, the partial transpose of the maximally entangled state is not
positive semi-definite. To see that, let ®(d) to be the maximally entangled state on H

d
2(d) = 3 3 11, . 6.1
i,j=1
We have
o) = =3 lle
1]
= SI- =S+ 5 3 kGl e 1)l
i#j i#]
= él - 32 i) (B3
1<j
where
[65) = 5(13) = 1)) (52)

Therefore, positive partial transpose is a test to detect entanglement [102, 62]. More for-
mally, if we denote the set of density matrices with a positive semi-definite partial transpose
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by PPT, then SEP C PPT.

5.1.3 Some Other Separability Criteria

Here is a list of some other separability criteria, see [65].

e Reduction criterion, [60]: I ® pp > pap, where pp = Tra(pap). Here, by M > N we
mean M — N is a positive semi-definite matrix.

e Entropic criterion, [61]: Sa(par) > Sa(pa) for @ = 2 and in the limit o — 1, where
Salp) = 125 log Tr(p%).

e Majorization criterion, [97]: /\f) 4 )\}9 Ap> Where /\‘l, is the list of eigenvalues of p in
non-increasing order, and y > x means that, for any k, the sum of the first k entries
of list z is less than or equal to that of list y.

e Cross norm criterion, [105, 37]: Tr|d(pap)| < 1, where U is a linear map defined by
UM @ N) =v(M)v(N)T, relative to a fixed basis, and

v(X) = (coly (X)T, ..., colg(X)T)T,
where col;(X) is the i-th column of X.

All of these criteria for separability are necessary conditions but not sufficient. Doherty
et al. [46, 47] have introduced a hierarchy of separability criteria which are both necessary
and sufficient. Let pap = ), pi0; ® 7; be a separable state. Then

PAByBy--By, = Zpi 0; ® Tl®k
i
is an extension of pAB, meaning that pap = Trp,..B,(PAB;--B,)- Also it is symmetric,
meaning that it is unchanged under any permutation of subsystems B;. More precisely, for
any permutation 7 of k objects, if we define the linear map Py by Prlt) @ --- ® |¢x) =

lr(1)) ® -+ @ [¥r(x)), we have

Bi...B B;...B,
P17k pag By Ptk = PAB, By By - (5.3)

If such an extension exists, we say that p4p has a symmetric extension to k copies. Doherty
el al. have proved that a quantum state is separable iff it has a symmetric extension to
k copies for any number k, [46, 47]. Also, they have shown that the problem of checking
whether a given state has a symmetric extension to k copies, for a fixed k, can be expressed
as a semi-definite programming, and can be solved efficiently'. So we get to another sepa-
rability test.

e Symmetric extension criterion: If psp is separable, then it has a symmetric extension
to k copies.

INotice that knowing that a state has a symmetric extension to k copies, for a fixed k, gives us no
upper bound on the distance of the state from separable states. Indeed, to get a non-trivial upper bound
k has to be of the order of the dimension of the state. It is because the upper bound on the distance from
separable states comes from the finite quantum de Finetti theorem, and this theorem gives a trivial bound
for a constant k. See [38] and [83] for finite de Finetti theorem.
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5.1.4 Quantum State Tomography

An informationally complete POVM on H is a set of positive semi-definite operators {M,,}
forming a basis for the space of hermitian matrices on H. and such that Y M, = I. In [83]
there is an explicit construction of an informationally complete POVM in any dimension.
Such a POVM is useful for quantum state tomography.

Suppose {M} is the dual of basis {M,}. That is Tr(M,M?) = §,,,, where &,,, is the
Kronecker delta function. For any hermitian operator X we have

X = Tr(XM,)M;.

Therefore, having some copies of the state p, by measuring p using the POVM {M,,}, we
can approximate Tr(pM,) and then find the matrix representation of p.

Assume that H = H*® HP is a bipartite Hilbert space. If {P,} and {Q,,} are informa-
tionally complete POVM’s on H# and HZ | respectively, then it is easy to see that {PhoQm}
is an informationally complete POVM on H. Therefore, if the state psp is shared between
two far apart parties A and B, they still can perform quantum state tomography. Also, if
the state pap is separable, then all the states during the process are separable as well.

5.1.5 Quantum de Finetti Theorem

As in Eq. (5.3), a quantum state p(™ acting on H®" is called symmetric if P,p(™ P, = p(®)
for any permutation 7 of n objects. A symmetric state is called k-ezchangeable if it has
a symmetric extension to n + k registers. That is a symmetric state p{"**) such that
Trlw,_.’kp(’”k) = p(™_ Clearly, any state of the form p®" is k-exchangeable, for any k. Also
any convex combination of these states is k-exchangeable. Quantum de Finetti theorem says
that the converse of this observation holds. That is, if a state is k-exchangeable, for any k,
it is in the convex hall of symmetric product states.

Quantum de Finetti theorem gives a characterization of infinitely-exchangeable states.
The following theorem, known as the finite quantum de Finetti theorem, says that if a state
is k-exchangeable (but not necessarily (k + 1)-exchangeable), then an approximation of the
above result holds.

Theorem 5.1.1 [38] Assume that p"**) is a symmetric state acting on HO*. Let p(™ =

Tri_ p™ %) be the state obtained by tracing out the first k registers. Then there exists a
probability measure p on the set of density matrices on H such that

o™ — /,u(da)o‘g’”HTr < 2dimH ——.

- n+k

5.2 Main Result

The main result of this chapter in the following theorem.

Theorem 5.2.1 Let H be a bipartite Hilbert space. If the dimension of each subsystem of
'H is large enough, there exists a PPT state acting on H whose trace distance from separable
states is greater than 1 — €, for an arbitrary ¢ > 0.
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5.2.1 Main Ideas

Let H = HA @ HP be a bipartite Hilbert space. We want to find PPT states p{®) € H®"
such that the trace distance of p(® from separable states is close to 1, for enough large
numbers n. Suppose p is an entangled PPT state. Then p®" is entangled and also PPT.
We claim that the sequence of states p(”) = p®" works for us. The intuition is that for two
different quantum states p and o, the trace distance of p®" and ¢®" tends to 1 as n tends
to infinity. However, in this problem o is not a fixed state and ranges over all separable
states. Also, it is not obvious (and may not hold)? that the closest separable state to p®”
is of the form o®™.

Another idea is to use entanglement distillation. Suppose the state p is distillable. It
means that, having arbitrary many copies of p, using an LOCC map, we can obtain arbitrary
many EPR pairs. Notice that LOCC maps send separable states to separable states, and
the trace distance decreases under trace preserving quantum operations. Therefore, the
distance of p®" from separable states is bounded from below by the distance of EPR®™
from separable states, which we know is close to 1 for large numbers m. Therefore, if p is
distillable then the trace distance of p®" from separable states tends to 1.

It is well-known that PPT states are not distillable under LOCC maps. So we cannot
use this idea directly. On the other hand, in this argument, the only property of LOCC
maps that we use, is that they send separable states to separable states. So, we may replace
LOCC maps with non-entangling maps, the maps that send every separable state to a
separable state. Due to the seminal work of Brandao and Plenio [32, 33] every entangled
state is distillable under asymptotically non-entangling maps®. Hence, by replacing LOCC
maps with asymptotically non-entangling maps and repeating the previous argument, we
conclude that the trace distance of p®" from separable states tends to 1.

Although this idea gives a full proof of Theorem 5.2.1, we do not present it here. Instead,
we use more fundamental techniques, namely, quantum state tomography and quantum de
Finetti theorem [38, 83]. In fact, these two techniques are the basic ideas of the results of
[32, 33] that we mentioned above. Since p®(1k) s a symmetric state, we may assume that
the closest separable state to p®("+k) is also symmetric. Then by tracing out k registers*
and using the finite quantum de Finetti theorem we conclude that the trace distance of
p®("+k) from separable states is lower bounded by the trace distance of p®" from separable
states of the form

> piof" (5.4)

Since such a state is separable and p is not separable, the sum of p;’s for which o; is close
to p cannot be large. On the other, if n is large, using quantum state tomography one can
distinguish p®" from o®", where o; is far from p. Therefore, the trace distance of p®" and
a separable state of the form of Eq. (5.4) is close to 1 for enough large n.

Notice that, in both of these arguments the only property of PPT states that we use, is
that if p and o are PPT, then p ® o is also PPT. So, we can conclude the same result for

2If we replace the trace distance with Er(p), the relative entropy of entanglement, this property does not
hold [116].

3This is because the entanglement of distillation under asymptotically non-entangling maps is equal to
the regularized relative entropy of entanglement, and this measure of entanglement is faithful, meaning that
it is non-zero for every entangled state.

4Notice that the trace distance is monotonic decreasing under CPTP maps 1.3.1.
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any separability test the satisfies this property.

5.2.2 Proof of Theorem 5.2.1

Let H = HA@HP and assume that d = dimH > 6. Then there cxists a PPT state PAB =P
acting on ‘H which is not separable ( For example see [23]). Let

= mj — oy 5.
€= min |p-olln (5.5)

Since p is not separable, € > 0.

For any number n, p*" can be considered as a bipartite state acting on (H4)®" @ (HB)®n,
and it is a PPT state. Therefore, if we prove that the trace distance of p®" from separable
states tends to 1, as n goes to infinity, we are done.

Let 0™ be the closest separable state to p®". Since p®™ is a symmetric state, for any
permutation m we have

16%" = Pro™ Prlfry = [|p%" = o™ .

Hence, by triangle inequality

1 1 .
67" = = 3 Pro™ Pl < = 3 16 = Pro™ Pyl = 10 — o™
b T or

and then ||p®" — L3 Pro™ Py, = ||p®" — 0|1y This means that, we may assume
that the closest separable state to p®" is symmetric.

Let o(""*) be the closest symmetric separable state to p®™+7*) and let Try 2 o7
be the state obtained by tracing out n? registers. We have

oS — G g > 8T Ty e o)y, (5.6)

Using the finite quantum de Finetti theorem (Theorem 5.1.1), there exists a measure y such
that

Try 2 o) /u(d’l’)’f‘@n + X, (5.7)

where || Xy ||y < 2d . Hence, using Eq. (5.6), if we prove that [|p®" — ( [ u(d7)7®" +
X,)|ITr tends to 1, as n goes to infinity, we are done.

Consider an informationally complete POVM on H4 and H?, and by taking their pair-
wise tensor product extend them to an informationally complete POVM on H. Now apply
quantum state tomography on (n — 1) copies of p. The outcomes of the measurements
give an approximation of p. To be more precise, let {M;} be the informationally complete
POVM on H. For any sequence of outcomes (M, ..., M., )) we get to the approximation

r; *

1

where r; is the number of repetition of M; in (M, . "’Mlm—x))' Let A, be the sum of
(n — 1)-tuple tensor products M, & - - My, _,, for sequences (M, ..., M, _, ) whose ap-
proximations, according to Eq. (5.8), are in B,/3(p), the ball of radios ¢/2 in trace distance
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around p. Therefore, by the law of large numbers [51], Tr(A,p®"=1) — 1 as n goes to
infinity. Also for any 7 far from p, Tr(A,720=1) tends to zero.
Notice that A,, < I. Hence,

%" — (/u(d’r)T@" + X)) = Tr (I ® A, - po") - Tr[(I® Ay) - (/u(d7)7®”’ + Xn)],
and since Tr (I ® A, - p®") — 1, if we prove that
Tr[(I® A,) - (//L(dT)T@" + Xn)] — 0,
as m goes to infinity, we are done.
By Eq. (5.7), [ u(d7)7®" + X,, is a separable state. Also, since we can apply quantum

state tomography locally (see Section 5.1.4 ), at the end the outcome is a separable state.
We can write the outcome, before normalization, in the form

/;L(dr)Tr[AnT®(n'_1)] T+ X,

where H)A(:nlhy <2d . Let

n4n?’
Y, = / u(dT)Tr[AnT®("—l)] T+ X’n,
T¢Be/2(p)

and

Cn =/ p(dr) Tr[A,7®— 1]
TEBG/Z(/))
By the law of large numbers [51] there exists J, such that for any 7 ¢ B,/5(p) we have

Tr[A, - 78] < 4,

and d, — 0 as n goes to infinity. Then ||Yy||m < 6y + 2d5755.
Now, the state
1

T = p(dr)Tr[A, 72D 7 + Y,
Cn‘f‘TI'(Yn)[ TEB,/2(p) ( ) [ ] n]

is separable. On the other hand, by definition

_ 1
p=— p(dr) Tr[A, 7@ D] 7
Cn TEBC/Z(p)

is in the €/2-neighborhood of p. Using Eq. (5.5) we have

e < llp—7lmn
cn ITr(Yy)|
cn + Tr(Yy) cn + Tr(Yy)

Cn € 2
cn+Tr(Y,) 2 + cn + Tr(Yn) ¥l

IA

o= ol + el + N ¥allme

1
cn + Tr(Yy)

IN
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Hence,

€
€Cp + GTI"(}/”) < 5(—211 + 2”)/;1’\']‘1‘7
and then o v
cn < :(___M < 66’1[571 +2d ;
€ n-+n

Putting everything together we find that

n

I

Tr[(I @ A,) - (/,l,(df)r@" +X,)] = Tr[/ p(dr)Te[A, 72"V 7 4+ 7]
. TeBs/Z(p)
_ n
< (67 1) (0 + 2d——).

Therefore

Tr{(7 9 A [ uldr)s® + X))

as n goes to infinity. We are done.

5.3 Geometry of the Set of Separable States

Theorem 5.2.1 tells us that estimating the distance of a bipartite state from separable state
by the distance from PPT states is not a good approximation. However, one may say the
set of PPT states may be a reasonable approximation for the set of separable states in a
geometrical point of view. For instance, two spheres centered at origin with radiuses 1 and
2 are far from each other, while they have the same geometric properties up to a scaler
factor. In the following theorem we show that the set of separable states relative to the set
of PPT states is not of this form.

By Theorem 5.2.1 the maximum distance of a PPT state from the boundary of the set
of separable states is close to 1. We can think of this problem in another direction. What is
the maximum distance of a state on the boundary of separable states from the boundary of
PPT states? To get an intuition on this problem, we can think of the unit sphere centered
at origin in R", and the cube with vertices (£1,...,+1). It is easy to see that the distance
of any point on the sphere from points of the cube is less than 2. However, the distance of
(1,...,1) from sphere is \/n— 1. It is because sphere and cube have totally different shapes.

Theorem 5.3.1 Assume that H = HA @ HB, and dimHA = dimH® = d. Then for any
separable state p acting on 'H there exists a state o on the boundary of the set of PPT states
such that ||p — ol < %.

Proof: Let o be an arbitrary PPT state, and ®(d) be the maximally entangled state defined
in Eq. (5.1). Then the fidelity of o and ®(d) is

F(o, ®(d) = [Tro &(@)]"? = [Tro™ @(@)7#]'/2 = [Tro™ (31~ 23" 65 (6],

i<j
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where |¢;;) is defined in Eq. (5.2). Now, using the fact that pT8 is positive semi-definite we
have

F(o,®(d)) <

S

Therefore, by the well-known inequality between fidelity and trace distance, see Section
1.3.2, we have

lo = ®(d)l1x > 1~ Flo,®(d)) > 1 (5.9)

1
7
Let p be an arbitrary separable state. Define py = (1 —t)p + t®(d). Then py = p is
separable and then PPT, and p; = ®(d). Hence, there exists 0 < ¢ < 1 such that p. is on
the boundary of PPT states. Then we have

1

lp = pelle = llp = @(d) e = llpe = B(d)flmy < T (1 - —ﬁ) =

-

where in the last inequality we use Eq. (5.9).

5.4 Generalization to Other Separability Criteria

By the result of Section 5.2.2, if the dimension of the space is enough large, there exists a
PPT state arbitrary far from separable states. In the proof, our candidate for such a state is
p®", where p is an entangled PPT state. Indeed, the only property of the set of PPT states
that we use, is that this set is closed under tensor product. Therefore, the same argument
as in the proof of Theorem 5.2.1, gives us the following general theorem.

Theorem 5.4.1 Assume that C is a necessary but not sufficient separability criterion such
that if p and o satisfy C, then p ® o satisfies C as well. Then for any € > 0 there exists a
state p that satisfies C, and whose trace distance from separable states is at least 1 — €.

Proof: Let p be an entangled state that satisfies C. Then p®" satisfies C, and by the proof
of Theorem 5.2.1, the trace distance of p®" from separable states, tends to 1 as n goes to
infinity. U

In the following theorem we prove that all separability criteria mentioned in Section
5.1.3 satisfy the assumption of Theorem 5.4.1.

Theorem 5.4.2 For any of the separability criteria mentioned in Section 5.1.3 there exists
an entangled state that passes that test while it is arbitrary far, in trace distance, from
separable states.

Proof: By Theorem 5.4.1 it is sufficent to prove that those separability criteria are closed
under tensor product.

e Reduction criterion: Let X,Y,Z and W be positive semi-definite matrices such that

X>Yand Z>W. Then (X -Y)®(Z+ W) and (X +Y) ® (Z — W) are positive
semi-definite. Therefore X@ Z—-Y @W = [(X-Y)®(Z+ W)+ (X +Y)®(Z - W))
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is positive semi-definite. It means that if X > Y and Z> W, then X 2 Z > Y @ U.
Now assume that p4p and o4p pass reduction criterion. Therefore pq @ I > PAB
and 04 @1 > oap. and then pg ® 04 @ I > pap @ 04p. Hence, pap @ oap passes
reduction criterion.

e Entropic criterion: It follows easily from S, (p @ o) = Sa(p) + Sa(0).

e Majorization criterion: x < y if and only if there exists a doubly-stochastic matrix®
D such that x = Dy, see [96] page 575. Therefore, if x < y and 2’ < v/, there exist D
and D' such that x = Dy and 2’ = D'y’. Hence x ® 2’ = (D ® D')(y ® /) and then
@&’ < y®y'. The proof follows easily using this property.

e Cross norm criterion: Using v(X ® X’) = v(X) ® v(X’) we have U((X @ X') @ (Y ®
YN =UXaY)RUX" @Y"). The proof follows from this equation.

e Symmetric extension criterion: If p*) and ¢*) are symmetric extensions of p and ¢
to k copies, respectively, then p®) @ o) is a symmetric extension of p® ¢ to k copies.

O

5.5 Summary

In this Chapter we have proved that for any separability criterion that is closed under tensor
product, meaning that p ® o passes the test if p and o pass the test, the set of states that
pass the test is not a good approximation of the set of separable states. In other words,
all well-known algorithms for detecting entanglement, give no bound on the distance of a
state from separable states. For the special case of positive partial transpose test, using
Theorem 5.3.1, we have shown that the set of PPT states and separable states have totally
different shapes. An interesting question to answer is to find a separability criterion that is
stronger than the known ones, and also is not closed under tensor product. This problem
may clarify the complexity of separability problem: is it NP-hard to decide whether there
exists a separable state whose trace distance from a given state is less than a constant ¢ or
not?

A matrix is called doubly-stochastic if all of whose entries are positive, and the sum of entries on any
row and column is equal to 1.
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Chapter 6

Conclusion

Properties of the complexity classes QMA(k) are related, on the one hand, to the theory
of NP-completeness, and on the other hand, to entanglement theory. These two points of
view turn these complexity classes to interesting ones. In this thesis I tried to understand
these two views in order to use techniques of one of them into another.

In Chapter 2 I introduced a new QMA-complete problem, called quantum clique, which
is the problem of computing the maximum number of states that are distinguishable after
passing through an entanglement breaking channel. This problem is defined by a translation
of clique problem in terms of zero-error information theory. It is interesting to translate
other NP-complete problems in the language of quantum physics in order to find more
QMA-complete problems.

In Chapter 2 I also showed that computing the Holevo capacity and minimum output
entropy of quantum channels are NP-complete even for entanglement breaking channels.
Indeed, computing an inverse polynomial approximation of these quantities is NP-hard. It is
important that whether these two problems are hard in the case of a constant approximation
or not because this question is related to the separability problem with constant gap.

In Chapter 3 I considered the multiple prover version of quantum Merlin-Arthur games,
denoted QMA(k). I presented an important relation between the weak additivity of entan-
glement of formation and this complexity class. I showed that we can amplify the gap in
QMA(2) if the weak additivity conjecture holds, and concluded that assuming the conjec-
ture, all the QMA(k)-hierarchy collapses to QMA(2).

In Chapter 4 I improved the result of [28] by showing that QMA,.(2) with the gap
n~(+9) contains NP. I proved this result based on Gurvits idea [57], who showed that
separability problem is NP-complete. Indeed, NP C QMA,.,(2) can be shown even with
the ideas in Chapter 2 for proving the NP-hardness of computing the minimum output
entropy; however, Gurvits’s construction together with the PCP theorem gives a larger
gap. Although it seems unlikely, it is interesting to see whether QMA4(2) with constant
gap contains NP or not.

In Chapter 5, motivated by results of the previous chapter, I considered the problem
of detecting entanglement. I proved that non of the well-known separability criteria give
any bound on the distance of a bipartite state from separable states. More precisely, I
showed that for any ¢ > 0, there exists a PPT state whose trace distance from the set of
separable states is at lease 1 — e. This result is an evidence that separability problem even
with constant gap is not easy; however, we still do not know whether it is NP-hard or not.
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Appendix A

Zero-Error Capacity

In Section 2.2.1 the zero-error capacity of graphs (classical channels) as well as quantum
channels have been defined. Here, I present some properties of the function a(®), and also
give a new bound on the capacity of graphs.

A.1 Computing a(®)

To compute O(®) first we should be able to compute a(®). Fix a quantum channel ® with
the operator sum representation

®(p) =) EwpE,
k

where >, E;Ek = I. Suppose a(®) = n. It means that, there are states pi,...p, such
that we can distinguish ®(p1),... ®(pn) without error. Equivalently, any pair of ®(p;),
i = 1...,n have orthogonal supports. Therefore, if we choose an arbitrary pure state |¢;)
in the support of p;, i = 1...,n, all the states ®(|1);)(¢;]) have orthogonal supports as well,
and then they are distinguishable. Thus, instead of sending p;’s we can send pure states
[¥1), ... |¥n) without error, and we get to the following proposition appeared in [90].

Proposition A.1.1 [90] For a gquantum channel ®, a(®) > n if and only if there exist
pure states |¢;), i =1...,n, such that they can be transmitted through ® without error. In
fact, to find a(®) we can restrict ourselves to pure states.

By Proposition A.1.1, the problem of finding a(®) is equivalent to finding maximum
number of pure states |;) such that all states ®(|¢;)(¢;]) have orthogonal supports. Assume
that ®(|y;){(¢i]), i = 1...,n, are such states and have orthogonal supports. We know that

O(|Jgpi) (il) = > Eglws) (vl B,
k

and the support of ®(|¢;) (¢;|) is spanned by vectors Ex|v;), so ®(|1;){(¢4]), 7 = 1,...n have
orthogonal supports if and only if

(W|ELEjb;) =0,  Vk,I Vi,ji#j (A1)
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Note that. by Eq. (A.1) for any ¢ # j we have

0= (lE[Exlvy) = (vl Y ELElws) = (iley).
3 k

and vectors |¢01). ... |¢,) should be orthonormal. Therefore, P ="

and by Eq. (A.1). for any k. [, we have

i) (v is a projection

PEJEP =) [ei) (Gl ELEl) ] =Y (0l BYE o)) (vil. (A2)

1. 1

Theorem A.1.1 «o(®) > n if and only if there is an orthogonal projection P such that
rank(P) = n and all operators PE;LEIP commute.

Before proving this theorem, note that the condition in this theorem is a weakened
version of the condition in the quantum error correction code theorem (see [96]). In that
theorem, we wanted to find a code subspace and the projection P on that subspace such
that we would be able to recover every state in the code space after passing through channel.
In this case, the condition for P is that PE;QEZP = ¢ P, for some constants c;. It means
that, the restriction of operators E,ZEI on the subspace P should be a multiple of identity
operator on P, but in Theorem A.1.1 the condition on E};El’s is that their restrictions on
P should commute, which of course is a weakened version of previous condition. Indeed,
in the quantum error correction code theorem we want to recover every state, but here we
want to recover only a finite number of states. Thus, we get to a simpler condition.
Proof: First suppose a(®) > n. Then there are states |t);), i = 1...n, that satisfy the
condition of Proposition A.1.1. Hence, as we showed, |1;)’s are orthonormal and we can
define the projection P = )", |¢/;){1;]. rankP = n, and also by Eq. (A.2), all PE);ElP’s are
diagonal in the orthonormal basis |¢;), ¢ = 1...n, and then they commute.

Now, suppose there is an orthogonal projection P of rank n such that PE};EZP’S com-
mute. It means that there is a basis |+;), ¢ = 1...,n, of unit vectors for the subspace P such

that all PE};EIP’S are diagonal in that basis, see [84]. In other words, there are constants
/\fl such that

PELEPy;) = A apy), (A.3)

for very ¢ and k, I. We show that we can assume [1);)’s are orthogonal. Suppose (;|1);) # 0,
for some 1, j, where 7 # 7. We have

(| PEEiPlws) = N (o)

and also
(il PE] ExPls) = AF (g |y;).

Therefore, A& (v;ly;) = )\_é-k@/)jWi), _all_d then A\ = /\_y“— Also, since each vector is not
orthogonal to itself, we have /\;‘?l = /\g.k, and then /\fl = )\;?l. It means that, if |¢;) and
|1;) are not orthogonal, they belong to the same eigenspace of PE};E;P, for every k, 1. So,

by replacing |¢;) and [¢;) with a linear combination of them we can assume that they are
orthogonal.
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Hence, without loss of generality, we may assume that all PE};EIP’S are diagonal in the
orthonormal basis [¢;), i = 1...,n, and they satisfy Eq. (A.3). Then

(0| ELE ) = (03 |PELE Pl = MU ;i) = 0,

for all 7,7, i # j. Therefore, states ®(]);)(3;]) have orthogonal supports, and |¢1), ... |¢y)
are distinguishable after passing through channel. Hence a(®) > n.
g

Corollary A.1.1 Suppose ¥ is o channel with operator sum representation
U(p) = FipF],
1

and each Fj is a linear combination of E}’s, where Ey’s are operators in the operator sum
representation of another channel ®. Then a(V) > a(®).

Proof: Suppose a(®) = n, then by Theorem A.1.1 there is a projection P of rank n
such that PE;LEZP’S commute. F}’s are linear combination of E}’s. Therefore PF,IF;P’S
are linear combination of PE;\[E;P’S, and then they all commute. So by Theorem A.1.1,
a(¥) > n.

U

Using this corollary, in order to estimate a(®) we can restrict ourselves to the channels
in which their operators in the operator sum representation (errors) are in Pauli group. It
is because Pauli operators consist a basis for the space of all operators. This is exactly the
same idea as we have in the theory of quantum error correcting codes.

Here, by the same idea, we want to restrict everything to Pauli group and try to estimate
a(®). Namely, we assume that Ey’s, errors in the quantum channels ®, are Pauli operators,
and also we assume that the projection P in Theorem A.1.1 is a projection on a stabilizer
code subspace. We know that such a projection P can be written as

1

where g;’s are Pauli operators, g> = I, for every 7, and also they all commute (gig; = g;9:)-

Suppose for some & and [, E,zEl does not commute with all g;’s. So, there is j such that
E,ZE; and g; do not commute, and because they are in Pauli group they anti-commute, i.e.
EZElgj = —ng);El. Then

PE,ZE[PZ H I;gi(1+ng£ElI+gj) H I+gi

§,i#£] 2 2 §LiF] 2
I+g I+gI-g; I+g
= [[ Z&£(=E-A)Eig [[ =& =0, (A4)
I al2
1,07£] 1,177

because (I +g;)(I —g;) =1 — gJQ» =0. So PE};E;P = 0 and it commutes with any operator.
In order to satisfy the condition of Theorem A.1.1, we should focus on E};El’s that commute
with all g;’s.

Suppose for some k,! and k', 1, E,ZEZ and E};, Ey anti-commute, but they both commute
with g;’s. We have
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(PE}E,P)(PE},EvP) = P(ELE)(E], Ey)
= —P(E}E)(ELE) = —(PE}E,P)(PE| EP). (A5)
Then P E;EEIP and PE!,Ey P anti-commute.

Theorem A.1.2 Suppose in a channel © all the errors Ej, are in Pauli group. Also assume
g1 ... 9y are Pauli operators, where g2 = I, for every i, and they all commute. Let S =
{g1---.9n) be the subgroup generated by g,’s, and N(S) be its normalizer group, i.e. set of
Pauli operators that commute with all g;’s

N(S) = {h € Pauli group : hg; = g;h, i =1...n}.

Then P = T[], %, the projection over the common eigenspace one of all g;’s, satisfies
Theorem A.1.1 if and only if all operators in {E}:Ez tky L} NN(S) commute.

Again, note that the condition in this theorem is a weakened version of the condition in
the theory of stabilizer codes. In that case, the subspace P is a protected subspace if

{ElE -k, 1ON(S) C S,

and because S is abelian, operators in {E};El k, 1} N N(S) commute automatically.
Proof: For some k,{ if E,ZEZ ¢ N(S), there is at least one j such that ng};El = -—E};Elgj.
Then by Eq. (A.4), PE};E;P = 0, and it commutes with every operator. On the other
hand, for any two E,ZEZ, E,i,El/ € N(S) using Eq. (A.5), PE,ZEZP and PE,Z,EZIP commute
if and only EZ:EI and E;L,El/ commute. So, {PE};E;P : k, 1} is a commutative set if and
only if {E,:El tk, 1} N N(S) is a commutative set.

O

A.2 Zero-Error Capacity of Graphs and C-Q Channels

Computing the zero-error capacity is a hard problem, both in the classical case and the
quantum case. In this section, we restrict ourselves to a special case of channels, called
classically-quantum channels (c-q channels), and find a relation between the zero-error ca-
pacity of these channels and capacity of graphs.

In a c-q channel, first we measure the input state in an orthonormal basis, and then
send a state as the output based on the outcome of the measurement. If the basis of the
measurement is |k), k = 1,...m, and output states are oy, the channel is

3(p) = 3 (klolk)oy.

k

Again, for simplicity, assume that states oy are pure, and let oy = | ){dx|, for 1 < k < m.
Thus ® can be written as

®(p) = > ExpEl,
k

where Ey = |¢r) ® (k|. Then EZEl = (¢x|#1)|k)(l], and depending on whether |¢;) and
|¢;) are orthogonal or not, E,ZEI is either zero or a non-zero multiple of |k){l|. To keep
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these numbers, let us define a graph G on the vertex set {vy,... v} and say v, and v are
adjacent if (¢x|o;) # 0.

Assume a(®) = n. Then, there are pure states |¢;), i« = 1,...n, such that they can
be transmitted through channel with no error. This is equivalent to <z/),1[E,iEl[wj) =0, for
every k,l and every 7,7, i # j. It means that, for every two adjacent vertices v and v; we
have (¢;|k) (1) = 0, for every i,j, i # j.

If £ =1, we find that for each k there is at most one ¢ where |¢;) is not orthogonal to
k). So if we define C; = {vy : (¥s]k) # 0}, then C; N C; = 0, for i # j. Note that all C;’s
are non-empty, because {|1),...|m)} is a basis for the vector space of input states.

Now consider two adjacent vertices v, and v;. For every 4, j, i # j, we have (¢;|k)(l|y);) =
0. Hence, either (;]k) = 0 or (][} = 0. Equivalently there is no edges between vertices
in C; and Cj.

By the above discussion, we conclude that there are disjoint subsets C1, . .. C, of vertices
of G such that there is no edge between them. If there are such subsets, we can pick one
vertex from each C;, and get to an independent subset of vertices of size n in G, and then
a(G) > a(®). On the other hand, if W C {vi,...v,} is an independent set of size a(G),
define |¢;) = |¢) for any ¢ where v; € W. Then for any two different [¢);), |1/;), and any edge
vy, since v; and v; are not adjacent, either ¢ # k or j # [, and therefore (¢;]k)(l|;) = 0.
So, we can transmit |¢;)’s without error, and a(®) > a(G).

Theorem A.2.1 Consider a c-q channel ®, where
m
) =D (klplk)Igx) (rl-
k__-

Define a graph on the verter set {vi,...vn}, in which two vertices vy and v; are adjacent

if {(Prldn) # 0. Then a(P) = a(G) and O(P) = O(G).

Proof: By the above discussion a(®) = a(G). To show O(®) = ©(G), notice that ®®" is
also a c-q channel with pure outcome states and the associated graph of ®®", as defined in
the theorem, is G®". Also, by the construction discussed above, the a(G®") input states
that can be sent through ®®” with no error, are all product states. In fact, they are states of
the form [i1)]ia) - - - |in), where |i;), 1 < j < n, are vectors in the basis. So a(®%") = a(G®"),
for every 7, and then ©(®) = ©(G).
a
This theorem reduces the problem of computing the zero-error capacity of ¢-q channels
to the problem of graph capacity.

A.3 A New Bound on the Capacity of Graphs

It it clear that the zero-error capacity of a quantum channel is not greater than its Holevo
capacity. Holevo capacity is the maximum rate of transmitting classical information through
a quantum channel with arbitrary small error, using product states. Thus, it contains
transmitting information with zero-error, and then zero-error capacity of a quantum channel
is not greater than its Holevo capacity

@((I)) SX( )—— max S EM% ?ﬁz sz 'djz d)zl)) (A6)
piili)
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where the maximum is taken over all ensemble of pure states |¢;) and positive numbers p;
such that ), p; = 1. Let us apply this inequality on the special case of c-q channels.
Consider the c-q channel ©.

m

O(p) =y (Klplk)|on) (0], (A7)

k=1

We have
x(®) = max 5 (DO pllwalk)P)er) (o) = > pSO [k P lénd (del)).  (A8)
¢ k i i k

In order to get to the maximum point, let Aj, ...\, be non-negative real numbers such
that A7 = >, pi|(¥ilk)|>. Then 3", A2 =1 and for the ensemble {A2,|k)} we have

ZA k) (k1)) ZV O(|k) {k[) ZA Br)(0r]) = D ALS(or) ()
k
Zwk Yonl) = Zzpz; (Wil k) ) 1) (b))

Comparing to Eq. (A.8), we conclude that
x(P) maxS Z)\ |or) (D),

where the maximum is taken over all non-negative real numbers A, such that >, A? = 1.
Now assume that p = |v)(v| is a pure state in a composite system, where |v) =
>k Mklk)|@k). Since p'? is pure S(p') = S(p?) (see Section 1.4.1), and we have

PP = Albe)(l,
k

and

pl = Z MeAi{(i|de) k) (1]
kol

Hence,

x(®) = max S(p?) = maxS(p)~maxS(Z)\k)\l qﬁlim)[k)(l[)

A
k k.l

But p! = > ki MA@l dr) [E)(I| as a matrix in the basis [1),...|m) is equal to p! = ABA,
where B is an m X m matrix such that By = (¢;|¢x), and A is a diagonal matrix with A;’s
on its diagonal. Thus we have

x(®) = mﬁxS(ABA), (A.9)

and then
o(2) < max S(ABA).

Using the above inequality, we want to state an upper bound on the capacity of a fixed
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graph G. Before that we need a definition.

Definition A.3.1 For a graph G on the vertex set {vi,... vy}, define M(G) to be set of
all positive semidefinite m x m matrices B, where all of whose diagonal entries are one, i.e.
By =1, for every k, 1 <k <m, and By =0 if vi and v; are not adjacent.

Theorem A.3.1 For a graph G on the vertex set {vy,...vnm} we have
O(G) < I(G) = n}ginm/&\le(ABA), (A.10)

where minimum. is taken over all B € M(G), and A ranges over all mxm diagonal matrices,
with A\, on the k-th entry of the diagonal such that Ay > 0, for every k, 1 <k < m, and
TrA? =3, A =1.

Proof: First, suppose we have proved that

O(G) < max S(ABA),

for every B and A having the conditions in the theorem together with the extra condition
that By # 0 if v, and v; are adjacent, (By; # 0 if and only if vy and v; are adjacent). Then
we have

0(G) < iréf max S(ABA),

where infimum is taken over all such matrices B. But note that the set of these matrices is
not closed, and its closure is M(G). Therefore we get to the statement in the theorem.
Now, suppose B is a positive semidefinite matrix such that By # 0 if and only if vy
and v; are adjacent, and By = 1. It is well-known that for any positive semidefinite matrix
B there is a matrix A such that B = ATA. In fact, if we let |¢;) to be the conjugate of
k-th column of A then By = {(¢r|d1) = (¢i|dk). Also, since the diagonal of B is one, we
get (dx|dk) = 1 and |¢px)’s are unit vectors. Hence, if we define the channel @ as in Eq.
(A.7), then by Theorem A.2.1 we have ©(G) = ©(®). On the other hand, by Eq. (A.6),

O(®) < x(®), and using Eq. (A.9) we get to

6(G) = ©(2) < x(®) = max S(ABA).

Now taking infimum over all such matrices B, and equivalently taking minimum over all
B € M(G) we get to
O(G) < I(G).

O

This theorem gives us an upper bound on the capacity of a graph. It is important because

computing ©(G) is a hard problem even for simple graphs. For instance, computing ©(Cs),

cycle of length five, was open for many years until Lovasz found an upper bound for the
capacity of graphs, [87]. This upper bound in terms of our notation is

0(G) < log(Tr(BJ)). A.ll
(G) < 5% og(Tr(BJ)) (A.11)
Here, G€ is the complement of graph GG and J is a matrix all of whose entries are equal to

one. But we do not know any relation between Lovész’s bound and our bound in Theorem
A31.
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A.4 Computing J(G)

One the most well-known methods for computing the capacity of a graph is Lovész’s bound,
Eq. (A.11), but using this bound we can not even find ©(C7), the capacity of the cycle of
length 7. Thus, in this theory other bounds for ©(G) would be helpful. Here, we introduced
the bound J(G). Thus computing it efficiently would be a great advantage in this theory.

It seems that finding J(() is an easier problem than finding ©(G). Because it has an
algebraic expression, but ©(G) is in term of a(G®™") that may have unusual behaviors, see
[8]. We do not know how to find ¥(G) in general. But we show that at least for a subclass
of graphs we can compute it, and show that it is equal to ©(G). Meaning that, at least for
this subclass the bound (A.10) is tight. First the definition of this subclass.

Definition A.4.1 Let G be a graph with vertex set V. A subset U CV is called a clique if
the subgraph induced by U is a complete graph.

A clique cover of size k is a partition of V into Vi U Vo U ...V} such that each Vi,
1 <4 <k, is a clique. Also, the clique cover number of G is the number of cliques in a
smallest clique cover of G.

It is obvious that in a clique cover of G two non-adjacent vertices can not be in a same
clique. Therefore, all a(G) vertices in the maximal independent set are in different cliques
of a clique cover. It means that clique cover number of G is at least a(G).

Theorem A.4.1 Assume the clique cover number of G is equal to a(G). Then loga(G) =
O(G) = V(G), and for this subclass of graphs the bound of (A.10) is tight.

Before getting to the proof note that, this subclass of graphs are exactly those graphs
that Shannon in [107] could compute their capacity. In fact, all graphs with at most four
vertices have the same clique cover number and independence number, and Shannon using
this fact could find the capacity of all these graphs. But Cs, cycle of length five does not
have this property, and its capacity was open until Lovész found his famous bound.
Proof: First of all note that, if G is equal to the disjoint union of k cliques then O(G) =
log k. Tt is because G®™ is also equal to the disjoint union of k™ cliques, and then a(G®") =
k™. Hence O(G) = loga(G) = log k.

Now suppose the clique cover number of G is equal to a(G), and V = VUV, U. .. Vo)
is a partition of V into cliques. In this case, by deleting edges between V; and V; where
i # j, we get to an other graph G’ which is the union of a(G) cliques, and obviously
©(G") > ©(G). Therefore

log a(G) = log &(G") = O(G') = O(G) = log a(G),

and then ©(G) = log a(G).

So it remains to show that for such a graph 9(G) = log a(G). Let By be a block diagonal
matrix where the i-th block of By is a |V;| x |V;| matrix all of whose entries are one. Then
By is positive semidefinite and By € M(G). Let A be a diagonal matrix with non-negative
entries such that Tr(A?) = 1. It is easy to see that ABgA is again a block diagonal matrix
and all of whose blocks are rank-one. Indeed, if we let A; to be the restriction of A on the
entries in V; then all eigenvalues of the i-th block of ABgA are zero except one, which is
Tr(A?). Therefore

a(G)
S(ABoA) = ) | ~Tr(A})log(Tx(A)),

i=1
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and since 3, Tr(A?) = Tr(As) = 1 by letting p; = Tr(A?) we have

k

max S(ABpA) = max Z —pilog(pi),
A {propaior} i 5

where the maximum is taken over all non-negative pi, ... py(c) such that 3 . p; = 1. It is a
well-known result in information theory that the maximum is on the point p1 = ... pyq) =
1/a(G) and

a(G)

max S(ABoA) = max Z —pilog(pi) = log a(G).
A {P1:Paey} i1

Hence
loga(G) < O(G) <I(G) = min max S(ABA) < maxS(ABOA) log a(G),
BeM(G) A

and then O(G) = ¥(G) = log a(G).
O

This theorem is an evidence that ¥(G) can be helpful for computing the capacity of
graphs. But we should be able to compute ¥(G) itself. Indeed, we should find the points
B € M(G) and A that ming maxa S(ABA) takes its optimum value.

Proposition A.4.1 Suppose G is a graph with at least one edge. Then in
¥(G) = minmax S(ABA)
B A
the optimum point is taken at a singular (non-invertible) matriz B.

Proof: Let B’, B” be two positive semidefinite matrices. As we saw in Section A.3, there are
c-q channels ®' and ®” such that x(®’) = maxy S(AB’A), and x(®') = maxy S’(AB’A). In

fact, there are states |@}), ... |¢},) and |¢]),...|¢},) such that By, = (¢]|#,), By = (&]|6%),
and
®'(p) = > _(Klplk)|dr) (S,
k=1
" (p) =Y _(klplk)gi) (eh
k=1

Let |pk) = |#),) @ |¢%), k = 1,...m, and define the channel

m
=) " (klplk) ) (g,
k=1
with the corresponded matrix B where
By = {(ilox) = (1l9%)(¢116%) = By By (A.12)
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It is not hard to see that x(®) > x(®). Indeed, for any state p. ®(p) describes the state
of two particles together, and ®'(p) is the state of the first one, i.e. ®'(p) = Try(®(p)).
Then any protocol for @ also works for @ just by discarding the second particle. Therefore
X(®) > x(®'), and by Eq. (A.9)

max S(ABA) > max S(AB'A). (A.13)

On the other hand, by Eq. (A.12) if B’ € M(G), B € M(G). So that, if B is the the
optimum point in 9(G), then B’ is also optimal.

Now assume B € M(G) is non-singular and is the optimum point in ¥(G). Since G is
not the empty graph, B contains at least one non-zero off diagonal entry, say Bj;. Also,
since B is non-singular if we replace By and By by other numbers enough closed to them,
then B is still non-negative, and then is in M(G). Let B’ be a matrix which is equal to B
except on entries kl, [k. Also let B” be a matrix all of whose entries are one except kl, k.
It is not hard to see that By, and By can be chosen in such a way that By, = B}, By, and
both B’ and B” be non-negative, and B’ be singular. Then by the definition of B’ it is in
M(G), and Eq. (A.13) holds. So B’ is singular and takes the optimum.

O
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Appendix B

Post Selection

PostBQP is the usual complexity class BQP together with the extra ability of post-selection,
meaning that in PostBQP if we have a state of the form «|0)|¢0) + B|1)|¢1), where 3 is
non-zero, then regardless of how large is |3|, we can post-select the state to be [1)|¢1). A
more precise definition follows.

Definition B.0.2 PostBQP is the class of languages L that have a quantum polynomial
time circuit such that for every x € {0,1}"

o The first qubit of the final state has a non-zero probability to be measured |1).

o If z € L, then conditioned on the first qubit being |1), the second qubit is |1) with
probability at least 2/3.

o If x ¢ L, then conditioned on the first qubit being |1), the second qubit is |1) with
probability at most 1/3.

Since, post-selection has a natural physical meaning, we may define an oracle Post that
given a quantum state «|0)|v0) + G|1}|31), where 3 is non-zero, it returns the state |1)]¢1).
By the definition of PostBQP we have PostBQP = BQP™°t.

PostBQP has been first defined by Aaronson [1], who has shown the following.

Theorem B.0.2 [1] PostBQP = PP.

The idea of post-selection can be naturally extended to any quantum complexity class
such as QMA. Thus, we define PostQMA(k) to be the class of languages L that have a QMA
protocol with k£ Merlins, together with the ability of post-selection for Arthur.

Post-selection is a physical tool for implementing quantum algorithms that have expo-
nentially small gaps. This point of view is highlighted in the proof of Theorem B.0.2, so in
order to handle post-selection in quantum complexity theory, it would be helpful to identify
it with the ability to recognize exponentially small gaps.

Theorem B.0.3 PostQMA(%,2/3,1/3) = QMA(k,1/2+ 27" 1/2 - 27™).

Proof: Consider a language L in QMA(k,1/2 +27",1/2+ 27"). In the QMA(k) protocol
we may assume that the outcome of algorithm is determined by the measurement of the
first qubit. Let z € {0,1}", and suppose that the final state of the algorithm (before
measurement), applied to z, is of the form
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a|0) [dg) + B]1) ).

We have |37 > 1/2+2""if 2 € L, and |3> < 1/2 = 27" if & ¢ L. To amplify the gap,
add m qubits to the system. all prepared in |0), and conditioned on the first qubit apply
Hadamard gate to all of them. We get to the state

1
W“WW Y Iy + B w00, 0).

ye{()']}m

Now, post-select the last m qubits to be |00...0), and prepare the following state

1

1 / I y R
m( Sz @l0N o) + Bl ) ).

A careful choice of m and a straightforward calculation show that in the above state the
gap has been amplified to a constant. Hence, O holds.

By the same argument we can amplify the gap in any PostQMA protocol, and then C
follows by the definition.

O

According to the proof, in fact, this theorem says that PostQMA(k, a, b) does not change

for different values of a,b, provided that they have at least an inverse exponential gap.

Hence, PostQMA(£) is an enough robust complexity class, and some questions arise naturally

about that. First of all, it is clear that PostQMA(k) C PostQMA(k + 1), but are these

inclusions strict or some of them are equality? Second, what is the relation between these
complexity classes and others? Here, we state two results to answer these questions.

Theorem B.0.4 PostQMA C EXP.

Proof: By Theorem B.0.3, PostQMA is QMA with exponentially small gap. On the other
hand, it is well known that QMA is a semidefinite programing of exponential size, [6, 88].
We are done.

O

Theorem B.0.5 PostQMA(k) = NEXP, for any k > 2.
Proof: By definition PostQMA(2) C PostQMA(k) C NEXP, for any k > 2. Now using

Theorem 4.2.1 (in fact Theorem 4.1.3), we have NEXP C PostQMA(2). We are done.
O
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