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ABSTRACT

The theory of minimal types for representations of complex
semisimple Lie groups [K. R. Parthasarathy, R. Ranga Rao and V. S.
Varadarajan, Ann. of Math. (2) 85 (1967), 383-429, Chapters 1, 2
and 3] is reformulated so that it can be generalized, at least
partially, to real semisimple Lie groups. A rather complete
extension of the complex theory is obtained for the semisimple Lie
groups of real rank 1.

More specifically, let G-NAK be an Iwasawa decomposition of a
connected real semisimple Lie group with finite center, and let M
be the centralizer of A in K. Suppose that G has real rank 1. Let
a E (^ denotes the set of equivalence classes of continuous finite
dimensional complex irreducible representations), and let YE be
the class under which the highest restricted weight space of any
member of a transforms. It is proved by means of an unpublished
general formula of B. Kostant that there exists $ K such that
m(a,8) = m(8,y) = 1 (m denotes multiplicity). Moreover, a can be
chosen so that it depends only on y, and not on a. The correspond-
ing complex-valued homomorphism on the centralizer of K in the
complex enveloping algebra of the Lie algebra of G is computed. A
similar approach is used to study a certain series of infinite
dimensional irreducible representations of G related to a series of
representations studied by Harish-Chandra.

The computation of the above-mentioned homomorphism is embedded
in a general theory (for all real groups G) based on a certain
enveloping algebra decomposition which generalizes a decomposition
used to study the classical class 1 infinitesimal spherical functions.
The general theory deals with arbitrary elements of A and R in the
same sense that the class 1 theory deals with the trivial elements
of M and K. Furthermore, the general theory handles arbitrary
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multiplicities, not just multiplicity 1. Partial results are
obtained concerning all possible equivalences among the infinite
dimensional representations mentioned above and concerning the
concrete realization of abstract irreducible representations of G.

By means of Kostant's formula alluded to above, an explicit
formula is obtained for m(ca,) (aCeG, E6) in two new cases:
(1) G is a symplectic group of real rank 1 and (2) G is the rank 1
real form of F4 and a is of class 1. The result for the symplectic
case is expressed rather interestingly in terms of a certain
combinatorial function - the number of ways of putting s indistin-
guishable balls into k distinguishable boxes of specified finite
capacities. The following theorem is verified case-by-case: If G
is arbitrary of real rank 1 and acEG is of class 1, then m(a,B) < 1
for all SEK (cf. [Kostant, Bull. Amer. Math. Soc. 75 (1969),
627-642, Theorem 6]).

Thesis Supervisor: Bertram Kostant
Title: Professor of Mathematics

Thesis Supervisor: Sigurdur Helgason
Title: Professor of Mathematics
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Introduction

The main purpose of this paper is to extend to real semisimple

Lie groups some of the results of K. R. Parthasarathy, R. Ranga Rao

and V. S. Varadarajan [11, Chapters 1, 2 and 3] on representations

of complex semisimple Lie groups.

Let G be a connected real semisimple Lie group with finite

center, and let K be a maximal compact subgroup of G. We denote by

the complex enveloping algebra of the Lie algebra of G, and by

K the centralizer of K in ZV under the natural action.

Suppose now that G is complex. Let I be an irreducible quasi-

simple representation of G (in the sense of [4]). In [11], an

equivalence class of irreducible representations of K, called the

"minimal type" of 7r, is defined by the condition that its highest

weight is a weight of all the irreducible representations of K

occurring in the restriction of i to K. If the minimal type of i

exists, it is uniquely determined. If in addition it occurs in i

with multiplicity 1, it gives rise to a complex-valued homomorphism,

which we call tn(r), of )UK. In this case, n(w) and the minimal type

of f together determine V up to infinitesimal equivalence, and if

the minimal type of V is trivial, n(w) is the classical (infinitesi-

mal) spherical function.

It is shown in [11] that if n is finite dimensional, the minimal

type of w exists and does in fact occur in i with multiplicity 1. It

-6-
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is interesting to note that this assertion can be regarded as an

extension of Schur's lemma, which implies that the trivial repre-

sentation of K occurs in Ir with multiplicity at most 1 .

Let I be a Cartan subalgebra of the complexified Lie algebra

of G and let )Pbe the algebra of polynomial functions on the dual

of l. For each system Q of positive roots of the complexified Lie

algebra of K with respect to a fixed Cartan subalgebra, a homo-

morphism hQ: +K p 14 is defined in [11]. It is shown that each

finite dimensional W selects at least one system Q, and for each

such Q, n(wn) is given by the evaluation of hQ at a certain integral

point in the dual of . Moreover, when the homomorphisms hQ are

evaluated at suitable nonintegral points in the dual of b, the

result is of the form n(r), where w ranges over a series of

irreducible quasi-simple representations of G which are related to

certain representations studied by Harish-Chandra. The images of

the homomorphisms hQ are studied in [11] in order to provide informa-

tion on all the possible equivalences among the representations W.

In attempting to generalize these results of [11] to real groups

G, we find that the notion of minimal type does not extend naturally

to representations of real semisimple Lie groups. Instead, we

exploit the fact that the highest weight of the minimal type of the

finite dimensional representation wr can be obtained by restricting

the highest weight of W to a certain subalgebra of 2 isomorphic to

a Cartan subalgebra of the complexified Lie algebra of K. The

I -
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mapping from W to the highest weight of its minimal type takes on a

canonical meaning for real G when we introduce the subgroup M, which

is the centralizer in K of a maximal abelian subspace of Po (here

- ~ + 1Y o is the Cartan decomposition of the Lie algebra ao of

G, where b is the Lie algebra of K). Specifically, the analogue

of this highest weight in the general context is the equivalence

class y(w) of irreducible representations of M under which the

highest restricted weight space of W transforms.

There is no natural way, however, of passing from a class Y of

irreducible representations of M to a unique class of irreducible

representations of K which contains it "extremally" (cf. highest

weights). Instead, we ask only for a class e(y) of irreducible

representations of K which contains y with multiplicity 1 and which

is contained with multiplicity 1 in every finite dimensional

irreducible representation W of G such that y(n) = y.

In [11], the homomorphisms hQ are constructed from homomorphisms

aQ associated with the positive systems Q (cf. Lemma 1.1 in [11]).

When we impose an analogous condition on our correspondence C, we

are led to our notion of "system of minimal types" defined in

Chapter III, § 1. (The set of positive systems Q is not appropriate

as an index set in general, so we replace it by an arbitrary finite

index set I.)

Assuming the existence of a system of minimal types for the

real group G, we generalize in §l of Chapter III many of the above-
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mentioned results obtained in [11] for complex groups. Furthermore,

although our methods of proof are somewhat similar to those used in

[11], our axiomatization of the procedures used in [11] enables us

to simplify some of those results. For example, by using the

Iwasawa decomposition, we redefine the homomorphisms hQ in a more

natural way than is done in [11].

By adding extra conditions to our definition of system of

minimal types - conditions which are also satisfied in the complex

case - we obtain the notion of "strong system of minimal types"

defined in §1 of Chapter III. Using this, we generalize more of

the above-mentioned results of [11].

The relationship between our development and that in [11] is

discussed in detail in the Appendix to §1 of Chapter III.

In §2 of Chapter III, we construct strong systems of minimal

types for the groups G of real rank 1 (i.e., of split rank 1). Thus

the results of § 1 apply to such groups. Our construction depends

on Lemmas 1 - 6, which give a generalization of Lemma 1.1 in [11].

We then make use of the classification of the rank 1 groups. In

order to justify the key fact that the multiplicity of C(y(7)) in

f is 1 (in the above notation), we invoke our multiplicity formulas

of Chapter II, which we shall discuss below. It would be desirable

to have a simple direct proof of this key fact, and a generalization

of Theorem 2.1 in [11]. In a Remark at the end of Chapter III, we
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outline an alternate description of most of the systems of minimal

types which we have constructed.

The following interesting fact is an immediate corollary of the

key fact mentioned above: For every finite dimensional irreducible

representation n of G (assumed to be of real rank 1), there exists

an irreducible representation of K, depending only on y(7r), which

is contained in 'r with multiplicity 1 and which contains y(n) with

multiplicity 1.

Strong systems of minimal types are not unique as we have defined

them. We do not know whether all real groups G admit systems of

minimal types.

Let G be real. Let ALbe the complexified Lie algebra of K, and

let = M +a +k-be a complexified Iwasawa decomposition of the Lie

algebra of G. Let tbe the centralizer of oa-in 1. Choose a

Cartan subalgebra b of m. Then - t+ Un is a Cartan subalgebra

of o. Let 01 and '? be the algebras of polynomial functions on

the duals of o- and ), respectively.

If a homomorphism from 1K into )4 is evaluated at any point

in the dual of '>, the result is a homomorphism from V K into 01.

It turns out that the natural way of studying the homomorphisms

hQ mentioned above, and our generalizations of them for real groups,

is by means of homomorphisms from 2 K into Ot obtained by such

evaluation. The study of these homomorphisms can in turn be

embedded in a general theory which forms the subject of Chapter I.

~IL-- -- --- -
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This theory is designed to handle arbitrary positive multiplicities,

not just multiplicity 1. Correspondingly, it is necessary to deal

with linear maps from 1K into 01 which are not homomorphisms.

Chapter I contains the heart of the proofs of the theorems in § 1

of Chapter III.

In Jl of Chapter 1 we first describe some basic notation. We

then define the key linear mapping p ~: K '-L in terms of a simple

but crucial enveloping algebra decomposition (formula (3)). Ele-

mentary consequences of the definition are derived. § 2 is devoted

to some important notation and to some technical lemmas based mostly

on linear algebra. The non-trivial parts of these lemmas are needed

only to handle the case of multiplicities greater than 1. In §3

we obtain the main theorem on finite dimensional representations.

The first formula in the statement of Theorem 1 may be thought of as

an analogue of the Frobenius reciprocity theorem for finite dimen-

sional representations, and is undoubtedly known. If we impose the

crucial condition that this inequality be an equality (formula (5)),

we obtain formula (6), which demonstrates the important relation

between the mapping p, and finite dimensional representations.

§ 4 of Chapter I deals with certain infinite dimensional

representations. Following [11], we use several results and methods

of Harish-Chandra ([4] and [5]). First we prove Theorem 2, which

relates the mapping p& to a certain series of representations very

similar to a series defined by Harish-Chandra. We then construct a

- -
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new series of irreducible representations by generalizing a procedure

of [11], and we show in Theorem 3 that these representations

naturally extend the finite dimensional representations satisfying

condition (5) (Theorem 1). This condition is replaced in the present

case by the important irreducibility condition stated in Theorems 2

and 3.

In § 5 of Chapter I we give a simple independent proof of

Theorem 1 in the special case in which the relevant multiplicities

are 1. The resulting statement, Theorem 1', is the only part of

Theorem 1 which is needed in §1 of Chapter III. Similarly, a short

proof of Theorems 2 and 3 could also be given in the case of

multiplicity 1. In addition, we explain how the mapping p gen-

eralizes the infinitesimal versions of the class 1 spherical func-

tions.

In 16 of Chapter I we discuss the class 1 theory relating to

Harish-Chandra's formula for the spherical function, and we indicate

directions in which it might be generalized by means of the mapping

p . We prove Theorem 4 concerning Weyl group transformation

properties of the mapping p . The idea for this proof is due to

S. Helgason. We finally state two partial generalizations of

certain aspects of the class 1 theory.

Chapter II is devoted to multiplicity formulas for the reduction

under K of finite dimensional irreducible representations of G, when

G has real rank 1. B. Kostant has derived a multiplicity formula
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[unpublished] for the reduction of a finite dimensional irreducible

representation of an arbitrary compact connected Lie group under an

arbitrary compact connected subgroup. In §1 this theorem is

formulated and proved in the special case in which a certain

simplifying assumption holds. The result is applied case-by-case in

§ 2a-2e to the rank 1 simple groups to derive explicit multiplicity

formulas. The proofs are highly combinatorial. A general fact about

class 1 representations is obtained as a corollary of the resulting

formulas. This fact, stated as Theorem 2 in the initial paragraphs

of §2, is essentially the same as a theorem ([10], Theorem 6)

recently obtained by Kostant in a different way.

The multiplicity formulas for the unitary and orthogonal groups

( § 2a-2c) are well known and classical (cf. [1]). They are

included here because it is interesting to see how easily they follow

from Kostant's formula, because they are used in the applications,

and because it is interesting to compare them with the results

obtained for the other groups. Since our proofs for these classical

cases are extremely similar, we give the proof for only the unitary

case.

On the other hand, our formulas for the remaining cases - the

symplectic and exceptional cases - seem to be new (although C. G.

Hegerfeldt [7] has obtained related results on symplectic groups).

Our result for the symplectic case (f 2d) is expressed rather

interestingly in terms of a certain combinatorial function - the
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number of ways of putting s indistinguishable balls into k .dis-

tinguishable boxes of specified finite capacities. This gives an

intuitive interpretation to the multiplicity formula and its appli-

cations. For example, the existence of systems of minimal types

for the symplectic groups (see above) is reduced by formula (10)

(Theorem 6) to the fact that the number of ways of putting 0 balls

into boxes of capacity 0 is 1. Another interesting example is given

in the Remark following the Corollary to Theorem 6.

We have succeeded in obtaining only partial results for the

exceptional case ( 2e), but these are sufficient for our applica-

tions. Specifically, Theorem 7 is the formula for class 1 repre-

sentations, and Theorem 8 is precisely the statement which we need

to prove the existence of a system of minimal types for the

exceptional group (see above).

The proofs for the orthogonal and unitary cases are quite easy.

The main reason is that the partition function (which is defined in

§ 1 of Chapter II) takes only the values 0 and 1, and the same is

true of the multiplicity function. Neither of these statements is

true, however, for the symplectic and exceptional cases. Corres-

pondingly, our proofs for these two cases are relatively complicated.

The proof of Theorem 8 continues along the lines of that of Theorem

7, but we have omitted it because it is extremely long, and because

it does not seem to lead easily to a completely general multiplicity

formula for the exceptional group. It would be desirable to have
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such a formula, but it would be even more desirable to have a uniform

statement and proof of the multiplicity results for all the rank 1

groups (or for a more general class of real semisimple Lie groups),

as opposed to a case-by-case analysis. Our proof for the symplectic

case has some promise of pointing the way toward a general proof,

in view of the key role played by the reflections with respect to the

simple roots (see Lemma 10), but we do not see how to extend this

proof to a general one.

As we remarked above, it would be desirable to find a way to

avoid having to use our formulas of Chapter II in proving the

existence of systems of minimal types in Chapter III. In any case,

however, these formulas certainly have independent interest.

Chapters I and II of this paper are logically and notationally

independent, and hence can be read separately. On the other hand,

Chapters I and III form a unit in which the notation and results are

cumulative. In addition, results of Chapter II are quoted in § 2

of Chapter III. ff 2a-2e of Chapter II are completely independent

of one another, but they all depend on §1 of Chapter II. Theorems,

Propositions, Lemmas, Definitions and formulas are numbered

independently in each chapter.

The reader is referred to [8] and [9] for background material

on semisimple Lie groups and Lie algebras.

The author would like to thank Prof. Kostant for his valuable

advice on several aspects of this work. In particular, Prof.
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Kostant suggested the original thesis question of extending the

theory of minimal types in [11] to real semisimple Lie groups. He

also provided much specific insight in the development of the ideas

in Chapter I.



Chapter I. An enveloping algebra decomposition
and some of its consequences

S1 The decomposition

Let G be a connected real semisimple Lie group with finite center,

and let o be its Lie algebra. Fix a Cartan involution 9 of ao, and

let o and 41o be its +1 and -1 eigensubspaces, respectively, so that

=o + o is a Cartan decomposition of o." Choose a maximal

abelian subspace Lo0 of o , and a system E+ of positive restricted

roots of o with respect to oL Let o o be the sum of theroots ofo theumo th

restricted root spaces corresponding to the roots in E. Then we have

the Iwasawa decomposition Uo = rn +at +1 (direct sum of vector

spaces) of the real semisimple Lie algebra 9o.

Let N, A and K be the connected Lie subgroups of G corresponding

to the Lie subalgebras rio Oao and o', respectively, of o. Let M

be the centralizer of A in K. We have the Iwasawa decomposition

G = NAK of G, and K is a maximal compact subgroup of G. Moreover,

NAM is a closed subgroup of G, and M is compact.

We shall find it convenient to pass to the complexifications of

the Lie algebras defined above. Let C denote the field of complex

numbers. Let ? be the complexification of o,' so that i is a

complex semisimple Lie algebra. Let r, w, and A be the complex

subspaces of 01 generated by Ro, o- and A o' respectively. Then

n, o- and A are subalgebras of 1, and we have the complexified

Iwasawa decomposition = +a .

-17-
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Let 2U be the universal enveloping algebra of ', and let 1 6E

be the identity element. Let Y, 01 and 7 denote the subalgebras

of 2! generated by n and 1, by oL and 1, and by A and 1, respec-

tively. Then , and 2 are isomorphic to the universal envelop-

ing algebras of , a and , respectively. Moreover, the map of

6t 01 Ok into Y given by n D a O k + nak is a linear iso-

morphism. If z19' 2 "'' are arbitrary linear subspaces of V,

we shall denote by 1  J2"' . j the subspace consisting of the sums

of the elements of the form tlt2...t where ti  (l < i < j).

G acts in a canonical way as a group of algebra automorphisms of

A, by unique extension of the adjoint representation Ad of G on %o

We shall also denote the extension by Ad. For every subset S of G

and every subset f of P, let f S denote the centralizer of S in

under Ad. Then PK commutes with Y in &'.

Now ?Z = n OtL + -1i (direct sum), so that n = (n7L+l)(L7t=

=0( + nY iC (direct sum). Hence

(1) = r01X+ rL (direct sum).

Since AdM centralizes O and normalizes n, we have from (1) that

nM pC OM +

In particular,

AK M + rL P.(2)
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Let , be an arbitrary linear complement of the constants in

ffM. From (2), we have the key decomposition

(3) KC 07 + 0R + v (direct sum).

Definition 1. For every linear complement P of the constants

in (M, let ps,: ,V K - OZ be the linear map defined as follows:

For all uE fEK, pu is the it-component of u with respect to the

decomposition (3).

The corollary to the following simple proposition points out

some of the significance of the mapping py (more of the significance

is indicated in §§ 3, 4, 5 and 6):

Proposition 1. (cf. Harish-Chandra [5, p. 48, Lemma 10]).

Suppose we identify aWM with the algebra MOXM. For all

u E t K, let qu denote the Z 7(XM-component of u with respect to

the decomposition (2). Then the linear map q: ,&K -yM is an

algebra antihomomorphism.

Proof. Choose a basis {H1 ,... ,H2 } of oi. For every Z-tuple

(S) = (S1,...S, ) of non-negative integers, let

S1  S,

H(S ) - H1  ... H ,

so that {H(S ) is a basis of OZ.

Let u,v E K, and let

u = I H(S)x(S) (mod n>P),
(S)
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v =  I H(S)Y(S) (mod ri),

(S)

where X(S) Y(S ) M. Then

uv H(S)vx(S) (mod fn)

(since v e K)

S H(S) H(t)Y(t)X(S) (mod nA)
(S),(t)

(since at normalizes n)

uvu
= qVq (mod a>).

Hence qUV qv qu in 016T&M, and this proves the proposition.

Corollary. Let * be a linear complement of the constants in

IM. If is an ideal in ?(M, pp is a homomorphism. If con-

tains all commutators xy-yx of elements x,ye W M, then p vanishes

on all commutators uv-vu of elements u,v E ~ K.

Proof. Let fk : M + C be the linear map such that

f ( ) - 0 and f (1) - 1. Then p, (1 f& ), and the

corollary now follows from the proposition.

2 Some lemmas

In this section, we obtain some lemmas which prepare the way for

f§ 3 and 4. The reason for the somewhat involved notation in this

section is that Lemma 1 is designed to apply to both pairs of groups

--rW~II-:l; -~------Z
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(G,K) and (K,M), and Lemmas 1, 4 and 5 are designed to apply to both

finite and infinite dimensional representations of G (see § 3 and

§ 4, respectively). However, when we treat the special case of

multiplicity 1 in 5, we will see that all of the complications

of §2 can be avoided.

We retain the notation of 11. We shall also use the following

notation: If H is a Lie group (resp., an associative algebra over

C), we let H denote the set of equivalence classes of continuous

(resp., all) finite dimensional complex irreducible representations

of H. We recall that if H is a continuous finite dimensional com-

plex representation of a connected Lie group H, then I may be

naturally regarded as a representation of the complexified Lie

algebra of H, and hence as a representation of the universal

enveloping algebra of b.

If R is a continuous finite dimensional complex representation

of a Lie group H, and H acts on the space V, then for all a G H we

let V denote the a-primary subspace of V, that is, the space of

vectors in V which transform under H according to a. We recall that

a representation of a group (or an algebra) may be naturally regarded

as a representation of a subgroup (or subalgebra) by restriction.

If H1 and H2 are Lie groups such that H2 c Hi, and if ca E H1 is

such that the restriction to H2 of every member of a splits into a

direct sum of irreducible representations of H2, then for all S E H2

we let m(a,B) denote the multiplicity with which members of B occur

- -~- _--
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in the restriction to H2 of any representation in a.

If L is an associative algebra over C and ECL, we let Xn

denote the complex-valued linear function on C which is the character

of any member of n.

We now come to the lemmas. Lemma 1 follows from standard linear

algebra, and we omit the proof.

Lemma 1. Let H be a group and H1 an irreducible representation

of H on the finite dimensional complex vector space X. Let a1 be a

representation of H on the finite dimensional complex vector space Z,

and assume that 01 is equivalent to a direct sum of r copies of Hl,

where r> 0. Let 6L be an associative algebra over C, and 0 2 a

representation of CL on Z. Assume that a2 (a ) is precisely the

commuting ring of o 1 (H) in End Z. Then 02 is equivalent to a direct

sum of finitely many copies of an irreducible representation H2 of L.

More specifically:

(i) There exists a unique element E C a such that if H2 e n

acts on the space Y, there is a unique linear isomorphism L from Z

to XOY which intertwines the actions of H and CL (H acts on X@Y

via the action of I1 on the first factor, and C acts on X0Y via

the action of 112 on the second factor).

(ii) If P is any subspace of Z invariant and irreducible

under 02, then the corresponding representation of CL on P is a

member of T1.
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(iii) If zE Z is a cyclic vector for Cr , then r = dim Y < dim X,

and there exist bases {x il < i < dim X of X and {yJ}l j< r of Y

r
such that L(z) = I xiDYi.

i=l

In order to apply Lemma 1, we prove the following lemma:

Lemma 2. Let (E K, and let HE E act on the space V. Fix wEM

such that m(E,w) > 0 (that is, V, # {(0), and let 01 be the corres-

ponding representation of M on Vw. Regard H as a representation of

Son V. Then Va is invariant under H(< M). Let a2 denote the

corresponding representation of XM on V . Then 02(7M) is pre-

cisely the commuting ring of ol(M) in End VW.

Proof. Let £d be the commuting ring of a (M) in End VW. For

all meM and kEK, we have

-l
(4) Hl(( Ad m)(k)) = H(m)H(k)H(m) -

Hence V is invariant under H(KM), and 2( M) C . Conversely,

let T E R. Then there exists k E 7C such that II(k)v = Tv for all

v6V . Thus

H((Ad m)(k))v = Tv for all meM, ve V

by (4) and the fact that TEd' . Let dm denote normalized Haar

measure on M, and let k' = S (Ad m)(k)dm. Then k'E K M , and

_I i_ ~3~
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I(k')v f ((Ad m)(k))v dm
M

=f Tvdm

M

= Tv for all vEV .

This proves the lemma.

By Lemmas 1 and 2, we have:

Lemma 3. In the notation of Lemma 2, let HI EW act on the

space X. Then:

(i) There exists a unique element ((,)E WM, which depends

only on E and w, such that if H2 E (,w) acts on the space Y, there

is a unique linear isomorphism from V to X 0 Y which intertwines

the actions of M and WM.

(ii) If P is any subspace of V invariant and irreducible

under 02, then the corresponding representation of ? M on P is a

member of (E,w).

As we shall see later, the next lemma is designed to handle

infinite dimensional as well as finite dimensional representations

of G.

Lemma 4. Assume the hypotheses of Lemma 1, with H=K and C= VK

Fix EgK such that HIE . Regard a1 and 1I as representations of '(

on Z and X, respectively. Assume that a1 and 02 agree on 7(n K.

Identify Z with X >Y via the isomorphism L. Suppose z E Z is a

cyclic vector for ol, so that z = x i Y i where r, {xi and {yj

~; _ _ __ ___
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are as in Lemma l(iii). Assume that ao2(, K)z c a(M)z . Also

assume that z E Z where w E M is such that m(E,w) > 0, and where M

is regarded as acting on Z via 01. Then:

(i) r< m(_,w).

(ii) If r- m(E,w), then the subspace P of X spanned by

{x }l < i < r is invariant and irreducible under the restriction of

1 to NM, and the corresponding action of < M on P is a member of

Proof. Let S c Z be the linear span of {x i  y jl1 < i, <"

Since R 2 ( K) acts irreducibly on Y, we have that 2( K) z - S. By

hypothesis, 1 ( M)z D S, and so P is irreducible under the sub-

algebra of KM which preserves P under RI10

Now Z = X (DY (direct sum). The corresponding projections
i=l

of Z onto the l1 (K)-invariant subspaces X ~ y (1 < i < r ) are

intertwining operators for o 1 (K), and hence for al(M). Thus

xij yi E Z (where M is regarded as acting on Z via 01), and so

xi  X (1 < i < ). Hence P X . Let a* denote the representation

of M on XW induced by H. Then since PCXW is irreducible under the

subalgebra of TM which preserves P under R1, we have that the

commuting ring of 0* in End XW contains a subspace of dimension r2

This proves statement (i).



-26-

If r = m(,w), then P is invariant and irreducible under all

of X(M. Indeed, if this were not true, then the commuting ring of

0* in End XW would contain a subspace of dimension greater than

(m(,w)) , a contradiction. Statement (ii) now follows immediately

from Lemma 3(ii), and Lemma 4 is proved.

Lemma 5. Assume the hypotheses of Lemma 4, and suppose that

r= m(5,w). Let D be the linear form on Z which takes

Sai x i yj (aij E ) to I aii. Then
i,j i=1

(u) = D(o2 (u)z) for all uE OK

(where 1 E 1 K is defined as in Lemma 1), and

XMI(',)(v) - D(o 1 (v)z) for all veXM.

Proof. The first statement follows immediately from the fact

that z = Z xi yi, and the second statement follows immediately
i=1

from this fact and Lemma 4(ii).

3 Finite dimensional representations

The purpose of this section is to prove Theorem 1, which indi-

cates the connection between the mapping p, defined in f 1 and

finite dimensional representations. We make use of some ideas from

[11]. We retain the notation of the preceding sections.
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Let E G, and let HIE a act on the space V. Let

V = {vEVIH(X)v = 0 for all XEn },

It is well known that V r, the highest restricted weight space of H,

is invariant and irreducible under H(M), and that A acts on V"

according to multiplication by a (one-dimensional) character on A.

(These facts follow from the fact that MA normalizes n, and from

the irreducibility of Vn under HI(m +ot), where Yn is the complexified

Lie algebra of M. This irreducibility is easily proved by means of

the decomposition 9= On +m+o+ and the standard enveloping-

algebra proof of the one-dimensionality of the highest weight space

of an irreducible representation of a complex semisimple Lie algebra.)

Let y(a)EM and X(a)E A denote the classes obtained in this way.

When X(a) is regarded as a linear form on 6t, it becomes the highest

restricted weight of H.

Let W be the Weyl group of ao. It is well known that W acts

naturally on M and A. Let so W be the Weyl group element which

takes the system Z+ of positive restricted roots into -E+.

The proofs of Lemmas 2 and 3 (§ 2), and hence Lemmas 2 and 3

themselves, hold without change if K, M, X and )CM are replaced by

G, K, 2 and pK, respectively. If 6E 6 and 5EK are such that

m(6,E) > 0, we thus have the existence of a unique class n(6,E)EU K

such that the action of K and 2K on the C-primary subspace of any

representation in 6 factors into the tensor product of a representation
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in 5 with a representation in n(6,); I(6, ) depends only on 6 and

Let ~EK and (AEM be such that m(E,w) > 0. Then X (,w) is a

linear form on -kM, and its kernel - is a linear complement of

the constants in 7eM which contains all commutators xy-yx of elements

x,yE M.

Definition 2. For every ~EK and weM such that m(E,w) > 0,

let P , p (see Definition 1 (. 1) for the definition of p )

Thus p~,, is a linear mapping from iK into CL, and pE, vanishes

on all commutators uv-vu of elements u,v E K (Corollary to Proposi-

tion 1 (§l)).

We recall that 01 may be regarded as the algebra of polynomial

functions on the dual of at.

We can now state:

A h

Theorem 1. For all aFG and a EK, we have

m(a,8) < m(BY(a)).

Suppose that a and 6 satisfy the condition

(5) m(a,8) = m(B,y(a)) > 0.

Then

(6) X(a,8)(u) = m(8,y(a)) psoy(a) (s o(a))
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for all uG K. Moreover, the linear mapping p8 ,s (): 2p K CL

vanishes on all commutators uv-vu of elements u,v C K

Proof. We note that p , (a) is defined because m(,so y(a)) =

= m(8,y(a)) > 0, by (5), The last statement of the theorem has been

SA A

proved. For every class 6E G, K or M, let 6' denote the contra-

gredient class.

Let HE a act on the space V, and let 11' be the contragredient

module to H, so that V' Ea', and H' acts on the dual V' of V.

Let v'G V' be a non-zero highest restricted weight vector of H'.

Let E' be the projection of V' onto V', with respect to the direct

sum decomposition V' = , V'. Then V , is invariant under H'(K)
EK

and iH'(2K), and E' commutes with ' (X() and H' (0 K)

We note that E'v' is a cyclic vector for the action of H'(K) on

V ,. Indeed, 2J = , so that

v' = '(,Z)v' = H'( )v',

and so

V, = E'V' = H'(7~)E'v'.

Also, since rKC YMa"+,1rLt , we have that

II'( K)E'v' = E'H'f(p K)v

c E'H'(7YM)v'

= H'(?M)E'v'.
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Moreover, v' Vs ,Y((,)) p so that E'v' 6(V',) ,. Now in
0 ( (s0y(a))0

proving the theorem, we may assume that m(a',') = m(a,8) > 0. Then

since E'v' is a non-zero vector in (V)(Soy()),, we have that

m(8,y(a)) = m(0',(sy(a))') > 0.

We have thus verified all the hypotheses of Lemma 4, which we

apply to the case Z=V',, E-', (A= (s y(a))', z = E'v', and 01 and

a2 are the representations of K (or K ) and K, respectively, on

V , induced by H'. Lemma 4(i) now implies that

m(a,8) = m(a',8') = r < m(O',(soy(a))') = m(8,y(a)),

and the first statement of Theorem 1 is proved.

Now suppose that condition (5) holds. Then Lemma 5 applies,

and so

(7) Xn(a','I)(u) = D(H'(u)E'v') for all u E K

and

(8) X (',(soY(a))')(v) - D(H'(v)E'v') for all vr= M

where D is a linear form on V', such that

(9) D(E'v') = m(',(soy(a))') = m(By(a)).

Let u - ut denote the transpose map from -, into itself, that

is, the unique (involutive) antiautomorphism of V which is -1 on .
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If 0 is a representation of )K on the finite dimensional complex

vector space Q, and Q' is the dual of Q, then the representation of

1bK contragredient to a is the representation a' defined on Q' by

the condition

<a(u)q,q'> - <q,a'(ut)q'> for all ue vK eQ, q eQ,.

The same statement holds for M in place of ) K. For every class

6EK or XM, let 6' denote the contragredient class.

Since (n(ca,))' = n(a',B'), we have that

(10) xnl(asB)(ut n(,,)(u) for all u E K.

Similarly, since (C(8,soY(a)))' = (B',(soY(a))'), we have that

X(Is',(Soy(M))')(v ) = X(Bso(a))(v) for all vX M.

Hence

Let p: _V K + be the linear map defined as follows: For all
tK u t

u U ,Ps 0 Y(a) . Then for all uE K, we have by (11)

that Pu is the O7-component of u with respect to the decomposition

/K

Thus for all u E2 K, we have that
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D(H'(ut)E'v ' ) = D(E'I'(ut)v ' )

- D(E'H'(p t)v') mod D(E'H'(B' , ( s (a)),)v )

- D(E'(p (-s X(a)))v') mod D(1H'( (s(a)),,)E'v')

p t(-s0oX(a))D(E'v')
U

Su (so X(a))D(E'v').
SSoy(a) o

Hence

Xl(a', ')(ut) m(,y(a))psoY(a) So0 (a))

by (7), (8), (9) and the definition of . ',(s(a))'. Theorem 1

now follows from (10).

Remark. The reasoning in 3 could have been carried out more

simply if we had worked entirely in V, and not in the dual V'. We

then would have obtained an analogue of Theorem 1 based on the

decomposition kK c MOZ + Pn instead of the decomposition

2K KcLM +n/ . However, the latter decomposition is necessary

for the infinite dimensional case (Theorem 2, S 4), and so our use

of the dual module shows that the finite and infinite dimensional

cases fit into the same pattern (compare Theorem 1 with Theorems 2

and 3).
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I4 Infinite dimensional representations

In this section, we shall prove analogues of Theorem 1 (§ 3)

for families of infinite dimensional representations of G which

are closely related to the representations defined by Harish-Chandra

in [4, j 12]. We shall use several results and methods from [4] and

[5], and several ideas from [11]. We again retain the notation of

the preceding sections.
AA

Let YEM, and let V E A, so that v is a (not necessarily

unitary) complex one-dimensional character on A. We also regard v

as a linear form on t. We shall define a continuous (not necessarily

unitary) permissible (see [4]) representation R, of G on a Hilbert

space.

First we define a representation TTV of G on the Hilbert space

O 2(K). For all gEG and kEK, let

gk = k exp H(g,k)n,

where kgE K, H(g,k)E o-0 , nEN, and exp denotes the exponential

mapping. Let p be half the sum of the positive restricted roots of

o , so that p may be regarded as a linear form on ot. For all

g EG, fE t2(K) and almost all kEK, define

-1
(H (g)f)(k) = e(v-p)(H(g k) ) f(k -1).

Then i (g)f E c2 (K), and H is a continuous representation of G on

z2 (K) (cf. [4, S 12]).
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Let y'E M denote the class contragredient to Y. Let P be a

diagonal matrix element of a representation in y', so that 4 is a

continuous function on M. Let dm denote normalized Haar measure on

M, let T be the left regular representation of K on X 2(K), and let

T' be the right regular representation of K on 0 2(K). Let d be the

dimension of the representation space of any member of y. Now the

operator F = d (m-1 )T'(m)dm is a projection in 2 (K), and F
M

commutes with ]T,. ,v is defined as the representation of G which

is the restriction of R to the invariant subspace = F 2(K).

Remark. y and v define an element a of AI in an obvious

way. If V is a unitary character of A, then 1i is unitary and is

unitarily equivalent to the representation of G induced by any member

of a0Y

For all EE K, let 74 denote the space of vectors in 7' which

transform under Hiy (K) according to E. Then 7 is finite dimen-

sional, it consists of C o functions, and I E (direct sum) is
E6 K

dense in i. ^ K is well-behaved under H (G), and H induces

an "infinitesimal" representation of a on in a natural way
(EK

compatible with the exponential mapping (see [4]). We shall also

denote this representation by IIy. Let a denote the infinitesi-

mal equivalence class of permissible Banach space representations of

G defined by Hy, so that a depends only on y and v.
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For all E K, let 4U denote the subalgebra of P which leaves

invariant under H y V . Suppose aE K is such that ~B {0} and

24 is irreducible under P. Then the proof of Lemma 2 ( 2) holds

in the present situation, and implies that 24 is invariant under

HY (p K) and that yV (&,K) (restricted to ) is precisely the

commuting ring of H yv(K) (restricted to v) in End 7B. Just as

in Lemma 3, Lemma 1 now implies the existence of a unique class

n(a Ky,B) E such that the action of K and R K on Y factors into

the tensor product of a representation in B with a representation

in n(a ,S); n(a ,a) depends only on , and 8.

For all E K, let m(a ,9 ) denote the multiplicity with which

members of E occur in the restriction to K of any member of a ,

or, equivalently, in the representation of K on defined by II .

We can now state an analogue of Theorem 1:

Theorem 2. For all yE M, yEA and SECK, we have

m( ,B) = m(B,y).

Suppose that y, V and 8 satisfy the condition

(12) m(ay,S) = m(8,y) > 0

and suppose that is irreducible under H y,( B ) (in the notation

above). Then



-36-

(13) ( 8)(u) = m(8,y) p , (-+)

for all u K.

Proof. The first statement follows from the Frobenius

reciprocity theorem.

Let I E 2(K) be the character of any member of B. Now

R(k) - T(k) for all kEK (in the above notation). Hence 8 - Fi is

a cyclic vector for the action of ,(K) on ' .

Let F' denote the projection of Z 2(K) onto the subspace of

all vectors which transform under T'(M) according to y', so that F'

commutes with T'(M), T(K) and I V(G), and F = FF'. Now i(kk') =

= (k'k) for all k,k'E K. Hence for all mEM, we have

11 (m)F' = T(m)F' = F'T(m) =

= F'T'(m- ) = T'(m-)F' .

Let ( , ) denote scalar product in 2 (K). Then

-1
(1 (m)F'%,F') - (T'(m )F',F') =

= (F'%,T'(m)F'*) = (T'(m)F'*,F'*)

(where bar denotes complex conjugate), a matrix element for y. Thus

F'* transforms under H (M) according to y. But since F commutes

with H (M), we have that 9 = F* = FF'* transforms under H y(M)

according to y.

i~L -.I~--

rr
i": s-
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We now use a technique of Harish-Chandra [5, Lemma 11 (p. 49)].

For all gCG, uC- and kEK, let gk = kgk-l and let uk = (Ad k)u.

For all fE 2(K) and almost all kQK, we have

(1V(n k)f)(k) = f(k)

( (ak)f)(k) = e(-v+p)(log a) f(k)

(lH (k )f)(k) = f(kko)

log denotes the

Thus if f is a

IIV, then

(H (Hk)f)(k) =

for all nEN,

for all aeA,

for all k e K,
o

inverse of the exponential mapping from at
o

C function on K which is well-behaved

0 for all XEL,

(-V+p)(H)f(k) for all HE-La.

In addition,

k -1
(11 (kk )*)(k) = *(kk ) - 4(kk) = (I (k) p)(k),

so that

(16) ([V (zk)) (k) = (11V (z) )(k) for all ze .

We add to Harish-Chandra's reasoning the observation that for

all zEX)M and all kEK, we have

(17) ( I (z k))(k) = (II (z)9)(k).
Y,v Y,v

where

to A.

under

(15)

_I~_

(14) (1 (Xk)f)(k) =
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Indeed,

(H ,(z) )(k) = (11v(z)F ) (k)

= F(1 V (z)*)(k)

= F(l (zk)) (k) (by (16))

= d S gm-1)1V (zk m ) (km)dm
M

= d S O(m -1)[ (zk)*(km)dm
M

(since z EM)

= (v(zk)F*)(k)

= (H (z k)(k) .

Now ,VKc -%M + n . Choose a basis {HH,... ,} of o.

For every i-tuple (s) = (1,... ,s,) of non-negative integers, let

81 s
H =1H H
(s) = 1  A ,

so that {H }s)  is a basis of O~. Let u E6 K, and write

(18) u = H(s)Z(s) +  Xi i ,(8)(s) i

where z (seKM, XiE n and yi~g . Now let kEK. Since uE1 K

we have

k k k k ku u= U H (s)z() + X •y
(s) i
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Hence

(H (u))(k) ( k 1V(zk )(k) + ((X) (yk)0)(k)
(s) V

= H (-+)(, (zk )9)(k)
() (s) Y,v s)

(by (14) and (15))

Thus

(19) Y, (u) = H (-v+p)" (z ()
yv (S),v (s)

by (17). In particular,

fI K)o c fi
yV y,V

We now suppose that (12) holds (see the statement of the

theorem) and that% is irreducible under H yVC(& ). We have thus

verified all the hypotheses of Lemma 5 (, 2), which we apply to

the case Z = 74a = P , z Y, = , and 01 and 02 are the

representations of K (or Wk) and PK, respectively, on 9B induced

by H y V  Hence Lemma 5 implies that

(20) Xn( , (u) = D(HY (u)9) for all u C2 K

and

(21) X (,y)(v) - D(IT (v)9) for all v E M,

where D is a certain linear form on 4"

--- ~LIYLli; i :L~ilii
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SCombining (19), (20) and (21), we have

(22) Xn(a ,)(u) = H()(-V+p)x, ) (z(s)).
y,v (s)

If we rewrite (18) in the form

u= C H 5)Z~) + p + X iYi
(s) (s) ) ' i

where z'() 8 and if we recall that X (8 ,y)(1) i m(8,y), then

we see that (22) implies the theorem.

We shall now give a generalization of the procedure used in

[11, § 2.4] to construct a series of irreducible representations:

Assume the hypotheses of Theorem 2, so that m(a ,8) > 0 andY ,V
8 is irreducible under HY (2Y ). Let ' be the smallest closed

subspace of 14 containing 98 and invariant under Hy, (G). If P

is any closed subspace of 4' invariant under HI (G) and such that

n f= {0}, then PC (Hilbert space direct sum), and

so I J B . Let " be the closed linear span of all such P, so

that W"_L "Y4 Since 98 is irreducible under , (Y ), we have

that '4" is a maximal closed TI (G)-invariant subspace of '.

Hence the quotient representation If of G on the Hilbert space
y,v

= 4}'/ " is irreducible. Also ,f8  is quasi-simple (see [4]).
Yv

We digress to describe a general picture developed by Harish-

Chandra in [4] and [5]. Let 7Tbe an irreducible quasi-simple

representation of G on a Banach space F. For all E6 K, let
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r

r denote the space of vectors in 6 which transform under H(K) accord-

ing to 5. Then 8 is finite dimensional, and I E is dense in
CEK

. is well-behaved under 1T(G), and T induces a representa-

tion of P on Z in a natural way compatible with the

exponential mapping. This infinitesimal representation is also

irreducible, and will also be denoted by H. Let a denote the

corresponding infinitesimal equivalence class of quasi-simple Banach

space representations of G.

For all eK, let PO denote the subalgebra of g which leaves

6 invariant under iH. Then for every 8 EK such that #8 (01,

we have that SB is irreducible under H(a ) (see [5, 2,

Corollary 2]). Thus for any such 8, the proofs of Lemmas 2 and 3

(i 2) again apply, and we again obtain a unique class n(a,8)E z K

such that the action of K and pK on 6 factors into the tensor

product of a representation in B with a representation in n(a,B).

The significance of n(a,8) is that if a' is a second infini-

tesimal equivalence class of irreducible quasi-simple Banach space

representations, if 8 also occurs with positive multiplicity in any

member of a', and if n(a',S) = n(a,8), then a' = a (see [5, 32,

Corollary 2]).

We now return to the special situation which we were discussing

above. Let ,a denote the infinitesimal equivalence class of
Yv

irreducible quasi-simple Banach space representations of G defined

by B,. Now the action of H ($ K ) on , is equivalent to the

-41-
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,v(,K) on . Hence formula (13) (Theorem 2) remains

n a is replaced by , . Thus we have:

rem 3. Let yEM, v6A and BEK. Suppose that m(S,y) > 0

is irreducible under Hyv ) , in the notation of

Then a is an infinitesimal equivalence class of

le quasi-simple Banach space representations of G such that

X ^a
n(ay ,f)

y ,v

(u) - m(O,)pu- Vp)

e K

ibove remarks indicate the significance of formula (23).

Theorems 1 and 3, we see that the representations a ,

he finite dimensional representations satisfying condition

em 1), in a certain natural way.

if B is not irreducible under O, it seems possible

ction of Z K on W can be used to obtain information

"composition series" of the (not necessarily irreducible)

tions 1 .

ial cases

roofs of Theorems 1 and 2 (0 3 and f 4, respectively) can

simplified if the relevant multiplicities are assumed to

this section, we shall show how this can be done. We

show how the enveloping algebra formalism which is used
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to describe the infinitesimal class 1 spherical functions (see

[8, Chapter X, § 6.3]) can be regarded as a special case of our

formalism. We again retain the previous notation.

Suppose 6CG and (EK are such that m(6,E) = 1. Then by

Schur's Lemma, VK acts as scalars on the E-primary part of any

representation in 6, and Xn(6,o ) is the corresponding homomorphism

K
of K into C. Similarly, if (EK and w6M are such that

m(E,w) = 1, then the same observation shows that X (,w) is a

homomorphism of KM into C.

We now give a simple proof of Theorem 1 in the case in which

m(a,B) = m(a,y(c)) = 1:

Theorem 1'. Let cE G and BEK be such that

m(a,B) = m(=,y(a)) = 1.

Then

X(a,B) (u) = p ,soY (s X(a)) for all u K

Moreover, the linear mapping p,SoY(a) : K + O is a homomorphism.

Proof. Since m(O,s y(a)) = m(,y(a)) = i, and since the kernel

of X (,soy(a)) is thus an ideal in _ M, the last statement of the

theorem follows from the Corollary to Proposition 1 (§ 1). For

every class 6E G, K or M, let 6' denote the contragredient class.

___.
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Let HEa act on the space V, and let H' be the contragredient

module to H, so that H'E E', and H' acts on the dual V' of V.

Let v'E V' be a non-zero highest restricted weight vector of

H'. Let E' be the projection of V' onto V', with respect to the

direct sum decomposition V' = V1.
SEK

As in the proof of Theorem 1, we see immediately that E'v' # 0

and that E'v' E (v,).
(Soy(a))'

Choose wEVB  such that <w,E'v'> = 1. Then for all uE2 K , we

have

Xn(aB)(u) = <f(u)w,E'v'>

= <w,U' (ut)E'v'>

= <w,E'' (ut)v'>

where u + ut denotes the unique antiautomorphism of U which is -1

on

Now

8.,soy(a) t ,',(Soy(a)),"t
Hence for all ~u) is the 01-component of u

with respect to the decomposition

)UK C' (SOY(a))'01L++
' "
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Thus for all uEf K, we have

X,(a,)(u) E <w,E'H'(put)v'> mod<w,E'H'( 8, ,(s ()))V'>

Pu* (-SoX(r)) mod<w,TT' ( I',(So y(a))')E'v'>

S(p u ) t (-s (a))
=S,soy(t) o

P8,soy(a) (SoX(a)).

But

'B ,(sy(a))')E'v'E XC($,',(Soy(a)),)( (SoY(a))')E'v'

= 0

by the definition of 8',( ~(a))'" This proves Theorem 1'.

The proof of Theorem 2 can of course also be simplified if we

assume that m(3,y) = 1. In this case, we can omit the hypothesis

that 78 is irreducible under H (Iy ) in Theorems 2 and 3, since

this hypothesis is automatically satisfied.

Let o and Yo be the classes of the trivial one-dimensional

representations of K and M, respectively. Then

and so for all u , o is the -coponent of u with respect

and so for all u )UK ou o is the O1-component of u with respect

to the decomposition
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Kc  C Mn ) + + n .

Thus P,yo is essentially the same as the mapping y defined in

[8, p. 430] for the study of the class 1 spherical functions. Hence

our results can be regarded as generalizations of certain aspects

of the class 1 theory. In 6, we shall discuss the generalization

of other aspects of the class 1 theory.

S6 Further questions

We again retain the previous notation. As we pointed out at

the end of the last section, the mapping po Yo is essentially the

same as the mapping y used in [8, Chapter X, § 6.3] to study the

class 1 spherical functions. One of the main results there is the

theorem of Harish-Chandra which can be stated in our terminology

as follows:

Pa o0 Yo
(25) 0 K b_.K Kr° W 0 0

is an exact sequence. Here c is the injection, and 0L is the set

of elements in l0 which are fixed by the translated Weyl group W,

which in turn is defined as follows: For all seW, let sA denote

the affine transformation of the dual of or given by A * sX - sp + p;

then sA can be regarded as an algebra automorphism of 01, and

W = (sAls W}.
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One significance of (25) is that it yields Harish-Chandra's

formula for the class 1 spherical function (see [8, loc. cit.]), and

it also leads to a concrete realization of an abstract quasi-simple

irreducible representation of class 1. Specifically, if H is a

quasi-simple irreducible representation of G with a K-fixed vector

v, then the corresponding action of i'K on v annihilates fK

and so induces a homomorphism of OW  into C by (25). But since

C Tis integral over OL W, this homomorphism extends to CL, and the

action of 3K on v is thus given by evaluation of p0,o at some

point in the dual of ot. By Theorem 3 in the class 1 case, the

action of 'VK on v is the same as the action of VK on a K-fixed

vector in a representation of the form H By Harish-Chandra's

theorem stated just before Theorem 3, I is infinitesimally equivalent

to a representation of the form Ro . This yields the desired

results.

Another significance of (25) is that it determines all possible

^Bo
equivalences between representations of the form Ho

Hopefully, a similar study of the mapping p8 ,y for arbitrary p

andy will yield a formula for general spherical functions and a

theorem on the concrete realization of irreducible representations

outside the class 1 case, as well as information on the possible

equivalences between representations of the form R .V Harish-

Chandra has obtained such theorems (see [5, Theorem 4 (p. 63)] and
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[6]; cf. also R. Godement, A theory of spherical functions, I,

Trans. Amer. Math. Soc. 73 (1952), 496-556), but it is hoped that

a study of the mapping pY and a generalization of (25) will lead

to a sharpening of his results.

We now briefly indicate the results which we have obtained

relating to the generalization of (25). We have:

Theorem 4. Let BeK and yeM be such that m(8,y) > 0. Then

for all s6 W and uE K, we have

(26)A u u

s py P,sy

Moreover, if V EA and if 8 satisfies the usual irreducibility condi-

tion (see Theorem 2) with respect to Iy and Hsy then a and
YV sysV' YV

, sV are defined and
sY,sV

YV sY,sV

Proof. The second statement follows from the first and from

Theorem 3. Concerning the first statement, it follows from a

theorem of F. Bruhat [2, Theorem 7.2 (p. 193)] that if v assumes

pure imaginary values on at and is regular, then H, and Ts
o y,v sy,sV

are irreducible and equivalent. This gives a Zariski dense set on

which (26) (regarded as an equality of polynomials on the dual of oL)

holds, in view of Theorem 2. Thus (26) itself holds, and Theorem 4

is proved.

-- I --~L_~__d~L~Be
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Remark. The idea for the proof of Theorem 4 is due to S.

Helgason.

By slightly modifying the proofs of Lemmas 6.12 and 6.14 in

[8, Chapter X, § 6.3], and by using Theorem 4 above, we can prove

the following generalization of Lemma 6.14 (loc. cit.]:

Proposition 2. Let 3E K and YEM be such that m(8,y) > 0, and

assume that sy = y for all sEW. Then the image of psY in 0-,is

precisely 0L .

Remark. Proposition 2 yields information on the non-equivalence

of certain pairs of representations of the form f . Further

information of this type would follow from the following conjecture,

a generalization of the statement of Proposition 2: Let 8E K and

YEM be such that m(8,y) > O0. Let W = {sE WIsy = y}. Then the

image of P6 in O is {xEL s Ax = x for all sEW I (cf. [11,

. 3.6]).

By applying [5, Lemma 1 (p. 28)] and Proposition 2, we can

prove:

Proposition 3. Let G be SU(l,n) (n > 1) or the universal

covering group of SOo(l,2n)(n > 2) (see [8, Chapter IX] for the

notation). Let I be an arbitrary quasi-simple irreducible repre-

sentation of G, and let 8e K occur in H. Then 8 occurs with

multiplicity exactly 1 in H, and H is infinitesimally equivalent

to , for some yE M and y6A. Moreover, for all 8EK, y6M and

V,' E A such that m(8,y) > O, a and , are defined, and
y,v ,V

__ _ ~
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they are equal if and only if V' - sA for some sEW.

The properties of G that we have used to prove Proposition 3

are:

1) m(,y) < 1 for all $GK and ye M.

2) sy = y for all y M and s EW (cf. Proposition 2).

3) For every B6 K, there exists c EG such that m(a,8) > 0.

(This hypothesis is required for the application of Harish-Chandra's

result [5, loc. cit.].)

Cl~a __ e~acc~l -



Chapter II. Multiplicity formulas

S1 Kostant's multiplicity formula

Let U be a compact connected Lie group and K a compact connected

Lie subgroup of U. Let T and S be maximal tori of U and K, respec-

tively, such that S c T. Let U be the Lie algebra of U, and let

O,' t and S be the Lie subalgebras of LA corresponding to K, T

and S, respectively. Then t and S are maximal abelian subalgebras

of U and l , respectively, and s cZ. Let i be a fixed complex

number whose square is -1. Then the complexifications of LA , Io,

t and S can be denoted =L +iU, = 4- +il , = +it

and * s +iS, respectively. o and are complex reductive

Lie algebras, and and * are Cartan subalgebras of 7 and ,

respectively. For every linear form V on , let v* denote its

restriction to *.

Assumption. We assume that is contains a regular element of i.

We fix the unique Weyl chambers in it and is (for ? and 4,

respectively) which contain such an element, which is regular for

both q and e. All notions of positivity and dominance of roots

and weights will be taken with respect to these chambers.

Let l,...wr be the positive weights of the canonical repre-

sentation of k on /,k, repeated according to multiplicity if

necessary. For every integral linear form v on b*, let P(p) be

the number of non-negative integral r-tuples nl,...nr such that

r
F - n wi . P is called the partition function.

if1l

-51-

_ __I _~ _1_ _
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Let p be half the sum of the positive roots of o. Let W be

the Weyl group of , regarded as a group of linear transformations

of the dual of ). For all a6W, let det a denote the determinant

of a. Let DU and DK denote the sets of dominant integral linear

forms for U and K, respectively.

For all XADU and P EDK , we define m,(p) to be the multiplicity

with which finite dimensional (continuous complex) irreducible

representations of K with highest weight y occur in the restriction

to K of any finite dimensional (continuous complex) irreducible

representation of U with highest weight X.

We can now state the multiplicity formula:

Theorem 1 (Kostant). In the above notation,

(1) m() = I (det a) P((a(X+p))* - (p+p*))
aeW

for all XED U and peDK.

Proof (cf. P. Cartier [3] and N. Jacobson [9, Chapter VIII,

}5] for special cases). U can be embedded as a Lie subgroup in a

(complex) Lie group U 1 whose Lie algebra is o. Let K1 be the

connected Lie subgroup of U1 with Lie algebra f. Let H be a finite

dimensional irreducible representation of U with highest weight X.

Then i can be extended uniquely to a holomorphic representation Il

of U1 . For all HEG , let

XX(H) - Trace (I1(exp H))
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where exp denotes the exponential mapping from 7 into Ul. For all

VEDK and H'E *, we define XV(H') analogously, using K1 in place

of U1'

By Weyl's character formula (cf. [9], p. 255),

1 (det )e O (X+p)(H)

(2) X (H) - (det )e() (H) for all H E .
I (det o)e(op)(H)

aEW

Let A+T and A+ denote the sets of positive roots for % and i,

respectively. The denominator in (2) can be rewritten:

(3) 1 (det o)e ( ap ) ( H ) = e ( H)  (1-e - a ( H )

a6W ae

(cf. [9], p. 252, Lemma 4). There is a bijection f from A9 to

A+ U { l,...r) such that for all a E , a* = (a) if f(a) E A and

a*= i if S(a) = i (1<i< r). Thus

(4) e~ IT (l-e-a(H

+)

for all H'E *.

Now the left-hand side of (4) represents a non-zero trigonomet-

ric polynomial on 1*. Hence (2) can be regarded as an equality of

_ __ ~ ~
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trigonometric polynomials on *. Let v denote the set of integral

linear forms on 1*. Then for all V Eli , P(V) is the coefficient

of e in the Fourier series for

r 
1

l-e

Thus by (2), (3) and (4), we have

S (det a)P(v)e ( ( a ( X+ p) ) * - (v+p* ) ) ( H ' )

aew VE
xx(H') (H')

for all H'E 17*, so that

(5) XX(H') TT (1-e )

= 1 ( Z (det a) P((a(k+p))*-(v+p*)))ev 
H ' )

vE aEW

for all H' 6 *,.

On the other hand,

(6) Xx(H') = I mX(v) XV(H') for all H' *.

v 6D
K

Let W' denote the Weyl group of 4, and let p' be half the sum of

the positive roots of 1R. Exactly as above, we get
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" (det a') e ' (v+p') (H')

(7) X,(H') p'(H') (H

for all V EDK and H'E *. By (6) and (7), we have

XX(H') TT+(1-e -(H'))=

- Z mx(v)(det o') e (a'(v+p')-p')(H')

VEDK o'E W'

for all H' E *. The sum on the right-hand side may be taken over

all v E~, if we define mX(v) to be 0 for all V E--DK. We get

X(H') (e8 (H))

SmX ((O') 1 (v+p')-p')(det a')e (H' )

O'e W' V C-1

- L in m (v)e (H')

for all H' 6 *. In view of (5), we see that (1) follows by

comparison of Fourier coefficients, and Theorem 1 is proved.
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_2 Application to the rank 1 groups

Let G be a connected real semisimple Lie group with finite

center, and let H be a maximal compact subgroup of G. It is well

known that the solution of the problem of computing the multi-

plicities with which finite dimensional irreducible representations

of H occur in the restriction to H of finite dimensional irreducible

representations of G is contained in the solution of the "dualized"

problem in which G is replaced by an appropriate simply connected

compact group U and H by an appropriate compact subgroup K of U.

In this section, we show how Kostant's multiplicity formula

(f 1) can be used to obtain explicit multiplicity formulas for the

pairs (G,H) where G is simple and of real rank 1. We do this by

means of case-by-case analysis (see [8, Chapter IX] for the nota-

tion and classification). The dualized problems correspond to the

pairs (U,K) = (SU(n+l), S(U 1 XUn)), UJ,K) = (SO(2n+l), SO(2n)) (or,

rather, their respective covering groups), (U,K) = (SO(2n),

SO(2n-1)) (or, rather, their respective covering groups),

(U,K) = (Sp(n), Sp(l) x Sp(n-1)), and (U,K) = (F 4 , Spin (9)).

These cases are treated respectively in the subsections §§2a-2e

below. As explained in the Introduction, we obtain complete

results for all but the pair (F 4 , Spin (9)), for which we obtain

partial results, and we omit certain proofs.

A finite dimensional irreducible representation of G or U is

said to be of class 1 if it contains the trivial one-dimensional
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representation of H or K, respectively. Our formulas in the sub-

sections below immediately yield the following theorem for rank 1

simple groups, and hence for rank 1 semisimple groups G:

Theorem 2 (cf. Kostant [10], Theorem 6). Let G be a connected

rank 1 real semisimple Lie group with finite center, and H a maximal

compact subgroup of G. Then the multiplicity with which an arbitrary

finite dimensional irreducible representation of H occurs in the

restriction to H of an arbitrary class 1 finite dimensional irreducible

representation of G is either 0 or 1.

In ff2a-2e, we use the notation Z for the integers, Z+

for the non-negative integers, IR for the real numbers, and C for

the complex numbers. § §2a-2e all depend on fl , but they are

independent of one another.

§ 2a The formula for (SU(n+l), S(U1 X U ))

Let n = 1,2,... Let U = SU(n+l), K = S(U1 x Un), the set of

AO
matrices (0 B) where AEU(1), BEU(n) and det A det B=l. U is simply

connected.

Let T be the set of diagonal matrices in U. T is a maximal

torus of U and K. Let U be the Lie algebra of U; we identify U

with the Lie algebra of traceless skew hermitian (n+l) x (n+l)

matrices. Let ,to and ;t be the subalgebras of U corresponding
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to K and T, respectively. Then -= t + i is a Cartan subalgebra

of the complexification ? =U+ il, and also of A= , + il.
- 0 - o

i Let Xi (0 < i < n) be the (n+l) x (n+l) diagonal matrix which

is 1 in the ith diagonal entry and 0 everywhere else. Then

(Xi0<i< n is a basis of the complex vector space 1 of complex

diagonal matrices. Let (Ai 0 < i < n be the dual basis. If v is

a linear functional on , let v denote its restriction to . (

is the space of traceless complex diagonal matrices.)

The roots of the complex simple Lie algebra 7 with respectto

are +(Xi-j) (0 < i < J _< n). The roots of the complex reduc-

tive Lie algebra A with respect to are +( -XJ) (1 < i < j < n).
i

i- i+1 0 < i < n-l is a system of simple roots for c. The

corresponding system of positive roots is (X i-}0 < i and
i j <i < J < n

the corresponding Weyl chamber in it is { aiXilaie I',
i=0

n
a 0  al > ... > an Z ai = 0). The Weyl chamber for in i

i=O
n

which contains this 7-chamber is { Z aiXilaiE IR,
i=0

n
a i > a2 > ... > an, Z ai 01. We take these two chambers to be

i=O

the dominant chambers for o and e, respectively. The positive

system for I is { - < i < < n
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Let a be a root of U or K. The root normal H a6 is defined

as usual as the unique element of [ aC , 1a ] (or [JA t , A&3) such

that a(H) = 2 (where and - denote the root spaces of I

and /e for the roots +a). The root normals for 7 are:

H±1 iX) = +(X i-Xj ) (0 < i < J < n). The root normals for A, are:

H~ )- = +(Xi-Xj) (1 < i < < n). Hence the dominant linear

n
forms for c are the forms Z aXi where a EIR (0 < i < n) andi=0
a > a 1> ...>a. The dominant linear forms for A are the forms

n
ai i where aiE I (0 1 i < n) and a > a2 > ... > a The

i-0 . . 2 n

integral linear forms for the simply connected group U, and hence

also for K, are the forms Y aji where ai (0 < i < n). Let
i-0

DU and DK denote the sets of dominant integral linear forms for U

and K, respectively.

(We note that if ai,biE 6C (0 < i < n), then

n n

iZ aAi I b X 4> there exists a complex constant c such
iO i=0O

that ai = bi + c (0 < i < n).)

We can now state:

n n
Theorem 3. Let X i i i 6 DU and i b i X6 DK. We

i=O i=O
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n n
assume ai ,b i E Z (0 < i < n). If I ai  Z [ b (mod (n+1)) then

i=0 i=0

n n
m() = 0. If ai - Z b i (mod (n+l)), we may add an integral

i=0 i=0

n n
constant to the bi and assume I a i = b i . Then m(P) = 1 <e

i=0 i=0

a 1 a > > b > an; otherwise, m,(P) = 0.

Proof. Let p be half the sum of the positive roots of .

Then p = nX + (n-l)X + ... +2n-2 + X-l

The Weyl group W of % is the group of transformations of the

n n
dual of of the form ar: 1 0ci T -(i) where is an

if0 i=0

arbitrary permutation of the set {0,l,...n); distinct permutations

give distinct elements of W. We have that det a. = sign H.

The positive weights of the canonical representation of e on

oJ./ are Xo 0i (1 < i < n). Let P be the partition function, and

let v be an integral linear form. Then P(v) = 1 #> v can be

n n
expressed in the form ci X, where ci eZ  (0 < i < n), I c i = 0

i=0 i=0

and ci < 0 (1 < i < n); P(v) = 0 otherwise. According to Kostant's

formula, m () -= (det a) P(o(X+p)-(U+p)).
aEW
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n n

Suppose I ai I b
i=0 i=O

a(X+p)-(p+p) may be

n

i=0

n

i=0

(mod(n+l)). Then for every a eW,

n
expressed as I ciki , where ci

i=0
and

n

I bi, which is not a multiple of n+l. Hence
i=0

P(oa(+p)-(V+p)) = 0 for all cEW, so that mX(P) = 0.

n n
Suppose Y a, - bb - d(n+l) (dEZ).

i=0 i=O
Replacing b i

(0 < i < n)
n n

by b +d, we may assume I a = b .
i=O i=0

a i + (n-i), b, = b+(n-i) (0 < i < n). Let H be an arbitrary

permutation of {0,1,...n). Then P(a H(+p)-(P+p)) = 1

< b' (1 < i < n).

Assume a > b a b > ... > b > an. Then
o- 1 - 2- n- n

a' > b' > a' > b' > ... > b' > a'.
o 1 1 2- n- n

P(a(A+p)-(v+p)) = 0 unless a

is the identity, in which case the value is 1. Thus m () = 1.

Assume bj < aj for some j=l,2,...n. Then a',a l,...a'S J o 1 j
> b.

]

Hence a' < b' for at most n-j values of i (0 < i < n). Suppose H
1- j

is a permutation of {0,l,...n} such that a'(i) < b' (1 < i < n).

Then at(i) < b' for i=j,j+l,...n, so that a' < b' for n-j+l values
of i, a contradiction. Hence P( for all

of 1, a contradiction. Hence P(a(X+p)-(p+p)) = 0 for all caEW, and

so m (I) = 0.

Let a' =
i

lili
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The only remaining case is that in which b > aj I for some

j=l,2,...n. We assume this. Then b' > a ' ,a...a'. Let be

the set of permutations H of {0,1,...n} such that af(i) < b'

(1 < i < n). We define a map S from $ into the set of permutations

of {0,1,...n} as follows: Let H E4. For some i such that

1 < i < j, we have j-l < H(i-1) < n. Then I(il) < b < b i .

Let k be the smallest value of i (1 < i < n) such that a'(i-1) < b'. Let

(H) = Tk-1l,k, where Tk-l,k is the transposition of k-1 and k.

We claim that f is an involutive bijection of J onto itself.

In fact, to see that + takes . into itself, let H E and choose

k as above. We must show that a' < b' (1 < i < n). This

is clear if i 0 k, k-l, since E . The remaining possibilities

are taken care of by the fact that a'f(kl) < b ' and that

I(k) < b' < b' if k > i. It remains to prove that S((1I)) = H.

But a kk(k-1) = af(k) - bk, and k k(£-l) = aft(£-1) > b'

if 1 < k < k. Thus k is the smallest value with the required

property, and so ( 5 (H)) =- Tk-1,k k-l,k = H. This proves the

claim.

For all HE~ , signS (H) = -sign H. Thus

m() (det a ) P(a H(+p)-(P+p)) = C (sign H1)

=1 ~ (sign H + sign (H)) - 0, and the theorem is proved.
2 HE 4
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S2b The formula for (SO(2n+l), SO(2n))

In order to handle the case of the simply connected covering

group Spin(2n+l) of SO(2n+l), we deal directly with the Lie algebras

Let n1l,2,... Let U = S (2n+l), and let A be the sub-

algebra of U obtained by taking the first row and column to be

zero, so that o = SO (2n). We take U to be the simply connected

group corresponding to LA, and K its connected subgroup corres-

ponding to Ro. Let -= uA+_U = S0(2n+l,Z) and f"e o+i o

= SO(2n,G).

We shall describe the multiplicity formula for the pair (U,K).

Let Eij (1 < i,j < 2n+l) denote the (2n+l) x (2n+l) matrix which is 1

in the i,j entry and 0 everywhere else. Let Xj (1 < j < n) denote

the matrix i(E2j,2j+ - E2j+1,2j). Let /t be the real span of

iXl,iX2 ,...iX n . Then , is a maximal abelian subalgebra of u and

Ro, and - *+i is a Cartan subalgebra of ? and e. Let

S< i < be the basis of the dual of Atto {X} 1 < i < n.

The roots of the complex simple Lie algebra q with respect to

are +Xi +Xj (1 < i < J < n) and +Xi ( < i < n). The roots of

the complex reductive Lie algebra I with respect to are

+ + (1 < i < j < n).

{ 1 X 2 2-X 3 ... n-lX n)n is a system of simple roots for o.

The corresponding positive system is {Xi + A (1 < i < j < n),

Xk(1 < k < n)}. The positive system for e contained in this

.

-63-
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positive system for 6 is Ai + X (1 < i < n)}. We take these to

be the positive systems for 7 and .

The root normals for are: H = +X +X (1 < i < j < n),
-i- j

H = +2X (1 < i < n); the root normals for A are:
- i

H = +X +X (1 < i < j < n). Hence the dominant linear forms
-i- J

n
for ? are the forms I aiX where a i EIR (1< i < n) and

i=1

a, a> ... > a > 0; the dominant linear forms for A are the

n
forms I aiXi where aiE IR (1 < i < n) and a1 > a2 > ... >an > Ia .

i=1
n

The integral linear forms for U and K are the forms a aiX i where
i=1

either aiE 7 (1 < i < n) or aiE ( + 1 (< i < n).S2n).

Let DU and DK be the sets of dominant integral linear forms for

U and K, respectively. The multiplicity formula states:

n n
Theorem 4. Let = I aiX i E DU and ] = b iAi E DK' If

i= i=l

ai-bj for somei,J-l,...n, or, equivalently, for all i,j, then

mX(1) = O. If ai-bj  , then mX(P) = 1 <= a > b > ab 2>...>a >lbl ;

otherwise, m () = 0.

The proof is extremely similar to that for the pair

(SU(n+l),S(UlxUn)) (see § 2a), except for the slight complication
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that the Weyl group involves sign changes as well as permutations

of coefficients. We omit the proof.

§2c The formula for (SO(2n), SO(2n-1))

As in § 2b, we deal directly with the Lie algebras, in order to

handle the simply connected covering group Spin(2n) of SO(2n).

Let n=2,3,... Let L4 = SO(2n), and let / be the subalgebra

of U obtained by taking the first row and column to be zero, so

that ,At-S O(2n-1). Let U be the simply connected group corres-

ponding to U, and K its connected subgroup corresponding to /k .
o

Let = -U +iU -S O(2n,C) and e= ~eo+L = SO (2n-1, ).

We shall describe the multiplicity formula for the pair (U,K).

Let Eij (1 < i,j < 2n) denote the 2n x2n matrix which is 1 in the

i,j entry and 0 everywhere else. Let X (1 < j < n-l) be the matrix

i(E 2j+1, 2j+ 2 - E2j+2,2j+1 ) , and let Xn denote the matrix I(E12-E21).

Let t be the real span of XX2,...X n, and let S be the real

span of i Xl,X 2 .. _n-_l. Then and S are maximal abelian sub-

algebras of U and o, respectively. Also, " t+it and

b* = S +iS are Cartan subalgebras of wk and ., respectively. Let

{ < i < be the basis of the dual of dual to {X 1 < i <

If V is a linear form on 2, let v* denote its restriction to *.

The roots of the complex semisimple Lie algebra ? with respect

to are +Xi+j ( < i < j < n). The roots of the complex simple
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Lie algebra I with respect to * are +X*+X~* (1 < i < J < n-1),

+ * (1 < i < n-).

{XEA1 2"'- X n-l-xn' n-1 n is a simple system for . The

corresponding positive system is {iX + x }l < i < J < n"
The

n

corresponding Weyl chamber in i is { n
i=1

aiXi aie IR , a I  a2 >...>ii i 1- 2-

- an- > I an . The interior of this chamber intersects iS in the

n
set { I aiXi l a i E R , al > a2 

>  . > a 1 > 0), the interior of a
i=2 n-

Weyl chamber in iS. The corresponding positive system for I is

{A* +A  (1 < i < J < n-1), AX (1 < k < n-l)}. We take the above

systems to be the positive systems for o and e.

The root normals for . are: H+ + +X +X (1 < i < J < n);

the root normals for c are + + = +XX (1 < i < j <n-1),
i i i

H± = +2X1 (1 < i < n-i). Hence the dominant linear forms for

n
are: ai where a Elk (1 <i < n) anda>a ... >a a

the dominant linear forms for k are:
n-1
Z ai where aiER

i=1

(1 < i < n-1) and aI1 a2 > ... > an-1 > 0. The integral linear

forms for U are:
n
I a i where either aE~ (1 < i < n) ori=1
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a ~+ - (1 < i < n); the integral linear forms for K are:

n-1
ai * where either aiE 7 (1 < i < n-1) or aE + 1i-1

( < i< n-).

Let DU and DK denote the sets of integral linear forms for U

and K, respectively. We have:

n n-1
Theorem 5. Let ai DU, b DK Ifi-i ii iIi1 im1

ai-bj ( 2, then m.(1) = 0. If ai-bji , then m.(P) - 1

a1 1  a2  2  ... > a b > a >b la I; otherwise, m () = 0.

As in § 2b, the proof of this theorem is extremely similar to

that for the pair (SU(n+l), S(UIX Un)) , except that in this case, the

Weyl group involves even numbers of sign changes as well as permuta-

tions of coefficients. We omit the proof.

_ 2d The formula for (Sp(n),Sp(l) xSp(n-1))

Let n=2,3,... Let U be Sp(n), the group of unitary matrices

in GL(2n,C ) which leave invariant the exterior form

ZlA Zn+ 1 + z2 Z n+2 + ... + Zn A z2n ((z 1 ,...z 2 n ) is a variable

point in C2n). U is simply connected. Let K be the subgroup of

U consisting of those matrices (aij)E Sp(n) which are 0 in the i s t

and (nf+l) s t row and column, except perhaps for the entries

all, ap ,+l' an+l, a n+l,n+l Then K - Sp(l)x Sp(n-l).
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Let T be the subgroup of U consisting of the diagonal matrices

in U. T is a maximal torus for both U and K. We identify the Lie

algebra LA of U with SV.(n), the Lie algebra of complex 2nx 2n

CD
matrices of the form (_ Z ) where C = (cij) is an nxn skew-

hermitian matrix and D = (dij) is an nxn complex symmetric matrix.

The Lie subalgebra eo of LA corresponding to K is the set of

matrices in U such that cl2 = c13 = ... = cln = dl2 = d13 =

= ... = dln = 0. t, the Lie subalgebra of 4 corresponding to T,

is the set of diagonal matrices in U. We have that M t +it is

a Cartan subalgebra of the complexification U +iu LA of U, and

also of 1 - e +i I .
o o

Let Xi (1 < i < n) be the 2n x 2n diagonal matrix (ak£) such

that akk - 1 for k-i, akk - -1 for k = n+i, and akk = 0 for all

other k. {Xi1l < i < n is a basis of the real space it, and hence

of the complex space . Let {X1 1 < i < n be the basis of the

dual of I dual to Xi 1 < i < n

The roots of the complex simple Lie algebra 7 with respect to

are +Xi +±j (1 < i < j < n) and +2X i (1 < i < n). The roots of

the complex semisimple Lie algebra A with respect to are

+i +1 (2 < i < J < n) and +2X (1 < i < n).

{X1X 2 A2-3 ,P. . . X nl-x n , 2Xn is a simple system for %.

The corresponding positive system is {( i +±j1 (1 < i < j < n),

_~I_
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2Ak (1 < k < n)}, and the corresponding Weyl chamber in i* is

n
I ai X i a i C- JR , >> a2  ... > a > 0}. The 2-chamber in ib
i ii 1- 2- - n- i-i-1

n

which contains this 7-chamber is { I
i-i

aiXila i IR, al > 0, a2 > a3 -

> a > 01 We take these chambers to be the dominant chambers for
n -

p and A, respectively. The positive system for A is

{X i +1 (2 < i < j <n), 2Xk (1 < k < n)}.
i-i

The root normals for are: H+ +X ( L i<j

H = +X (1 < i < n). The root normals for ) are: H
(2< inH

+ +x__ (2 < i < j < n), H
- i j +2-i

dominant linear forms for o are

< n),

=

+X (1 < i < n). Thus the

n
: aiXi where aiP, and

a a > ... > a > 0; the dominant linear forms for II are:

n
aid where alEIR and a > 0, a2  a > ... > a > 0. Thei=l i i i. n1-

integral linear forms for U, and also for K, are:
n

ai i where
i=l

aiE a < i < n).

Let DU and DK denote the sets of dominant integral linear forms

for U and K, respectively.

Before stating the multiplicity formula, we discuss the

combinatorial function Fk defined as follows:

~
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Definition 1. Let k,se Z, k > 1, and let tl,t 2 ,...tkE +.

Define Fk(s;tl,t 2 ,...tk) to be the number of ways of putting s

indistinguishable balls into k distinguishable boxes with capacities

tlt 2 "9**tk, respectively. (We note that s can be less than 0.)

We prove two simple lemmas about the function Fk:

Lemma 1. Fk(s;tl,t2 ,...tk)

IL (k-l-ILI+s - t
(-1) k- i L , where ILl denotes

S{l1,2,...k}

the number of elements in IL , and (x) denotes the binomial

coefficient, which is defined to be 0 if x-y +.

Proof. The number of ways of putting s indistinguishable balls

k-l+s
into k distinguishable boxes of infinite capacity is ( k-1 ) Let

L c{1,2,...kl. The number of ways of putting s indistinguishable

balls into k distinguishable boxes of infinite capacity in such a

way that for all iEL, the ith box has at least ti+l balls, is

k-l-IL+s - I t
ie L * The lemma follows easily.

k-1
k

Lemma 2. Fk(s;tlt 2 ,...tk) = Fk(( [ ti)-s; tl,t 2 ,...tk).
i-l

Proof. Fk(s;tl,t 2 ,...tk) is clearly equal to the number of
k

ways of putting s indistinguishable white balls and ( I ti)-s
i=1

indistinguishable black balls into k distinguishable boxes with

capacities tl't 2 ,...tk, respectively. The lemma follows easily.
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Kostant's formula is expressed as a sum over the Weyl group of

, which has order 2nn! in the present case, as we shall see below.

By means of a series of combinatorial arguments, we shall reduce

this sum to a sum over a 2n-element set, the set of subsets of

{1,2,...n) (see formula (8) below). We split this sum into the

sum over those subsets which do not contain 1 and the sum over those

subsets which do contain 1. Applying Lemmas 1 and 2 to the result,

we immediately obtain the interesting expressions (9) and (10) below

for the multiplicities. The multiplicity theorem states:

n n
Theorem 6. Let A a iX DU and let l = bi i E DKi-1 i=1

Define

A1 - a - max (a 2 ,b 2 )

A2 = min (a 2 ,b 2 ) - max (a 3 ,b 3 )

A3 = min (a 3 ,b 3) - max (a 4 ,b 4)

A n -min (a ,b ) - max (a ,b )
n-1 n-l n-l n n

An  min (a ,b ).

n n
Then m(P) - 0 unless bl + I A E2i (that is, n (a +b ) 2)

i=1 i=1

and A1,A 2 ,...An-1 > 0 (An > 0 automatically). If these conditions

hold, then m,(P) -



-72-

n

n-2-ILI + (-bl+ I A) - I A

(8) - (-1) n- i1 i L

LC{l,2,...n} n-2

n
(9) Fn_ (  (-bl + A); A2 ,A3 ,.. An) -

i=l

n
- Fn- (-bl + I Ai) - (A+1); A2 ,A 3 ... An

i-1

n1
(10) = Fn-l (  (bl-A1 + I Ai); A2,A 3 ... An) -i-2

n
-Fn (-b l - A1 + Ai)-l; A2 ,A 3 ,...A).

n-l 2 1 1 2i=2

The following corollary follows easily from (10):

n n
Corollary. Let X = I ai i  DU, = bi i  DK . Then X

=1l i=1

is the highest weight of a class 1 finite dimensional irreducible

representation of U ' a-a2 = a3  a4 = ... = an = 0. In this

case, m() = 1 <==> b I -(b-b3) = b 4 = b5 = ... = bn = 0 and

b 2 < a2 (if n=2, the condition is b i M b 2 < a2) ; otherwise, m(P) = 0O

Remark. Suppose AE DU is the highest weight of a class 1 finite

dimensional irreducible representation of U, so that X has the form

indicated in the corollary. In view of (10), the fact that m.(Y) < 1

for all 4 E DK is a consequence of the intuitive fact that the number
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of ways of putting finitely many balls into one box of finite

capacity is <1.

Proof of Theorem 6. By the above remarks, it suffices to prove

formula (8). We shall apply Kostant's formula to the pair (U,K).

Let p be half the sum of the positive roots of 01. Then

p = n l + (n-l)X2 + ... + 2X +  .

We shall now describe the partition function P by means of

three lemmas. The positive weights of the canonical representation

of on a/ 2  are X1 ±i (2 < i < n). We have:

n
Lemma 3. Let x = C xiXi be an integral linear form. Then

i=1

P(-) = P((x 1 - [ I )X1).'
i=2

+
Proof. For each i (2 < i < n), let x i = max(xi,O) and let

xi max(-xi,0O). Then

n n n

S x,(1 Xi) + x(i -X i) + (xl - IxiI)x 1i-2 i=2 i-2

For every integral linear form V, let S(v) be the set of non-negative

integral 2(n-l)-tuples (y2,Y3,...y n , z2 ,3,...z n ) such that

n n
v yi(X& i) + I zi(X1 -Xi). We define a map from

i=2 i=2

n
S((x 1 - I Ixil)X1 ) to S(E) as follows: (y 2 ,...n,z 2 ,...z)

i=2

(y2+x2" Y+xn, z2 +x2 ..zn+xn), This map is a bijection. Indeed,
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if (d 2 ,...d, e,...e n) E S(), then d > x+,...d > x

+ +2>x n2e2 - x2 ,...e > x , so that (d2-x 2 .d n-x , e2-x2 ,...e -x) E

n

S((xl - I IxiI)X1 ). This proves the lemma.
i-2

n-2 + a
Lemma 4. Let a 6Ei. Then P(a) = ( 2). (We recall thatS )n-2

this binomial coefficient is 0 if a Z+.

Proof. Clearly P(aX) = 0 unless a62Z+, so we assume

aE 2 Z+. The elements of S(WA1 ) (S is defined as in the proof of

the last lemma) are exactly the 2(n-l)-tuples (y 2 .. yn, z 2 ,...zn)
n

i + Thus P(a2 1 is
i=2

the number of ways of inserting a indistinguishable balls into n-l

distinguishable boxes of infinite capacity. Hence P(aX1) -

n-2 + --a2
n-2

Thus we have:

n 0

Lemma 5. Let I = xi i be integral linear form. Define
i-1

M() 2 Then P() (-2 (In particular,2 n-2

P(S) = 0 unless X()E Z+.)

The Weyl group W of o, regarded as a group of linear trans-

formations of the dual of , is the semidirect product of a normal

subgroup U and a subgroup 1, where U and V are described as
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follows: t2 is the 2n-element group of transformations u:

n n 
x i i  I (-1) Xi , where i = C (u) = 0 or 1 (1 < i < n);

i=l =1

the E (u) are uniquely determined by u. 'V is the n!-element group

n n

of transformations v: z xi i + xH(i)xi, where H = H(v) is a

permutation of the set {1,2,...n}; H(v) is uniquely determined by v.

Every E W can be uniquely written a = u va = v u' where

u,un' E" and vE"V/. We define Ei(o) = Ei(ua) (1 < i < n),

C'(I) = Ei(u ) (1 < i < n) and 1(a) = f(v ). Then det a =

n n

Z si(a) I C(a)

= (-1)iil sign H(a) = (-1 ) sign 1H(a). We note that if

,C'E W, then H(caa') = II(')H(c). For all i,j such that 1 < i,j < n,

we define vi,j ef by the condition that H(vi,j) is the transposition

Hi,j of i and j, which is defined to be the identity if i=j. For all

i=1,2,..., we define u ie by the condition that E (ui) = 6ij

(1 < J < n). Hence vi j is the Weyl group element which transposes

the ith and jth coordinates, and ui is the Weyl group element which

changes the sign of the ith coordinate.

Now let a' - ai + (n-i+l), and b = bi + (n-i+l) (1 < i < n),
' a 'ith

so that a' and b' are the ith components of X+p and P+p, respectively.

For all aE W, let va = G(A+p)-(Ur+p). We define £ i £(v ) and
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P = P (v). Now

1n

(11) = (((X+p)1-b') - Ia(+p)i-b') ,
i-2

where a(X+p)i is the i t h component of a(X+p) (1 < i < n). Since

a = u vO Vau, we have

Ei(0)
(12) o(A+p)i = (-1) a'( ( i < i < n)

and

' (a)
(a))i)()(12') a(X+P)I = (-U) a'(a ) M < i < n).

n-2+£
Also, P ( n-2) by Lemma 5, and mX () = a (det a)P by

aeW

Kostant's formula. We shall use the following fact several times:

If a,a' E W, a = t and det a = -det a', then (det a)P C +

+ (det a')P , - 0, so that a and a' can be canceled out of the

formula for m(M). In order to check that ka = t',, we shall use

formula (11) and either formula (12) or formula (12') above.

We now prove two lemmas which state that m(1) = 0 under the

conditions listed in the statement of the theorem.
n

Lemma 6. m() = 0 unless b1 + I Ai E 22 (that is, unless
ill

n
I (ai+bi) E 2Z).

i=1

_m ~~



-77-

Proof. If 1(ai+bi) 2Z, then by (11) and (12) we have that

S + -2 for all aEW, and so Pa = 0. This shows that mX() = 0.

Lemma 7. m(i) = 0 unless A,A 2,...An_> 0 (that is, unless

a,  bi+l (1 < i < n-1) and bi > ai+1 (2 < i < n-1)).

Proof. Suppose aj < bj+ 1 for some j (1 < j <n-l). Then

(13) b2,b3,...bj+ 1  a',a +1,...a'

For all aEW, at least two elements of the set

{H(a)(1), H(a)(2),...H(o)(j+1)} lie in the set {j,j+1,...nl. Let

k(a) and £(a) denote the smallest two distinct numbers such that

1 < k(a), £(a) < j+l and j < H(o)(k(a)), H(a)(M(a)) < n. We define

a function f: W + W as follows: S(o) = vk(a),.(a)o. * is an

involution since H1( 5(a)) - H(a)Hk(a),L(a).

Also, t(a) = . To see this, we show that expression (11)

has the same value for %o and .(0)" Now E'(f(a)) E'(a) (1< i < n).

Hence by (12') we have

1(5(a)) (i) (5(a))
f(o)(X+p)i = (-1) a'H(f(a))(i)

()fl(o)L,(a) (i)
(14) - (-1) a f()Hk(o),(a) (i)

for all i (1 < i < n). If i # k(a),Z(a), (14) becomes
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l(a)(i)()
(-1)(a)(i), which is c(X+p)i, by (12'). Similarly,

for i=k(a) and Y(a), we get

f (a)(X+p)k(a) = o(X+p)(a) and

(O) (A+p) o = a(X+P)k(a)"

Hence the expressions (11) for z4 and k (a) differ only by the

transposition of the terms o(A+p) k() and o(A+p) ). Thus in order

to show that Z) to, it suffices to show that (11) has the same

value when o(k+p)k(a) and o(A+p),(a) are permuted. What has to be

checked is that the absolute value in (11) behaves correctly.

Since k(a) or (0a) can equal 1, it suffices to show that a(X+p)k(a)

and a(X+P) (a) are both equal to or less than each of the quantities

bk(,) and b' whose subscript is greater than 1. By the defini-

tion of k(a) and Z(a), it suffices to show that a(X+p)k(a) ,

(A+P)L(a) b2, b3 ,... b'+l But we have

(+p)k() a(o)(k()) (by (12) or (12'))

Sb',b3'...b+1

by the definition of k(a) and by (13). The corresponding inequality

holds for X(a). This shows that l(a) - 20,

------ ---- _ sN~CT
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Since det f(a) = -det a for all acW, we have that m(P) = 0 if

aj < bj+ I for some j (1 < j < n-1). This completes the proof of

the first half of the lemma.

The situation is similar if bj < aj+l for some j (2 < j < n-1).

In this case,

(15) a',a2,...aj+ 1 > b',b'+ 1...b

For all aoW, at least two elements of the set {(a)(j), H(a)(j+l),...

...fl(a)n} lie in the set {l1,2,...j+1}. Let k'(o) and 2'(a) denote

the largest two distinct numbers such that j < k'(a),' (a) < n and

1 < H(a)(k'(a)), HI(a)(<' (a)) < j+l. We define a function f': W -* W

as follows: f'(o) = UOvk'(a),'V(a)oa f is an involution since

H(f'(a)) = H(a) k' (a),' (a)

Now AL, (a) = ka. To see this, we show that expression (11) has

the same value for la and Af~(a). Now Ei(f'(a)) = Ei(a) (1 < i < n).

Exactly as above, we have by (12) that the expressions (11) for ko

and A~, (a) differ only by the substitution of f'(a)(X+P)k,(a) for

a(X+P)k,(), and of ('(a)(X+p),I(a) for O(A+p)L,(a). Hence it

suffices to show that

la(X+P)k' - b, ( + Ia(X+P),,(a) - b', (I

M If'(a)(X+P)k',(a) - bk,( ) + f' (a)(X+P), (a) - b~(a)
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By (12), this is equivalent to:

(() - (a)-1) k' () (k' ( ka))bk( ( o)( , (a

= (-l )k' ()(a) -b ) + '() a(a) (k ())-b(

But this follows immediately from (15), the definition of k'(a) and

'(ao), and a trivial check of the four possibilities for the pair

(Ek'(a)(a), E' (a)(a)). Thus ~,'(a) -= .

Since det ~(a) = -det a for all aEW, we have that m(1) - 0

if bj < aj+l for some j (2 < j < n-l). This proves the lemma.

n
By Lemmas 6 and 7, we may, and do, assume that bl + Z AiE 2Z

i=

and that A1,A ,...An_ 0> 0. The first of these assumptions is not

important and not necessary, since formula (8) in the statement of

the theorem holds without it. The second assumption, however, is

essential, and will be used after the statement of Lemma 10 below.

Now m,(P) - (det a)Pa. For an arbitrary subset W' of W,
e EW

let mW (p) = (det a)P . By means of the next three lemmas,
a W1

we shall construct inductively a 2n-element subset W of W such that

m() = mW(). W will be defined in terms of the set of simple roots

of o.

__I~ _ _eE~ ~
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E1 ( ) E2 (a)
We recall that for all aEW, we have a = u u 2  ...

C (a) E (a) E'(O) E'(o)
... un  V Voul u2  ... Un , by the above definitions.

If S1,S2,...S are subsets of W, let S1S2 ...S denote the set of

products {s 1 s 2 ... s pi E Si (1 < i < p)}. Let eEW be the identity

element.

Lemma 8. Let A C W be the two-element subset {e,u }. If

an> bn, then m(m) m(P). If a < b , then m ( V) mA ().

Proof. Suppose an > bn. Now A'V= {aEWle () e2(a) ...

... n-l (a) = O}. Let A I W-AV. We define a map : 4 W as

follows: For all aE , let j(a) denote the lowest index i such

that 1 < i < n-1 and i (a) = 1. Let f(a) = uv j(a), nva f is

clearly an involutive bijection of onto itself. We show that

kS() M Xa: As above, we have by (12) that the expressions (11) for

k and L (g) differ only by the substitution of f(o)(X+p)j()

S- (a) (no)for +p) - a()(j (a)) and of (a)(+p)n

C (a) I (a)
= (-) n a() (j(a)) for a(X+p)n (-1) n (a)(n) Hence it

suffices to show that

C (a)

j) n b'I

C (a)
= ' - b1 (-1) n - b'l

aft(a)(n) j(a) aft(a)Q(a)) n I
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But this is trivial if En () = 1. If E (a) = 0, it is true because

a' > a' > b' for all i (1 < i < n), by our assumption that a > b
i- n - n n - n

Hence X(Y) = ka. Since det S(o) - det a, we have proved the

first half of the lemma.

Suppose a <b . 'VA {a WIE'(0) e'(a) = .. a ' (O) = 0).

Let ' = W-V A. We define a map J': > ' + W as follows: For all

SE4', let j'(a) denote the lowest index i such that 1 < i < n-l

and E'(a) = 1. Let '(a) vv(),nu . f' is clearly an

involutive bijection of ,' onto itself. Also, , '(a) a= L. Indeed,

as above we have by (12') that the expressions (11) for Z and

I f'(a) differ only by the substitution of f(a)(X+p)(a)-1lj, (a)) =

(-1) n a' for o(a+P)()- ()) = -a,( 0 ) , and of

C'(G)
f(O)(X+p)H()_(n) = -a',( ) for o(A+p)H(o)_ 1 (n) ) n an. The

result that o) now follows as above by a trivial check of the

two possibilities for E'(0), and by the assumption that a < bn n - n

Also, det F' (a) = -det a. This proves the lemma.

We make two more definitions. For all k (1 < k < n), let

1jk { (vEfI H(v) is a permutation of {l,2,...k))}}, and let

4 Wk = {oE WI E(a) = 0 for all i-1,2,...k-1, H(a) is a permutation

of {k,k+l,...n}}.
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The next lemma is designed to handle the inductive step.

Lemma 9. Let 2 < i < n-1. Let A and B be subsets of Wi+1 , and

suppose that every element a E AVi+ B can be expressed uniquely
aA i+ i B

as Co=avb where aEA, vEVi+1, be B. Suppose m. () = mX (1).

Let C c W be the two-element subset {e,vi,i+)}. Then we have the

ACV B
following: If ai > bi, then m(P) = mX , and if ai < bi, then

A'V C 8
mX(P) = MX

Proof. Suppose ai > b i . Every element a6 Vi+l may be

uniquely written a = vk, i+v where vE/i and 1 < k < i+l (we

recall that v = e (1 < j ( n)). Let = {aI Ai+BIo =

= avk,i+l vb where aEA, bE B, vE /iV and 1 < k < i-1). We define

a map 5: + W as follows: Let C = avki+Ivb E2. Define

=() =avi,i+1k,i+ vb. is well defined by our uniqueness

assumption. Also, f(G)EJ since vi,i+1 k,i+l = Vki+lvk, i . Hence

is an involutive bijection of onto itself.

We show that L(a) - %. Let a = av k,i+vb as above, write

i+ ( b) i+ 2 (b) E (b) i+2(b) n (b)i+l 1+2 n 1+2 n
b = ui+ u+ 2  ... u vb , let wb = Ui+2  ... u and

ib1 t2Wn b i+ 2  n

let vawb  w a . Then

a u i+l (b)
0 = (Uawbu k a k,i+1 b).

_ I
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Similarly,

C i+ ( b )

z(0) = (uaWuk (VaVi,i+1Vk,i+lvb)

Applying (12), we see that the expressions (11) for % and f(o)

differ only by the substitution of f(C)(X+)i a (v)(k) for

o(X+p) i = a(v)(i)v and of f(a)(X+p)(V)-l(i+l ) = (-1- a'

for a(X+p) -l = (-1) (v)(k) (where =0O or 1). The fact
T(v ) (i+l)

that £(a) = I now follows immediately from (11) and the fact that

aH(v)(k) and a )(i) ' > a b' b> bA(v a)-1(i+l).

Since det f(a) - -det a, we have the first half of the lemma.

Suppose ai < b i . Every element a Evi+1 may be uniquely written

a= ki+ where vE'/ and 1 < k < i+l. Let ' = {oAV+1 3 L =k,i+l i _ i+ 1

= av Vki+b where aeA, b B, vE iL and 1 < k < i-l}. We define a
k,i+l i

map f': 4 ' - W as follows: Let a = av vk,i+1be I '. Define

f'(a) = av vk,i+v ,i+1b. As above, f' is a well defined involutive

bijection of A onto itself since vk i + vi, i+l = VkiVk,i+l.

Also, , ( ) = E. Indeed, let a = av vk,i+ b as above and let

wb and w' be as above. Then

b(b)a (U Xi+l
ab (v) - ( a k,i+1b1(v) (k)
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and

U U (b)

'(w) = (ua u - )1 a k,i+l i,i+lb)"H(v) (i)

As above, we see by (12) that the expressions (11) for a and

£ () differ only by the substitution of {'(C)(G+p) -(k) = a

s (b)1+l
for a(X-p) -1 - (-1) a' and off]or o(X+P)H(v)- (k) a(vb)(i+l)

i+l
S '(a) (v)( )  (- 1) a' (v)(i+l) for

o(+p(v) li) = a'. We now have by (11) that ,(0) since

a' < a' < b' < b' for each of the indices s = H(v)- 1 (k) and
(v b ) ( i + )  -i i - s

(v)- 1 (i) which is greater than 1.

Also, det f'(a) - -det a. This completes the proof of the

lewma.

We define T = v , T = v2,3.T = v and T = u ,
1 1,2' 2  ,3' n-1 n-l,n n n

so that T1 ,t 2 ,... and Tn are the Weyl reflections with respect to

the simple roots l-2' 2-3"' Xn-- n and 2An, respectively.

We define the subset W c W as follows: W is the set of products of

T1"'T n, each Ti taken at most once, in the order determined by the

following conditions: For each i such that 2 < i < n, if ai > bi,

then Ti must occur to the left of Ti-1, and if ai < bi, then Ti
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must occur to the right of Ti- (we note that Tk and T commute if

Ik-Li > 1). By Lemmas 8 and 9 and induction, we have:

Lemma 10. m(P) = mA (). W has exactly 2n elements, indexed

naturally by the 2n subsets of the set {Tl,".Tn } ( i (1 < i < n)

are the Weyl reflections with respect to the simple roots of .)

Now by (11) and (12), we have:

n n
(16) 1,0. - (-b + + a'+ +b ')

(16)2 1 i  i
i=l1 i-2

for all o6W.

Suppose a > b . Then all the elements o of W are of the form
n- n

Tny where E-O or 1 and v EL/. If C=0, then b' occurs with a plus

sign in (16), since a(X+p) > a' > b' by (12). If =l, then b'
n- n- n n

occurs with a minus sign in (16), since o(X+p)n < 0 by (12).

Suppose a < b . All the elements a of W are of the form v Tn where
n n n

E and v are as above. If C=0, then a' occurs with a plus sign inn

(16), since a' occurs as a(X+p) for some J, by (12'), and a' < b' < b'
n j n- n- j

if j >2. If E-l, then a' occurs with a minus sign in (16), sincen

a' occurs as -G(AX+p) for some j, by (12'). Thus in any case, if T

does not occur in aE W, then A +1 = min(a',b') occurs with a plus
n n n

sign in (16) (see the statement of the theorem for the definition of

Ai), and if Tn does occur in a, then A +1 occurs with a minus sign

in (16).

_~I i_
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Let 2 < i < n-l. Suppose a i > b and a > b Then all

the elements aEW are of the form aTi T vb, where the e's are 0ti+ i

or 1, v c,, and a,b Wi+ If i 0, then bi occurs with a plus

sign in (16), since a(X+p)i > a i' b' by (12); also, a'+l occurs

with a minus sign in (16) since a!+1 occurs as +(A+)j where j > i,

by (12), and a'  > b' b'. If i=1l, then G(X+p)i = a' < b'i+l- i+l- j i i+l- i

by (12) and our assumption that A > 0 (see above), and so b' - ai+

occurs with a minus sign in (16). Thus if a > bi and ai+ > bi+1

we have that A +1 - min(al,bi) - max(ai+l,bi+,) occurs with a plus
i -- i+,i+)----~----'-

sign in (16) if i does not occur in GeW, and Ai+l occurs with a

minus sign in (16) if Ti does occur in G.

With i as above, suppose a > b and ai+1 < bi+ Then every
i- i i+ i+l

element aeW is of the form aTi v T i+b (same notation as in the
i i+l

last paragraph). If i=0, then b' occurs with a plus sign in (16)

since a(X+p)i > al > b_ by (12'); also, b' occurs with a minus sign
i > i  bi +1

in (16) since O(X+p)i+ < a+ < b ' by (12'). If i =1, then b'

occurs with a minus sign in (16) since a(+p) < a' < b'+ < bi' by

(12'); also, b'+l occurs with a plus sign in (16) since c(A+p)+l >

> a ' > b' > b'+l by (12'). Thus if ai > b i and ai+, < bi+1 , we again

havei -that Ai+ occurs with a pus sign i if i does not occur in

have that A +1 occurs with a plus sign in (16) if T does not occur in

-- ------ la=e= --
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aEW, and A +1 occurs with a minus sign in (16) if Ti does occur

in a.

Next suppose ai < b i and ai+l > bi+1 . Then every element

i+1
oEW is of the form aT i+ v Ti ib (same notation as above). If

i =0, then ai occurs with a plus sign in (16) since ai = Y(X+p)

where j < i, by (12), and a' < b' j b' if j > 2; also, a' occurs

with a minus sign in (16) since ai+1 - _+)j where j > i by (12),

and al'  b ' + b'. If Eil1 , then a' occurs with a minus sign ini+( j i+1 j ia

(16) since a' = +a(X+p) where j > i by (12), and a a'+l >

> ' > b'; also, a'l occurs with a plus sign in (16) sincei+1 (j i+1

ai+1 = (+p) where j < i, by (12), and a' + 1  a' b' < b' if j 2.
1 I i1 _ 1 - i- j

Thus if ai < bi and ai+1 > bi+l, we again have that Ai+l occurs with

a plus sign in (16) if Ti does not occur in G W, and Ai+l occurs

with a minus sign in (16) if Ti occurs in a.

Finally, suppose ai < b i and ai+ 1 < bi+1 . Then every element

a EW is of the form av Ti T bl (same notation as above). If
i i+l

i=0, then a' occurs with a plus sign in (16) since a' occurs as

a(X+p) where j < i, by (12'), and a' < b' < b' if j > 2; also,
J i- i- j

b' occurs with a minus sign in (16) since a(X+)+1 < a'l b'
i+by (12') If , then i++1  i+

by (12'). If e =1, then G(X+p) i+l = a'. - i+1 by (12') and our

_1_
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assumption that Ai > 0, and so a'-b'i+ occurs with a minus sign in

(16).

Thus the last four paragraphs have shown that if 2 < i < n-l,

and if A > 0 (as we have assumed), then A +1 occurs with a plus

sign in (16) if Ti does not occur in EW, and Ai+l occurs with a

minus sign in (16) if Ti occurs in a.

If a2 > b, all the elements OEi are of the form ar T2  lb

where the E's are 0 or 1, and a,b EW3 . If 1=0, then ai occurs with

a plus sign in (16), since o(+p)1  a' by (12); also, a2 occurs

with a minus sign in (16), since a' occurs as +a(X+p) where j > 2,

by (12), and a'> b 2  b. If e =1, a' occurs with a minus sign in

(16), since at occurs as +a(+p) where j > 2, by (12), and

a ' > a > b ' > b'; also, a' occurs with a plus sign in (16), since

C(X+p) )= a2 by (12).

1 2
If a2 < b2, all the elements aEW are of the form al T2 b

(same notation as above). If 1-0, then a1 occurs with a plus sign

in (16), since o(X+p)1 = al by (12'); also, b2 occurs with a minus

sign in (16) since a(X+p) a' < b' by (12'). If El=1, ai occurs

with a minus sign in (16), since a' occurs as +G(X+p)j where j > 2

by (12'), and a' 1 b' > b' by our assumption that A1  0; also, b'

occurs with a plus sign in (16) since a(+p)2 a, > b2, by (12')

__I_
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and our assumption that A1 > 0. Hence under this assumption, we have

that A1 + 1 a' - max(a2,b2) occurs with a plus sign in (16) if T1

does not occur in oaW, and AI+1 occurs with a minus sign in (16) if

T1 occurs in a.

The conclusion is that in view of the preceding paragraphs, and

by virtue of the assumptions A > 0 (1 < i < n-1), we have that (16)

can be rewritten as:

n
(17) o = (-bl - n + 6i(Ai+l))

i=1l

where 6i=1 if and only if Ti does not occur in a, and 6i = -1

otherwise. If a contains exactly r of the reflections T1T 2 ,. .Tn,

the numerical summand in (17) is exactly -r and det a = (-1) r . But

n-2+%

Pa ( n-2 ) and mX(p) = j , (det a)Pa. Thus we have precisely
asW

the expression (8) for m (P) (see the statement of the theorem), and

Theorem 6 is proved.

& 2e Formulas for (F4, Spin (9))

Let U = F , K = Spin (9), Let be a Cartan subalgebra of the

complexified Lie algebra k of K, so that is also a Cartan sub-

algebra of the complexified Lie algebra ? of U. We shall describe

the root structure of the complex simple Lie algebras o and k with

respect to I.

_~
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We may choose a basis {X1 X 2',93, 4  of the dual of b satisfying

the following conditions: The Xi are orthogonal and of the same

length, with respect to the bilinear form on the dual of 7 induced

by the Killing form of cp. The roots of o with respect to 1 are

+ i (1 < i < 4), + +X (1 < i < < 4), and 1 C ii , where
i=l

i = +1 (1 < i < 4); we shall denote this last root by (E,1 2, 3, 4).

The roots of I with respect to 1 are +Xi +±X (1 < i < J < 4) and the

roots X(El, 2, 3, 4 ) such that an odd number of ei's are +1.

{2-x 3X3- 4 , 4 , (1,-l,-l,-)} is a simple system for '. The

corresponding positive system is {X ( < i < 4), Xj +k (1 < j < k< 4),

A(l,E 2,s 3, 4) (E2,E 3,4 = + 1)}. The unique positive system for ,fe

contained in this positive system for k is {Ai +xj (1 < i < j < 4),

(11,l-1), (19,,,-1,1), 1(1,-1,1,1), (1,-1,-1,-)}. We take

these to be the positive systems for O and 2, respectively.
4

The dominant linear forms for O are the forms ai i where
i=l

aiE IR , a > a2 > a3 > a4 > 0 and a > a+2 + a + 4 . The dominant

linear forms for I are the forms a X where ai E IR,
i=l

a > a2  a3 > 1 a4 1 and a1 > a2 + a3 + a4 . The integral linear

forms for the simply connected adjoint group U, and hence also for

K, are the integral linear combinations of the roots of 4 that is,

__I_
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4
the linear forms I a.Ai such that either ai E (1 < i < 4) or

i=l

1aiG C + (1 < i < 4). Let DU and D denote the sets of dominantS2 U K

integral linear forms for U and K, respectively.

It is not hard to show, using a (complexified) Iwasawa

decomposition of T, that the highest weight of any class 1 finite

dimensional irreducible representation of U is of the form aXl for

some a E Z+. We can now state two multiplicity theorems for the

pair (U, K). Theorem 7 deals with the class 1 representations, and

Theorem 8 will be used in Chapter III. We only give the proof of

Theorem 7, however, for reasons mentioned in the Introduction.
4

Theorem 7. Let XG DU, p = I bi i  DK. Suppose X is the
i=l

highest weight of a class 1 finite dimensional irreducible repre-

sentation of U, so that X = aXl (aE +). Then m() = <

b 2 = b 3 = -b4 and b1 + b2 < a; otherwise, m,(P) = 0.

4
Theorem 8. Let X = I ai I E DU. Then V = a2 1 + a3X2 +

in1

+ a 4 3 - a4 4 E DK, and m(U) = 1.

Proof of Theorem 7. We shall apply Kostant's formula to the

pair (U,K).

Let p be half the sum of the positive roots of 0. Then

11 5 3 1
p - X1 + 2 + 1 + x2 1 2 2 2 3 2 4*

__ j ~



-93-

If x and y are two real numbers, we shall write x)y or yOx

for the relation y-x 6 Z, and we shall write x@y or y( x for

the relation x 0 y and x(y. The following lemma gives a description

of the partition function P:

4
Lemma 11. Let v = I xA be an integral linear form. Then

i=1

P(v) is the number of real quadruples (pl,P2,P 3,P 4 ) satisfying the

conditions

P1 + 2 + P3 + P4 > 0

Pl + P2- P3- P4 > 0
(18)

Pl - P 2 + P3 - p 4 > 0

Pl - P 2 - P 3 + P 4 
> 0,

4
(19) Pi E 2Z,

i-i

(20) Pi xi (i < i < 4).

Proof. Let a1 = X(1,1,1,1), a2 = X(1,1,-1,-1), a 3 =

= X(I,-l,l,-1), a4 = A(1,-l,-l,l). The positive weights of the

canonical representation of on &/ are Ai (1 < i < 4) and

aj (l<j <4).

__ ___ _~
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Let aL be the matrix

1 1 1 1
2 2 2 2

1 1 1 1
2 2 2 2

1 1 1 1
2 2 2 2

1 1 1 1

Now since 6L is orthogonal, det 6L 0 0. Also, (X 1 , 2 ,X 3 ,x 4 )a -

= (al,a2 ,a3,a4 ). Hence al, a2 , a3 and a4 are linearly independent,

and so P(v) is the number of non-negative integral linear combina-

4
tions I Pili of al, a2' a 3 and a4 such that Pi Xi (1 < i < 4).

i=1

Hence it suffices to show that the non-negative integral linear

combinations of al, a2, a3 and a4 are precisely the linear forms

4
1 PiXi such that the pi satisfy conditions (18) and (19), and such
i-l

that either pi~  (1 < i < 4) or piE + - (1 < i < 4).

4
We note that if pi, q G lR (< i < 4), then I Pi =

i=1

i qi (pP 2 ,P ( Plp2'3' (q1',q2 ,q 3 'q 4 ). But since t 2 is
il1

the identity, this is equivalent to the condition that

(pl'P2P3P4) . 2 (q 1 ,q 2 ,q 3 ,q 4 ). Hence the non-negative integral

_ I_ ~P-~L_
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linear combinations of al, a2, a3 and a4 are the linear forms

4
C Pii such that

i=1

pl + P 2 + P 3 
+ P4 C 2 ,

pl + P 2 - P 3 - P4 C 2,

Pl - P 2 + P 3 - P 4 6 2-+,

Pl - P 2 - P 3 + P 4 E 27Z+.

This proves the lemma.

We now describe the Weyl group W of o, regarded as a group of

linear transformations of the dual of . It is not hard to show

that each Weyl chamber for e splits into exactly 3 Weyl chambers

for o~. Hence W is the disjoint union of 3 right cosets of the

Weyl group of ); in particular, W has 3.384 - 1152 elements. Let

e denote its identity element.

For every root a of 1, let Ra E W be the Weyl reflection with

respect to a. Then

4 4
(21) RX(( x )  (x i  xjj) h i

'3 il i-l J~i

for all ci = +1 and xi E S. Indeed, the transformation defined by

4
the right-hand side of (21) reverses C iXi and leaves fixed any

4 4
linear form C xi) i such that I x i i 

= 0. It is easy to see from
i=l i=1
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(21) that RA(1,,1,1) takes the set of roots S {+ i (1 < i < 4),-i

+Xj +k (1 < j < k < 4)} onto the set of roots of e. Hence W is

the disjoint union of 3 right cosets of the group W' generated by

{Ra aE S).

Now W' is the semidirect product of a normal subgroup U and a

subgroup 'f, where U and V are described as follows: U is the

4 4 6
16-element group of transformations a: xY - (-1) x iV,

i=l i=l

where 6i = 6i() = 0 or 1 (1 < i < 4); the 6i(a) are uniquely

Z6 (a)
determined by c, and det a = (-1) . is the 24-element group

4 4
of transformations T: xi x i -+ z N(i)o i , where R = (T) is a

i-i i-i

permutation of the set {1,2,3,4}; H(T) is uniquely determined by T,

and det T = sign H(T). In particular, (21) shows that the 3 cosets

W', W'R ,-,-) and W'R() of W' are distinct, and so

W = W' U W'R( l,_1,l1,_) U W'R(1,-1l-1,l)

(disjoint union).

It will be convenient to write this decomposition in the form

(22) W = W' V W'RX( ,U W'Rx4 RX(,_, 9)

(disjoint union).



-97-

Now mX(P) = I (det 0) P(ao(+p) - (V+p)), by Kostant's
aOW

formula. The next two lemmas will be used to simplify this sum of

1152 terms. For all integral linear forms v and C, and all subsets

X of W, let (E) Y (det a)P(a(v)-E).
SEX

4 4
Lemma 12. Let V = I xiX and Z YX i be integral linear

i=l i=l

forms, and assume that xi > 0 (1 < i < 4). Then M ) is the number

of real quadruples (pl,P2,P 3,P 4 ) satisfying (18), (19) and the

conditions

(23) -xi-yi pi x i-y i  (1 < i < 4).

Proof. For all a El, let 4 a denote the set of real quadruples

(pl1 P2 P3P4) satisfying (18), (19) and the conditions

i(a)
Pi (-1) xi - Yi (1 < i < 4); then P(a(v)-E) is the number of

elements in a , by Lemma 11. If (pl,P2 ,P 3 ,P 4 ) satisfies (18), (19)

and (23), then it lies in ,e' but not in a for any ao E with

a # e. If (pl,P2 ,P 3 ,P 4 ) does not satisfy (18), (19) and (23), then

it either lies in no a (oeaEL), or else {ae'7% (pl P 2 ,P 3 ,P 4)EoJ0 }

has the same number of elements with determinant +1 as with

determinant -1. The lemma now follows from the definition of M (E).

___
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Let Tl, T2 , T 3 and T4 be finite sets of real numbers, and let

= 1 Yixi be an integral linear form. For all T , let T()
i=L1

denote the set of real quadruples (pl,P2 ,P 3,P 4 ) satisfying (18),

(19) and the conditions

(24) Pi E T (T)(i) - Yi (1 < i < 4),

and let Q T() denote the number of elements in ;T( ). Define
T T

NT() = zreSf
(det T) QT( ).

4
Lemma 13. Let v = I xiAi and 5 =

i=l

4

yi xi be integral lineari=1

forms, and assume that xl > x2 > x3 > x4 > 0. Define

T(V) 1 = {tER I-x l  t Q -x 2

T(v) 2 = {tER I-x 2 @ t(-x 3

(25)
T(v)3 = {tE IR I-x 3 ( t -x 4

T(V) 4 = {tE5 R I-x 4 Et x 4).

Then M () - NT(v)().

Proof. We have

or x2 tO)x}

or x 3 @ t x2}

or x 4 t Ox 3
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= C (det a)(det T)P(aT()-C)

r EV

(det T)M U().

For all T EV, let T denote the set of real quadruples

(PlP2P3'P4) satisfying (18), (19) and the conditions

-xH(T)(i)-y i @PiX(T)(i)-yi (1 < i < 4); then MT () is the

number of elements in T', by Lemma 12. Hence we must show that the

alternating sum of the numbers of elements in the sets &T is the

alternating sum of the numbers of elements in the sets ().

But if (p 1 ,P 2 ,P 3 ,4E for some z Elf, then (p 1  2 ,p3P 4) lies

in T , but not in RT for any TEV- with T . If

(Pl'P 2 PP3 '4 Of T for any T E , then either

{TEFI (pl'P2 ,P3'P 4 )E .T is empty, or else it has the same number

of elements with determinant +1 as with determinant -1. This proves

the lemma.

Now

11 5 3 1
(26) X+p = (a + 2 )X1 + i 2 3  42 1 2 3 X 2 4q

and
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(27) + = (bl + )X1 + (b2 )2 + (b 3  )X3 + (b4 + )X4"

From (21), we have

(28) RX( 1  1,1 ) (X+p) - + 5)X 1 + (a + 3)X 2 + + 2)13 +

+ (a+ 1)X 4

and

( a9 a7 a5(29) RX R(1,-,-1,1) (X+P) ( 1 + 2 ) 2 + (A + 3

+ a +
Let (X+p)* = R ( 1, 1 , )(X+p) and (X+p)** = R4R(1,-1,-1,1(+p).

Then

W' W'
(30) mx() - M +p(p ) - M(x+p)*(p+P) + MX,+p)**(P+p),

from (22). By (30) and Lemma 13, we have

(31) m,(U) = NT(+p)(i+P) - NT(A+p)*(P+p) + NT(X+p)**( +p) .

Lemma 14. If (pl,P2 ,P 3 ,P 4 ) is a real quadruple satisfying (18),

then P1 > IP 2 1, Pl > IP3 1 and pl > 1P4 1.

Proof. We have Pl + p2 > P 3 + P4 1 > 0, and

Pl- P2
> IP 3 - P4 1 >O, so that pl > IP21. Similarly, Pl - IP 3 1

and p1 IP4 1 -
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Lemma 15. We have

mX(P) = (det T)QT ( X+ p )

1(T) (1)=1

Proof. By (31), it suffices to show that QT+)*(p+p) -T(Q+p)** T (+p)

Q (X+P)**(+p) = 0 for all T 6E /, and that QT (P+) = 0 for

all TElf such that H(T)(1) # 1. Hence it suffices to show that the

corresponding sets FT(p+p) are empty. Suppose (pl,P2,P 3, 4 ) lies

in one of these sets. In view of (24) and (25), and the explicit

expressions (26), (27), (28) and (29), we have the following: In

the case T = T(X+p), pl < 0. In the cases T = T(X+p)* and

T a T(X+p)**, we have that pl <  - bl, that lp -1 >  - b if2 1T)(T) (1) 

H(T)-1(1) > 1, and that -p _ >2 b if H(T)-1(2) > 1.
1I(T)-l(2) 2 1

Hence in all cases, pl< IPjI for some j-2,3,4. This contradicts

Lemma 14, and so Lemma 15 is proved.

We shall use the notation Tl, 2 , T4, T 5 to denote the

elements Tye of V such that H(T)(1) - 1, in the order determined

by the following conditions:

H(T 1 ) is the transposition of 3 and 4; H(T 2 )(2) - 4, 11(T 2 )(3) = 2,

H(T2 )(4) = 3; H(T3) is the transposition of 2 and 4; H(T4 )(2) = 3,

1H(T4)(3) = 4, (Tr4)(4) = 2; 1(Tr5 ) is the transposition of 2 and 3.4 5
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For every real triple (p 2 ,P 3 ,P4), let

?n(p) - max(-p 2 -p 3-P 4, -P2+P3+P4 P2 -P 3 +P 4 P2+P3-P4 )

and let

(p) = p 2 +P 3+P 4'

Then (pl,P2,P 3,P 4 ) satisfies (18) if and only if pl 7(p), and it

satisfies (19) if and only if pl +7 (p)E 27Z; here $' and 71 are

regarded as functions of the last 3 variables.

T(T+p) T(X+p)Now Q T( (P+P) T(+ (+p). To prove this, it sufficesT2 T 3

to show that T2 T(+)(I+p) and $ T(X+P)( 0p) are in 1 - 1
2 3

correspondence. For a quadruple (Pl'P2'P 3,P 4) of 2' (24) and (25)

give 4 possible choices for (p 2 ,P 3,P 4 ) (see (26) and (27)), namely,

(-2-b2 , -3-b3 , -1-b4),

(-2-b2 , -3-b3 , 1-b 4 ),

(-2-b 2 , 1-b 3 , -1-b ),

(-2-b2 , 1-b 3 , 1-b 4 ).

The respective values of Pt(p) are:
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6 + b 2 + b 3 + b 4 ,

4 + b 2 + b 3 + b ,

(32)
2 + b 2 + b 3 + b 4'

max(b 2 + b 3 + b4, 4 + b2 - b3 - b 4 ),

and the respective values of VL(p) are:

- (6 + b 2 + b 3 + b4),

- (4 + b 2 + b 3 + b 4 ) ,

(33)
- (2 + b 2 + b 3 + bQ),

- (b 2 + b3 + b ).

For a quadruple (pl,P2,P 3 ,P 4 )E 7 3, (24) and (25) also give 4

possible choices for (p 2,P 3,P 4 ), namely,

(-2-b2 , -2-b3 , -2-b4)

(-2-b 2 , -b 3 , -2-b 4 )

(-2-b 2 , -2-b 3 , 2-b 4 )

(-2-b 2 , -b 3 , 2-b 4 ).

The respective values of 79 (p) and 1t(p) are exactly the same as in

(32) and (33). Since the values of pl determined by (24) and (25)

are exactly the same for W 2 and 3~ we have that Q T(X+ +p)2 3( Tp)

= QT(X+ p)T,

_~ _~
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The same argument shows that QT(X+p)) QT (+P ).
4 5

Indeed, for a quadruple (pl,P2 ,P 3,P 4 ) 6E T(X+p)(+p), (24) and (25)

give the following choices for (p2,P3P4):

(-3-b2, -1-b 3 , -2-b 4 ) ,

(-1-b 2 , -1-b 3 , -2-b4)

(-3-b 2 , -1-b 3 , 2-b 4 ) ,

(-1-b 2 , -1-b 3 , 2-b 4 ).

The choices for T(X+P)(p+p) are:T5

(-3-b2 , -3-b3 -b 4 ),

(-1-b 2 , -3-b3, -b 4 ),

(-3-b 2 , 1-b 3 , -b 4 ),

(-1-b 2 , 1-b 3 , -b ) .

The respective values of nt(p) in both cases are:

6 + b 2 + b 3 + b4,

4 + b 2 + b 3 + b4 ,

max(2 + b 2 + b 3 + b4 , 4 + b2 - b 3 - b ) ,

max(b2 + b 3 + b 4 , 2 + b 2 - b3 - b 4 ) .

PI~ m~lT m_~
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Since the respective values of 7.(p) are also the same in the two

cases, we have that QT (X+p) ) = T (P)
4 5

From Lemma 15 and the last two paragraphs, we have

T(+p) QT(X+P) ( ).
(34) mA,() = Qe T 1

Let [ - T(+p) (+p) and 1 T(+p)(P+p) For a

quadruple (plP 2 ,P 3 P 4 )Ele, (24) and (25) give the following

choices for (p 2 ,P 3 ,P4):

(-4-b2 , -2-b 3 , -bQ4)

(-4-b2 , -b 3 , -bQ4 )

(35)
(-b 2 , -2-b3 , -b 4 ),

(-b2, -b 3 , -b 4 ).

The choices for 1 are:

(-4-b2 , -1-b 3 , -1-b 4 ),

(36) (-4-b 2 , -1-b 3 , -b 4 ) ,

(-b 2 , -1-b 3 , -1-b 4 ),

(-b 2 , -1-b 3 , 1-b 4 ).

The respective values of I(p) for re are:

_ __. i



-106-

6 + b2 + b 3 + b ,

4 + b 2 + b3 + b 4'

2 + b2 + b3 + b ,

b2 + b 3 + b ,

and the respective values of "(p) for t1 are

6 + b 2 + b3 + b4 ,

4 + b2 + b3 + b4q

2 + b 2 + b3 + b ,

max(b2 + b3 + b 4 , 2 - b 2 + b 3 - b4).

The respective values of 'J(p) are the same for 'e and 1. The

values of pl determined by (24) and (25) constitute the set

T(+p) 1 - (b +11). Let IAI be the number of elements in the set

A {pT(+p) 1 - (b + 1 p b 2 
+ b 3 

+ b4 ,

p - b2 - b3 - b 4  2},

and let IBI be the number of elements in the set

B = {pET(X+p) 1 - (b1 + 11 I p > max(b2 + b 3 + b4,

2 - b 2 + b 3 - b4), p - b 2 - b 3 - b 4  2}).

The first 3 rows of (35) and (36) give equal contributions to

_~I _~
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QT(X+)() and Q T(+)(p+p), respectively, and so (34) reduces to:
e T 11

(37) () = IAI - IBI.

If b2+b4 > 1, then A=B, so that m,(i) = 0 by (37). Suppose

now that b2+b4 < 1, so that b2+b4  0, and b2 
= b3 = -b4. Then

A (peT(X+p)1 - (bl + p > 2 , p - b2  2Z}

and

B {pT(X+p) 1- (b 1 + )1) p b 2 
+

Now B c A, and the complement of B in A is the

2, p - b2E 2Z2.

set

C - {pE T(X+p) 1 - (b +-') b2 < p < b2 + 2, p - b 2 E 21}.

S{pET(+p) 1 - (b1  1 p = b2}

11
Hence C has exactly one element if and only if b26 T(X+p) 1 - (bl + I

11
otherwise, C is empty. But b2 T(+p) 1 - (bl +-=) if and only if

bl + b20a, that is, if and only if bl + b2 < a. Since by (37)

m ( P) is the number of elements in C, w(P) = 0 unless bl + b2 < a,

in which case mX() = 1. This completes the proof of Theorem 7.



Chapter III. Systems of minimal types and rank 1 groups

§ Systems of minimal types

In this chapter, we use the notation of Chapter I, not

Chapter II. In particular, G is a connected real semisimple Lie

group with finite center.

Let no be the Lie subalgebra of co corresponding to M, and

let m be the complex subspace of o generated by to. Let am be

a Cartan subalgebra of the complex reductive Lie algebra m, and

fix a system A" of positive roots of m with respect to )m. Let

)4 ~ , denote the subalgebra of V generated by 1 n, and 1, so that

Wim may be regarded as the algebra of polynomial functions on the

dual of n ,. For all yeM, let i(y) denote the highest weight

(with respect to A'') of the representation of m induced by any

member of Y. We recall (cf. Chapter I, § 5) that if $EK and ye M

are such that m(B,y) = 1, then X,(,Y) is a homomorphism from 'M

into C. We recall the definition of y(a)E M (aCG) and of s E W

from Chapter I, §3.

Definition 1 (see the Introduction for motivation). A system

of minimal types for G is a family (Ci,fi e I where I is a finite

set, each C i is a map of a subset of M into i, and each fi is a

homomorphism from XM into 1 4 m, such that the following conditions

hold:

-108-
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(1) U (domain C ) = M,
ijl

(2) for all iEI and yEdomain Ci, m( Ci(Y),Y) = i,

(3) for all iEI, y E domain C i and x EC( M

X(Ci ())(x) = fi(x)(i(y)),

(4) for all a6G, m(a,Ci(s4 Y(a))) = 1 for all IEI such that

soY(a) E domain C i

Let = P+bm , so that is a Cartan subalgebra of %.

Let A+ be the system of positive roots of o with respect to I

determined by the following conditions: The set of non-zero

restrictions to at of the elements of A+ is the set -7+ (we recall

the definition of E+ from Chapter I, § i), and the set of restric-

tions to rn of the elements of A+ vanishing on 0o is the set A"

If a E G and X is the highest weight of any member of a with respect

to A+, then

(1) X1, = soA(a) and Xi =(Soy(a)).

Let Wt denote the subalgebra of 1 generated by and 1. Then

14 may be regarded as the algebra of polynomial functions on the

dual of . Also, 4 is naturally isomorphic to OLW0, .

Suppose G has a system i (Ci fl)i of minimal types.

Then

1 0 fi: O X M -+ 019~4m=

i~-~--- ~-IC-~C- I--i
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is a homomorphism for all iE I. Let F4 : V K 4 be the linear map

(l f i)q for all iEc (we recall the definition of q from

Proposition 1 of Chapter I ( )).

If YEM and ve A, then a is defined, and if in addition

0EK is such that m(O,y) = 1i, then a is defined (Chapter I, 4).

We can now state:

Theorem 1. Suppose G has a system = ( 1i ,fi)i of minimal

types. Then F: K +) is a homomorphism for all iEI.

Let aGG, and let X be the highest weight (with respect to A )

of any member of a. Choose 16 I such that s y(a) 6 domain C-

Then m(a, ,i(S oY(a))) = 1 and

(2) Xn(a, Ci(soY(a)))(u) = F i (u)(X) for all uz K

Let yeM and vEA. Let A be the linear form on such that

AI, =- )+p and AlI n iV(y). Choose i I such that y e domain

Ci. Then m(a , C i (Y)) = 1 and

(3) X(a, Ci)) (uu)= F (u)(A) for all u K
Aicv' Ct)))

Moreover, y is defined, and is an infinitesimal equivalence

class of irreducible quasi-simple Banach space representations of G

such that

(4) X (u) w F (u)(A) for all uEo K.

Proof. The first statement follows from the above remarks and

from Proposition 1 of Chapter 1 (, 1), together with the fact that

N is commutative. To prove (2), we note that
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p i(soY(a)),soy(a ) = (1 X (C i(Soy(a)) ,soY(a)))eq.

Hence from Theorem 1' of Chapter I ( 5), and from Definition 1(3),

we get

Xn(a, (s y(a)))(u) = {(11 fi()(p(Y(a)))]q(u)} (sX(a))

( -((Q fi)q(u))(A)

(by (1))

SF? (u) ()

for all u E vK, and (2) is proved. (3) follows in exactly the same

way from Theorem 2 of Chapter I (§4). - "', ( ... ...

,4,> .- L........ ......... r: . " / I U . Finally,

(4) follows from (3) in the same way that Theorem 3 of Chapter I

(§ 4) follows from Theorem 2 of Chapter I (§ 4). This establishes

the theorem.

Remark. As explained in the Appendix to § 1, Theorem 1 can be

viewed as a generalization of Theorem 2.2 and Lemma 2.5 of [11].

Definition 2 (see the Introduction for motivation). A strong

system of minimal types for G is a system (X if)il of minimal

types for G satisfying the following conditions:

(1) Ci(Y) C i(sy) for all i,jE I, YEM and se W such that

y 6 domain Ci and sy E domain Cj (this allows us to define C(y)

(yeM) as i ( Y ) . where y E domain Ci ) '

_~~ _ ~_
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(2) for all y l , 2EM such that Y1 and Y2 are not conjugate

under W, either m(C (71) , 2 ) = 0 or m(C(y 2 ),Y 1 ) = 0.

Definition 2 leads to the following theorem:

Theorem 2. Suppose G has a strong system 4= ((ifi)iE I of

minimal types. Let i,j 6 I, YEM and sEW be such that y E domain

Ci and sy E domain C. Then

(5) F (u)(v,(y)) F (u)(s (s))

for all u E )K and all linear forms v on a (in (5), elements of

4 =OL I~ are evaluated at ordered pairs of forms on a and

m ). Moreover,

(6) C (Y) C(Y)
y ,v s,s

for all yEM, yEA and seW. Finally, if 71,y 2 EM are not

conjugate under W, then

SC( Y1 ) ^C(Y2 )
(7) a11 a 2

for any V1 ,V2 E A.

Proof. (5) follows easily from Theorem 4 of Chapter I (f 6)

and Definition 2(1), and (6) is contained in Theorem 4 of Chapter I.

(7) follows immediately from Definition 2(2), and Theorem 2 is

established.

_ _ __ ___
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Remark. Strong systems of minimal types exist for complex

groups G (see the Appendix to § 1) and for rank 1 real groups (see

S2). Hence Theorems 1 and 2 apply to these groups. As explained

in the Appendix to § 1, Theorem 2 can be regarded as a generaliza-

tion of Theorem 2.3 of [11].

Remark. We conjecture that (6) gives all possible infinitesi-

mal equivalences between representations of the form Hi I , when G

has a strong system of minimal types as in Theorem 2. (As explained

in the Appendix to §l, this would generalize Theorem 3.2 of [11].)

We have proved this conjecture for many of the rank 1 real groups G.

Specifically, whenever 7o is full rank (cf. J 2), sy - y for all

yEM and s EW. Proposition 2 of Chapter I ( 6) then implies the

desired result. The only rank 1 groups G for which Oo is not full

rank are those for which the ideal of o generated by ato is one

of the Lorentz algebras 50(1,2n-1) where n > 2 (cf. § 2), and it

may be easy to verify our conjecture directly in this case by

computing the image of the mapping p C(y),y (cf. the Remark follow-

ing Proposition 2 of Chapter I (§ 6)).

Remark. Suppose G has a system = (Ci1,f)i I of minimal

types. Then = 
( Y o )  0 for all iEI such that yoE domain 0i

(where a0 and yo are defined as in Chapter I, § 5), in view of

Definition 1(4), applied to the class of the trivial one-dimensional

representation of G. Thus if yoE domain Ci, we have

__ _i i ___ ~a _R
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pyo (u)() = F(u) (u)v,O)

for all u K and linear forms v on ot; here 0 denotes the zero

linear form on r. Hence our mappings Fi can be regarded as

extensions of the classical mapping p o (cf. Chapter I, §5).

Appendix to § 1: The complex case

Theorem 1 may be regarded as a generalization of Theorem 2.2

and Lemma 2.5 of [11], which deals with the case of complex G. When

applied to the complex case, Theorem 1 and its proof also provide a

clarification and simplification of these two results of [11].

Specifically, we first note that the example G - SU(1,1), as

well as other examples of rank 1 real simple groups, show that the

definition of "minimal type" given in [11, p. 390] is not appro-

priate for real semisimple Lie groups. Even if "weight" is replaced

by "element of M" in this definition (these two concepts essentially

coincide if G is complex), the same examples show that we still have

no unique notion of minimal type. Hence we have not attempted to

define "minimal type" in general.

On the other hand, Definition 1 above includes the complex case,

in the following sense: Let G be complex. Then Lemma 1.1 of [11]

shows that J - (CQfQ)Q I satisfies the third part of Definition

1i, where I is the set of systems of positive roots, fQ = BQ (in the

terminology of [11]), and CQ is the map which associates to each
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integral linear form P in the Weyl chamber defined by Q the element

of K such that any of its members has V as an extremal weight.

Also, Corollary 1 to Theorem 2.1 of [ll] shows that the last part

of Definition 1 is satisfied, so that J is a system of minimal

types for G.

If a EG (G is still complex) and E a, then the minimal type

of H in the sense of [11] can be described in our terminology as

the element of K such that any of its members contains y(c) as an

extremal weight. This shows that the minimal type of T is

precisely CQ(y(a)) (or (s o(a))) for all QE I such that y(a)E

domain C (or soY(a) Edomain C Q). Moreover, if yEM and V6A,

Q (Y)

then for all Q I such that y E domain C, 1, is defined,

and ((Y) is the minimal type of H and of CQY We note that

the representations Q(Y are precisely the representations denotedy,v

H ,V in [11].

Now the homomorphisms F- are almost the same as the homomor-

phisms hQ of [ll]. The difference is as follows: The Fj are

defined by means of the Iwasawa decomposition 71 OtiX, in place

of the decomposition ZJ % 01' (our terminology) used in [11] to

define the hQ; here L' is the enveloping algebra of a subalgebra

of I which is defined in the complex case, but which has no

natural meaning in the general case. With this understanding, and

_ I
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in view of the above remarks, we now see that Theorem 1 is a

generalization of Theorem 2.2 and Lemma 2.5 of [11].

We also see that Theorem 1 and its proof yield a clarification

and simplification of these two results. Indeed, the use of the

Iwasawa decomposition gives the right-hand sides of formulas (2),

(3) and (4) more natural form than those of their counterparts

(2.34) and (2.49) in [11]; for example, the linear form X in the

right-hand side of (2) is the highest weight of the representation

in question. Also, we have avoided the difficulties in passing

from the finite to infinite dimensional case encountered in # 2.4

of [11], by using the "opposite" Iwasawa decomposition Z = 1 L1

and by using the contragredient module to prove formula (2) for the

finite dimensional case (see the proof of Theorem 1' of Chapter I

(g 5 ) and the Remark following Theorem 1 of Chapter I (§ 3)). More-

over, by using Proposition 1 of Chapter I (f ), we have proved

directly that the FQ are homomorphisms, instead of having to rely

on formula (2) and the fact that the highest weights X are Zariski

dense in the dual of b.

Finally, we note that J is a strong system of minimal types

for G, that Theorem 2 is a generalization of Theorem 2.3 of [11],

and that the second Remark following Theorem 2 indicates a partial

generalization of Theorem 3.2 of [11].

_ _____ _ C_
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92 Systems of minimal types for rank 1 groups

In this section, we shall show that strong systems of minimal

types exist for connected real semisimple Lie groups with finite

center and real rank 1. We use the notation of l and of Chapter I.

Let M be the identity component of M. Let t be a Cartan
o

subalgebra of ) containing Ym. The Lie algebra ao is called

full rank if I contains a Cartan subalgebra of T, and o is

called split rank if m contains a Cartan subalgebra of A.

We assume that ?o has real rank 1. Then ao is either full

rank or split rank.

Lemma 1. No root of I with respect to /t vanishes on ,.

Proof. If o is split rank, then tffim , and so the lemma

is clear. Hence we may assume that o is full rank. In this case,

there is a root a of ? with respect to (= t+ m ) which

vanishes on Y. Let Xa be a non-zero root vector for a, and let

e denote the Cartan involution corresponding to the complexified

Cartan decomposition =)e +t of o. Now the centralizer of pp

in xis

S+: xa + C ex = t + , + (x +ex) + C (x -ex).

But o+C(X -X,)c& and ,+s(Xa+9Xa)C , so that the central-

izer t' of , in I is , +C(Xa+OX . Since tc't , we must

have k=, ' by dimensionality, and this proves the lemma.

ILCII -- -~-'-* - r --~- -- -
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Lemma 1 implies the existence of an element H, E ~, such that

a(H,) > 0 for all ua E , and such that all the roots of e with

respect to t are real and non-zero on H,. Let A+(H,) denote the

set of roots of a with respect to t which are positive on H*, so

that A+(H,) is a system of positive roots for

We recall that for all ye M, p(y) denotes the highest weight

(with respect to AT) of the representation of Yn induced by any

member of y. For all yo Mo, let .o (Y ) denote the highest weight

(with respect to AT) of any member of yo. For all B K, let K(B)

denote the highest weight (with respect to A (H,)) of any member of

B. For every linear form V on *, let V4 denote its restriction

to 4,.

Lemma 2. Let yo Mo and aE K be such that K(BY) = (Y )'

Then m(B,yo) = 1. Moreover, po(Yo ) occurs with multiplicity exactly

1 as a weight of the representation of mn induced by any member of S.

Proof. o(o ) clearly occurs with multiplicity > 1 as such a

weight. If it occurs with multiplicity > 1, or if m($,yo ) > 1i,

then any member of S has a weight v # K() such that (K(B)-v) - 0.

But K(B)-v is a non-zero non-negative integral linear combination

of the members of A+ (H,), and so ()()-v)(H*) > 0, a contradiction.

Suppose m(a,y ) - 0. Then there exists Y'eM such thato 0 0

m(5,y o ) > 1 and I(yo) is a weight of any member of yo. In particu-

lar, any member of 8 has a weight v' such that (v') - OI (yo). Now

.o(o)-Po(Yo ) is a non-zero non-negative integral linear combination

_ _I _1~___
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of the members of A+, so that (~ (Yo)-o ))(H > 0. On the other

hand, K(B)-v' is a non-negative integral linear combination of the

members of A+(H,), so that

( _(0)- (Yo))(H) (K(B)-v')(H*) >0,

a contradiction. Thus m(a,y ) > 1, and the lemma is proved.

Let {H1.***Hr be a basis of Z. Let l'... s be the

elements of A+(H,). For all i=l,...,s, let X be a non-zero root

vector for lt for the root 01, and let Yi be a non-zero root vector

for for the root -#i. Then

{Y YsHlr" H,"r ' X1"'X s

is a basis of 2. For all s-tuples (q) = (ql,...qs) and (p) =

(pl." p s), and all r-tuples (k) - (£1," r), of non-negative

integers, let

Y1 qs r 1 Pl Ps
Y1 s Y H X X1 s l r 1 s

Then fZ(q),(), (p) is a basis of . For all x E)(, let

a(q),(£), (p) E (C be determined by the condition

X m
a(q)( (q),(),(p) Z(q),(£),(p).

Lemma 3. Let x E "'o. Then a((q)) (x) 0 ==> (q) and

(p) are simultaneously zero or non-zero.

____ _
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Proof. Let ad denote the representation of o by derivations

of V which uniquely extends the adjoint representation of I on

itself. Then

0 = (ad H,)(x)

j a W M ()(x)(ad H,)Zq) (p)
(q),( ),(p) ( ( )()(q),),(p)

(q),( ),(p) i(q , M (x)Z

Thus

s
a(q) ,(),(p)(X) 0 (pi-qi)i(H*) = 0,

i=l

and this proves the lemma since $i(H*) > 0 for all i=l,...s.

Let r be the subalgebra of 2 generated by t and 1.
M

Lemma 4. For every x E ,q o there is a unique element g(x)cE,
s

such that x-g(x) E Z '( Xi'
i=l

Proof. The existence is clear from Lemma 3, and the uniqueness
s

follows immediately from the fact that fn 14( Xi = {0).
i=1

M
Lemma 5. The linear map g: W o +0 defined by Lemma 4 is a

homomorphism.

Proof. Let x, yE OM. Then

xy - g(x)g(y) - x(y-g(y)) + (x-g(x))g(y).

e~C~b=ri---- - --- * sB~llt~-r
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Thus

s s

xy-g(x)g(y) xi + Y 7 xij
i=l i=l

i=l

and the lemma is proved.

For all y 6 M and SEK such that m(B,y o ) = 1, let X o(,y )

M
denote the homomorphism from X o into C associated with the

yo-primary part of any member of B. If M is connected, so that

M = Mo, then X o ( oYo ) is the same as the previously defined

X y . We regard r as the algebra of polynomial functions on

the dual of t.

Lemma 6. Let y7EM 0 and SEK be such that K(B) = P (Yo).

Then X is defined, and X (x) = g(x)(K (B)) for all

x4 o

Proof. m(,y o) - 1 by Lemma 2, so that Xo(,y ) is defined.

Let w be a non-zero highest weight vector for any member of f.

Lemma 2 implies that w transforms under M according to y . Lemmao

6 now follows immediately from Lemma 4.

Remark. Lemmas 2, 3, 4, 5 and 6 hold for all G (rank 1 or not)

for which Lemma 1 holds - for example, whenever 0o is complex, or,

more generally, split rank. For G complex, Lemmas 3, 4, 5 and 6

correspond to Lemma 1.1 of [11], due to Harish-Chandra.

___ _; __ lj_4_
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We continue to assume that Io has rank 1. We now assume in

addition that 7o is split rank. Then it is known that M is

connected.

Let I be the set of systems 4A(H,) of positive roots ofk, as

H, varies. Thus I is the set of systems of positive roots ofk

containing Am. For all QE I, let DQ denote the set of dominant

linear forms for, with respect to Q. Let CQ be the map which

associates to each element YE M such that (Y)E DQ the element EK

defined by the condition that K(B) = Vi(y) (where K is defined with

respect to Q). Let fQ = g (where g is defined with respect to Q).

Then Lemmas 2 and 6 show that ) = ( CQfQ)QEI satisfies the first

three parts of Definition 1 ( I1).

At this point we invoke the classification of the rank 1 real

semisimple Lie groups (see [8, Chapter IX]). The ideal of Oo

generated by ot is a rank 1 split rank real simple Lie algebra,0

and so must be isomorphic to one of the Lorentz algebras so(l,2n-l)

(n > 2). Direct computation using Theorem 5 of Chapter II (§ 2c)

shows easily that J satisfies the fourth part of Definition 1.

Also, J is a strong system of minimal types for G (see Definition

2 (§ 1)).

Suppose now that eo is full rank (and rank 1). Then the

ideal 1' of o generated by oa is a rank 1 full rank real simple

Lie algebra.

__ __ ____ __ II__
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Let us assume that o u( #s(1,1). It is known then that M is

connected, and that o must be isomorphic to one of the following:

SLA(i,n) (n > 2), S o(l,2n) (n > 2), S p(l,n-1) (n > 2), or the

rank 1 real form of f4".

Case-by-case computation shows that there is a system A+(H)

of positive roots for Jaand a wall 'W of the corresponding Weyl

chamber for e in the dual of k, such that if G is simply connected

(without necessarily having finite center), then (B) = DM; here

YW is the set of integral elements of ~Y, and DM is the set of

dominant integral linear forms for M with respect to AM. It

A ~A
follows that (Y) = DM even if G is not necessarily simply con-

A

nected. Moreover, the inverse of the restriction map from qW/ to

DM extends to a linear map L from the dual of m into the dual of

, and L(DM) -VV. L gives rise to a homomorphism g': d 2b n

such that g'(y)(v) - y(L(v)) for all yEcG4 and all linear forms v

on I),. Let f: KM -+ 7n be the homomorphism g'* g (where g is

defined with respect to A+(H )) and let C: M + K be determined by

the condition that for all ye M, ((y) is that element aE K such

that L(p(y)) = K(B) (where K is defined with respect to Ai(H)).

Then Lemmas 2 and 6 show that = (C,f) satisfies the first three

parts of Definition 1. The fact that satisfies the fourth part

of Definition 1 follows from Theorems 3, 4, 6 and 8 of Chapter II

( § 2a, 2b, 2d and 2e, respectively).
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is in fact a strong system of minimal types for G. Indeed,

the first part of Definition 2 is trivially satisfied, and the

second part follows easily by the method of proof of Lemma 2.

Finally, let us assume that o = SU(1,1). First suppose

that %o is simple (so that o = ok) and that G is simply connected

(G has infinite center in this case). Then G is isomorphic to the

simply connected covering group of SU(1,1), K is isomorphic to the

additive group IR of real numbers, and M is isomorphic to the

additive group 7 of integers. For all z E G, let a lR(z)E IR be

the class defined by the homomorphism t + etz from JR into the

multiplicative group C* of non-zero complex numbers, so that we

may identify K with IR- {aR(z) z C}. Also, for all z*EC-*,

let aa(z*)GE be the class defined by the homomorphism n (z*)n
A

from 2 into d*, so that we may identify M with E= {aZ(z*)Iz* C*}.

Now for all z*E C*, let Cz* be the map from {a (z*)} C M

into K which takes a 7(z*) into a 19(log z*), where log denotes any

single-valued inverse of the exponential function such that

log 1 = 0 and log -1 = +jH (here i and H have their usual meanings

as complex numbers). Also, let fz* be the homomorphism from f= - M

into C - r4 which takes any polynomial function on the dual of

4i= into its value at the differential of a (log z*), where this

differential is regarded as a linear form on R,. Then except for

the fact that C* is infinite, we have that = (Cz*fz*)z*e (*

is a system of minimal types for G. Indeed, the first three parts

-" * ----
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of Definition lare clear; the fourth part follows from the case n=l

of Theorem 3 of Chapter II (f 2a), together with our choice of the

log function (we note that every finite dimensional irreducible

representation of G factors through SU(1,1)). It is also clear

that j is a strong system of minimal types for G (except for the

fact that 4* is infinite).

Using a similar method, it is now easy to construct a strong

system of minimal types (except for a finite index set) for G when

G is simply connected but no is not necessarily simple. Finally,

it is easy to see that such a system immediately yields a strong

system of minimal types (with finite index set) for G, if the

simple connectivity assumption is replaced by the assumption that

G have finite center.

Summarizing, we have:

Theorem 3. Every connected real semisimple Lie group which

has real rank 1 and finite center admits a strong system of minimal

types.

It would be interesting to determine whether all connected

real semisimple Lie groups with finite center admit strong systems

of minimal types.

Remark. The case dealt with above in which G is the simply

connected covering group of SU(1,1) shows that the finite center

hypothesis in Theorem 3 is needed if we want I to be finite in

Definition 1.
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Remark. We have obtained an alternate description of the

elements C(y((a))E K (aeG) when G has real rank 1 ando 5 U (1,1),

or when G is complex. Specifically, there is a system ST' of

positive roots for o and a system S+Y of positive roots for

determined naturally by ST such that for all a G, the element

86K whose highest weight 1 is the lowest such that m(a,B) , 0

actually satisfies the condition m(a,8) = 1, and in fact coincides

with ((y(a)) (here P is the highest weight of B with respect to

S , and "lowest" refers to an ordering defined in terms of S+).

Moreover, if V' is the highest weight of any 'E K such that

m(c,a') 0 0, then V'-P lies in a certain "positive cone" determined

naturally by S+o Hence C (y(a)) is characterized by a property

closely analogous to that of highest weight. If %o is full rank,

the above holds for all possible choices of the wall W used in

the description of the family of minimal types, and the positive

systems S+'for a which correspond to all such choices can be

characterized among all positive systems for o} by a natural geo-

metric property.

Remark. If G is rank 1 split rank, then the element

C(Y( )) (a tEG) satisfies the definition of "minimal type" given

in [11, p. 390], and the notion of minimal type is appropriate for

these groups. However, as was noted in the Appendix to § 1, this

notion is not appropriate in general.

...... = - - -
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