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1 Introduction

Let R be a commutative Noetherian (not necesarily local) ring and A an Artinian R−module.

Then SuppA is a finite set which contains only maximal ideals. Let m be the intersection of all

elements in SuppA. Note that if R is local then this m is exactly the unique maximal ideal of

R. For each system of parameter (s.o.p for short) x of A contained in m we set

I(x;A) = `R(0 :A xR)− eR(x;A) and I(A) = sup
x

I(x;A),

where eR(x;A) is the multiplicity of A with respect to x, see [6] for the definition, and the

supremum takes over all s.o.p x of A. Recall that A is co-Cohen-Macaulay if the Noetherian

dimension of A is equal to the width of A in m, see [18], [6]. The structure of co-Cohen-

Macaulay modules is known by the properties of system of parameters, attached primes, local

homology modules, . . .. Especially, A is co-Cohen-Macaulay if and only if I(A) = 0.

The purpose of this paper is to study two classes of Artinian modules over commutative

Noetherian rings called co-Buchsbaum modules and generalized co-Cohen-Macaulay modules:

A is called co-Buchsbaum if I(x;A) is a constance not depending on x, and A is called generalized

co-Cohen-Macaulay if I(A) <∞.

The main tools for our work are the theories of secondary representation [12], local homology

modules [2], multiplicity [6] for Artinian modules over commutative rings, which are respectively

in some sense dual to the well known theories of primary decomposition, local cohomology

modules, multiplicity for Noetherian modules over local rings. Especially, the results presented

in the method of studying Artinian modules of R.Y. Sharp [16] are applied time to time in this

paper.

It should be mentioned that, even when (R,m) is a Noetherian local ring, the local homology

module Hm
i (A) is not necessarily a Noetherian R−module, while the local cohomology module

Hi
m(M) is always an Artinian R−module for every Noetherian R−module M and every integer

i ≥ 0. Moreover, although the Noetherian dimension N-dimA seems suitable to define the

notions of system of parameters and the multiplicity, see [6], and sensible for the local homology

modules of A (for example, HI
i (A) = 0 for all ideal I and all i > N-dimA, and N-dimA is

the biggest integer i such that Hm
i (A) is not vanishing), see [2], but Noetherian dimension is

not sensible for attached primes in some sense. Concretely, while dimM = maxp∈AssM dimR/p

for any Noetherian R−module M, Noetherian dimension N-dimA of A is in general less strict

than maxp∈AttR A dimR/p, see [5, 4.1]. Therefore it is complex in using attached primes of

A to compute N-dimA. Finally, for each ideal I of R, by using the exact, closed property

of the localization functors between the categories of Noetherian modules, we can imply that

Rad(Ann(M/IM)) = Rad(I +AnnM) for every Noetherian module M , but the similar equality

Rad(Ann(0 :A I)) = Rad(I + AnnA) does not hold for all Artinian modules A, see [5, 4.3]. The

reason is that, in general, we do not have so-called “co-localization” functors Fp(−), with respect
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to prime ideals p of R, which are exact and closed from the category of Artinian R−modules to

the category of Artinian Rp−modules such that Fp(A) 6= 0 if and only if p ⊇ AnnA, see [13],

[14]. These facts explain some difficulties in our work.

This paper is divided into 5 sections. In the next section we give some preliminaries of

Artinian modules which are often used later. Some properties of local homology modules and

q−weak co-sequences will be presented in Section 3. In Section 4, we study generalized co-

Cohen-Macaulay modules. The properties of co-Buchsbaum modules will be given in Section 5.

2 Preliminaries

Throughout this paper we use the following assumptions and notations: R is a commutative

Noetherian ring (not necessarily local), A 6= 0 an Artinian R−module. Note that SuppA is a

finite set which contains only maximal ideals, see [16]. So, we can write SuppA = {m1, . . . ,mt}.

Set

m =

t⋃

j=1

mj ; Aj =
⋃

n≥0

(0 :A m
n
j ), j = 1, . . . , t.

Then Aj 6= 0 for all j ≤ t and A = A1 ⊕ . . .⊕At. Set Rj = Rmj
, R̂j the mjRj−adic completion

of Rj for all j ≤ t, and R̂ the m−adic completion of R.

a) Secondary representation and Noetherian dimension

The theory of secondary representation introduced by I. G. Macdonald in [12] is in some

sense dual to the more known theory of primary decomposition. Note that every Artinian

R−module A has a secondary representation A = B1 + . . .+Bn of pi−secondary submodules Bi.

The set {p1, . . . , pn} is independent of the minimal secondary representation of A and denoted

by Att A. On the other hand, R. N. Roberts [15] introduced the concept of Krull dimension

(Kdim) for Artinian modules. Then D. Kirby [11] changed the terminology of Roberts and

referred to Noetherian dimension (N-dim) to avoid any confusion. Here we use the terminology

of Kirby [11]. There are some good properties of Noetherian dimension for Artinian modules

which are in some sense dual to that of Krull dimension for Noetherian modules. For example,

N-dimA = inf{t : ∃x1, . . . , xt ∈ m such that `(0 :A (x1, . . . , xt)R) <∞},

and if 0 −→ A′ −→ A −→ A′′ −→ 0 is an exact sequence of Artinian R−modules then N-dimA =

max{N-dim A′,N-dim A′′}. Unfortunately, while dimM = maxp∈AssM dimR/p for any Noethe-

rian R−module M, Noetherian dimension N-dimA of A is not equal to maxp∈AttR A dimR/p

in general, see [5, 4.1]. Moreover A may have, see the example below, a minimal secondary

representation A =
∑

Bk of pk−secondary submodules Bk such that N-dim Bk = N-dim Bk′ but
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pk ⊂ pk′ for some k 6= k′. These facts make some difficulties in using attached primes of A to

compute N-dimA.

Example. Let (R,m) be the local domain constructed by D. Ferrand and M. Raynaund [8] such

that dimR = 2 and dim R̂/q̂ = 1 for some q̂ ∈ Ass R̂. Let B = H1
m(R). Then AttR B = {0}

and N-dimB = 1, see [5, 4.1]. Let a ∈ m, a 6= 0. Put C = H 1
m(R/aR). Then Att C = {p ∈

AssR/aR,dimR/p = 1}. Let B ′ be a secondary component of C. Then Att B ′ = {p} for some

p 6= 0. Set A = B⊕B ′. Then N-dimB = N-dimB ′ = 1 and 0 ⊂ p, p 6= 0. Note that A = B ⊕B ′

is a minimal secondary representation of A.

The following elementary properties, see [16], are useful for our work.

Lemma 2.1. For each j ≤ t, Aj has a natural structure as an Artinian Rj-module and with this

structure each subset of Aj is a R−submodule if and only if it is an Rj−submodule. Therefore

N-dimR Aj = N-dimRj
Aj.

Lemma 2.2. Assume that R is local. Then A has a natural structure as an Artinian R̂−module

and with this structure each subset of A is a R−submodule if and only if it is an R̂−submodule.

Moreover,

N-dimR A = N-dim bR
A and AttR(A) = {q ∩R : q ∈ Att bR

(A)}.

b) System of parameters and the multiplicity

From now on, we always assume that N-dimA = d > 0. There exists by [6] a system x

contained in m such that `R(0 :A xR) < ∞. Such a system is called a system of parameters

(s.o.p for short) of A. An element x ∈ m is called a parameter element of A if N-dim(0 :A x) =

N-dimA− 1.

By modifying the proof of [18, 2.14], we can show the following result.

Lemma 2.3. An element x ∈ m is a parameter element of A if and only if x 6∈ pi for all i

satisfying N-dimBi = d, where A = B1 + . . . + Bs is a minimal secondary representation of A,

with Bi is pi−secondary for i ≤ s.

Recall that a system x = (x1, . . . , xt) contained in m is called a multiplicative system of A if

`R(0 :A xR) < ∞. The multiplicity e(x;A) of A with respect to the multiplicative system x is

defined by the obvious way, see [6]. Many properties of the multiplicity for Artinian modules,

which are similar to that of multiplicity for Noetherian modules over local rings, have been

shown in [6]. For example, 0 ≤ e(x;A) ≤ `(0 :A xR) and e(xn1

1 , . . . , xnt

t ;A) = n1 . . . nte(x;A) for

all integers n1, . . . , nt > 0. Especially, if x is an s.o.p of A then e(x;A)/d! is exactly the leading

coefficient of the Hilbert polynomial `(0 :A (xR)n) for n� 0.

The following result, see [6, 5.4], is used in the sequel.
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Lemma 2.4. Let x = (x1, . . . , xd) be a s.o.p of A. For i = 1, . . . , d we set Ci = 0 :A (x1, . . . , xi−1)R.

Then

`(0 :A xR)− e(x;A) =

d∑

i=1

e(xi+1, . . . , xd;Ci/xiCi).

3 Local homology module and weak co-sequence

The notion of local homology modules was defined by Cuong-Nam [2] as follows: Let I be an

ideal of R and M an arbitrary R−module. The i−th local homology module H I
i (M) of M with

respect to I is defined as lim←−
t

TorR
i (R/It;M). This definition is dual to Grothendieck’s definition

of local cohomology modules for Noetherian modules over Noetherian rings, and it slightly differs

from that of Greenlees-May of local homology groups [9]. However, both notions are the same

for Artinian modules. It has been presented in [2], by elementary methods of homological and

commutative algebra, many basis properties of local homology modules for Artinian modules,

which show that this theory of local homology modules is in some sense dual to the well-known

theory of local cohomology of A. Grothendieck for Noetherian modules.

The following facts from [2] will often be used in this paper.

Lemma 3.1. (i) Let f : R −→ R′ be a homomorphism of Noetherian rings and I an ideal of

R. Then there exists a isomorphism H I
i (A) ∼= HIR′

i (A) of ΛI(R)−modules for all i ≥ 0, where

ΛI(−) is the I−adic completion functor.

(ii) HI
i (A) = 0 for all i > N-dimA.

(iii)
⋂

n≥0 InHI
i (A) = 0 for all ideal I of R and all i ≥ 0.

Now we show a condition for local homology module being of finite length.

Lemma 3.2. Let q be an ideal of R such that Rad(q) = m, and i ≥ 0 an integer. If qHm
i (A) = 0

then `R(Hm
i (A)) <∞.

Proof. By Lemma 3.1,(i), Hm
i (Aj) ∼= H

mRj

i (Aj) = H
mjRj

i (Aj) for all j ≤ t. Since qHm
i (A) = 0,

msHm
i (A) = 0 for some s > 0. So, by Lemmas 2.1, 2.2,

m
s
jR̂jH

mRj

i (Aj) = m
s
jRjH

mjRj

i (Aj) = m
sHm

i (Aj) = 0

for all j ≤ t. Since H
mjRj

i (Aj) is a Noetherian R̂j−module by [2, 4.6], it follows that

`cRj

(
H

mjRj

i (Aj)
)
<∞, and hence `Rj

(
H

mjRj

i (Aj)
)
<∞ for all j ≤ t. So `R

(
Hm

i (A)
)
=

∑t
j=1 `Rj

(
H

mjRj

i (Aj)
)
<∞.

For a subset T of SpecR we set (T )i = {p ∈ T : dimR/p = i} for every integer i ≥ 0.
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Proposition 3.3. Assume that `R(Hm
i (A)) < ∞ for all i < d. Let (x1, . . . , xr) be a part of a

s.o.p of A. Let 0 :A (x1, . . . , xr)R = B1,r + . . . + Bn,r, with Bk,r is pk,r−secondary, be a minimal

secondary representation of 0 :A (x1, . . . , xr)R. Then N-dimR Bk,r = d − r for all k satisfying

pk,r /∈ SuppA.

Proof. We prove by induction on r. Let r = 0. Let A = B1 + . . . + Bn, Bk is pk−secondary, be

a minimal secondary representation of A. We first claim that

Claim. Assume that R is local. If pk /∈ SuppA then N-dimBk = d.

Proof of the claim. Let D(A) be the Matlis dual of A. Then

(
Att bR

(A)
)
i
=

(
Ass bR

(D(A)
)
i
⊆ Att bR

(Hi

m bR
(D(A))

by [1, 11.3.3]. For every i < d, we obtain by [2, 3.3] that

(
Att bR

(A)
)
i
⊆ Ass bR

(
D(H i

m bR
(D(A))

)
= Ass bR

(
Hm bR

i (A)
)
⊆ {mR̂}.

Therefore
(
Att bR

(A)
)
i
= ∅ for all i = 1, . . . , d − 1. For each k ≤ n, let Bk =

∑nk

u=1 Cu,k, Cu,k is

p̂u,k−secondary, be a minimal secondary representation of R̂−module Bk. Then p̂u,k ∩ R = pk

for all u ≤ nk. So, if 1 ≤ k 6= k′ ≤ n then p̂u,k 6= p̂v,k′ for all u ≤ nk, v ≤ nk′ . Therefore

we can reduce the secondary representation A =
∑

k≤n,u≤nk
Cu,k of R̂−module A into a min-

imal one, say A =
∑m

h=1 Ch, by cancelling all the redundant components Cu,k. Assume that

Ch is p̂h−secondary for h ≤ m. Since
(
Att bR

(A)
)
i
= ∅ for all 0 < i < d, we get by [5, 4.7]

that N-dimR Ch = dim R̂/p̂h = d whenever N-dimCh > 0. For each k ≤ n, the component Bk

is not redundant in the representation A = B1 + . . . + Bn. Therefore there exists at least an

integer u ≤ nk such that Cu,k = Ch for some h ≤ m. Note that pk /∈ SuppA if and only if

N-dimCu,k > 0. Hence N-dimBk = d if pk /∈ SuppA, and the claim is proved.

Now we prove the proposition for the case r = 0 and R is not local. For k ≤ n, let

Bj,k =
⋃

u≥0(0 :Bk
mu

j ) for all j ≤ t. Then Bk = B1,k ⊕ . . . ⊕ Bt,k. Let j ≤ t. It is easily seen

that Bj,k is pk−secondary for all k ≤ n satisfying Bj,k 6= 0, and Aj =
∑n

k=1 Bj,k is a secondary

representation of Aj . We can reduce this representation of Aj into a minimal one by cancelling

all redundant components Bj,k. Let B′
k =

∑
j Bj,k, where the sum takes over all integers j ≤ t

such that Bj,k appears in the above minimal secondary representation of Aj . Then B′
k ⊆ Bk for

all k ≤ n and A =
∑n

k=1 B′
k is a minimal secondary representation of A with B ′

k is pk−secondary

for all k ≤ n. Suppose that pk /∈ SuppA. Since `R(Hm
i (A)) < ∞, `Rj

(H
mjRj

i (Aj)) < ∞ for all

j ≤ t. Therefore we get by the claim that N-dimBj,k = d for all Bj,k appearing in the above

minimal representation of Aj for all j ≤ t. Therefore N-dimB ′
k = d and hence N-dimBk = d.

Thus, the result is true for r = 0.
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Let r > 0. It follows by Lemma 2.3 and by the above fact that x1 /∈ p for all p ∈ AttR A \

SuppA. So `R(A/x1A) <∞. Therefore from the exact sequences

0 −→ x1A −→ A −→ A/x1A −→ 0

0 −→ 0 :A x1
x1−→ A

x1−→ x1A −→ 0

with notice that Hm
i (A/x1A) = 0 for all i > 0 by Lemma 3.1,(ii), we get the long exact sequence

for i = 1, . . . , d− 1,

Hm
i (A)

x1−→ Hm
i (A)

∆i−→ Hm
i−1(0A : x1) −→ Hm

i−1(A)
x1−→ Hm

i−1(A) (∗)

Since `
(
Hm

i (A)
)
< ∞ for i ≤ d − 1, `

(
Hm

i (0A : x1)
)
< ∞ for i ≤ d − 2. Moreover, Supp(0 :A

x1) ⊆ SuppA. So, we can apply the induction hypothesis for the part of the s.o.p (x2, . . . , xr)

of (0 :A x1), and we get the result.

Lemma 3.4. For every s.o.p. x of A we have

`R(0 :A xR)− e(x;A) ≤
d−1∑

i=0

(
d− 1

i

)
`R(Hm

i (A)).

Moreover, if `R(Hm
i (A)) < ∞ for all i < d then there exists an ideal q with Rad(q) = m such

that the equality holds for every s.o.p x contained in q.

Proof: If `(Hm
i (A)) = ∞ for some i < d then it is trivial. Let `(Hm

i (A)) < ∞ for all

i < d. Then `(Hm
i (Aj)) < ∞ for all j ≤ t, i < d. So, there exists an integer nij > 0 such that

m
nij

j Hm
i (Aj) = 0 for all j ≤ t, i < d. Therefore there exists an ideal p such that Rad(p) = m and

pHm
i (A) = 0 for all i < d. Now, by using Proposition 3.3 and modifying the proof of [17, Lemma

15, Appendix], we get the result with the equality holding for every s.o.p contained in p2d

.

Next, we introduce the notion of q−weak co-sequence which is in some sense dual to the

known concept of q−weak sequence, see [17].

Definition 3.5. Let q be an ideal of R with Rad(q) = m. A sequence (x1, . . . , xr) of elements

in m is called a q−weak co-sequence of A if

xi(0 :A (x1, . . . , xi−1)R) ⊇ q(0 :A (x1, . . . , xi−1)R) for all i = 1, . . . , r,

where we mean x1A ⊇ qA when i = 1. A sequence (x1, . . . , xr) ⊆ m is called a weak co-sequence

if it is an m−weak co-sequence.

Lemma 3.6. Let q be an ideal of R such that Rad(q) = m. If there exists a s.o.p x = (x1, . . . , xd)

of A contained in mq such that x is a q−weak co-sequence then qHm
i (A) = 0 for all i < d.
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Proof. We prove by induction on d. Let d = 1. Since x1 ∈ mq and x1 is a q- weak co-sequence

of A, qA ⊆ x1A ⊆ mqA. Hence qA ⊆ mnqA for all n. Since Rad(q) = m, qA = ∩
n≥0

mnA. So,

qHm
0 (A) = 0. Let d > 1. As in the above proof, qHm

0 (A) = 0. Since x1A ⊇ qA, l(A/x1A) <

∞. Therefore we have the long exact sequence (*) as in the proof of Proposition 3.3. Since

(x2, . . . , xd) is a q- weak co-sequence of (0 :A x1), qHm
i (0A : x1) = 0 for all i < d − 1 by the

induction assumption. Let i ∈ {1, . . . , d− 1}. Then q(Im∆i) = 0, where ∆i is the map as in the

exact sequence (*). Therefore qHm
i (A) ⊆ x1H

m
i (A). Hence qHm

i (A) ⊆ x1H
m
i (A) ⊆ m(qHm

i (A)).

Thus, qHm
i (A) ⊆

⋂
n≥0 mn(Hm

i (A)) = 0 by Lemma 3.1,(iii).

Proposition 3.7. Let q be an ideal of R such that Rad(q) = m. Then the following statements

are equivalent:

(i) qHm
i (A) = 0 for all i ≤ d− 1.

(ii) There exists a s.o.p x = (x1, . . . , xd) of A contained in q2 such that x is a q−weak co-

sequence.

(iii) Every s.o.p (y1, . . . , yd) of A, which satisfies yi = xni

i , i = 1, . . . , d, for some xi ∈ q and

ni ≥ 2, is a q−weak co-sequence.

Proof. (ii)⇒(i) follows by Lemma 3.6. (iii)⇒(ii) is trivial.

(i)⇒ (iii). Let y = (y1, . . . , yd) be a s.o.p of A such that yi = xni

i , i = 1, . . . , d, for some xi ∈ q

and ni ≥ 2. We prove by induction on d that y is a q−weak co-sequence of A. By Lemma 3.2,

`(Hm
i (A)) <∞ for all i < d. Let d = 1. By Proposition 3.3, y1 /∈ p for all p ∈ AttR(A) \ SuppA.

Hence y1A ⊇ mnA for n � 0. Since qHm
0 (A) = 0, we have qA ⊆ y1A. Let d > 1. By the above

fact, qA ⊆ y1A. Let x ∈ q and n ≥ 2 such that y1 = xn. Note that `(A/xA) < ∞. Therefore

Hm
i (xnA) ∼= Hm

i (y1A) ∼= Hm
i (A) for all i ≥ 1. Since x ∈ q, xHm

i (A) = 0 for all i < d. Therefore

from the commutative diagram

0 −−−−→ 0A : x
jx

−−−−→ A
x

−−−−→ xA −−−−→ 0
yj ‖

yxn−1

0 −−−−→ 0A : xn jxn

−−−−→ A
xn

−−−−→ xnA −−−−→ 0,

where j, jxn , jx are the natural inclusions, we get the commutative diagram

0 −−−−→ Hm
i+1(A)

δ1−−−−→ Hm
i (0A : x)

j∗x
−−−−→ Hm

i (A) −−−−→ 0

xn−1

y j∗
y ‖

0 −−−−→ Hm
i+1(A)

δn−−−−→ Hm
i (0A : xn)

j∗xn

−−−−→ Hm
i (A) −−−−→ 0,

where j∗, j∗xn , j∗x are the induced homomorphisms. In the second diagram, the multiplication by

xn−1 on Hm
i+1(A) is zero. So, δnxn−1 = j∗δ1 = 0. Hence Im δ1 ⊆ Ker j∗. Therefore there exists
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a homomorphism gi : Hm
i (A) −→ Hm

i (0A : xn) such that j∗xngi = IdHm
i (A). So the second row in

the last diagram is split. Hence

Hm
i (0 :A y1) ∼= Hm

i+1(A)⊕Hm
i (A)

for all i < d−1. So, qHm
i (0 :A y1) = 0 for all i < d−1. Now by applying the induction hypothesis

to 0 :A y1, we get the result.

4 Generalized co-Cohen-Macaulay modules

From now on we set I(x;A) = `R(0 :A xR) − e(x;A) for every s.o.p x of A. Put I(A) =

sup
x

I(x;A), where x runs over all s.o.p of A.

Definition 4.1. We say that A is generalized co-Cohen-Macaulay (gCCM for short) if I(A) <

∞.

Let x = (x1, . . . , xd) be a s.o.p of A and n = (n1, . . . , nd) a d−tupe of positive integers. Set

x(n) = (xn1

1 , . . . , xnd

d ). Let

I(x(n);A) = `R(0 :A x(n)R)− n1 . . . nd e(x;A).

By using Lemma 2.4, we can show that I(x(n);A) ≥ I(x(m);A) whenever ni ≥ mi for i =

1, . . . , d.

The notion of standard s.o.p, which is an important role in the study of generalized Cohen-

Macaulay modules, was introduced by N. V. Trung [19]. Below we introduce the dual notion

for Artinian modules.

Definition 4.2. A s.o.p x = (x1, . . . , xd) of A is called co-standard if

I(x;A) = I(x2
1, . . . , x

2
d;A).

To make use of co-standard s.o.p, we have the following result which can be proved by using

Lemma 2.4 and modifying the proof of [17, Theorem and Definition 17, Appendix].

Lemma 4.3. Let x = (x1, . . . , xd) be a co-standard s.o.p of A. Then for all n ≥ 1,

I(xn
1 , . . . , xn

d ;A) = I(x;A).

The following theorem is the main result of this section.
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Theorem 4.4. The following statements are equivalent:

(i) A is gCCM.

(ii) `R(Hm
i (A)) <∞ for all i ≤ d− 1.

(iii) There exists a co-standard s.o.p of A.

(iv) There exists an s.o.p (x1, . . . , xd) of A and an ideal q with Rad(q) = m such that (xn
1 , . . . xn

d )

is a q−weak co-sequence for all integers n > 0.

(v) There exists an ideal q such that Rad(q) = m and every s.o.p of A is a q−weak co-sequence.

(vi) There exists an integer s > 0 and a s.o.p (x1, . . . , xd) satisfying the condition I(xn
1 , . . . , xn

d ;A) ≤

s for all n ≥ 1.

When A satisfies one of the above equivalent conditions, we have

I(A) =

d−1∑

i=1

(
d− 1

i

)
`R(Hm

i (A)).

Proof. (ii)⇒ (i) follows by Lemma 3.4. (iv)⇒(ii) follows by Lemmas 3.2, 3.6. The inclusions

(v) ⇒(iv) and (i)⇒(vi) are trivial. Now we prove (vi)⇒(iv). Let (x1, . . . , xd) be the s.o.p of

A satisfying (vi). Let n ≥ 1 and 1 ≤ i ≤ d. Set B = 0 :A (xn
1 , . . . , xn

i−1)R and Cm = 0 :B

(xm
i+1, . . . , x

m
d )R for every m ≥ n. By Lemma 2.4 and the assumption (vi),

`(Cm/xn
i Cm) ≤ I(x(m), A) ≤ s

for any m ≥ n. Therefore ms(Cm/xn
i Cm) = 0 for all m ≥ n. Hence

⋃

m≥n

m
s(0 :B (xm

i+1, . . . , x
m
d )R) ⊆

⋃

m≥n

xn
i (0 :B (xm

i+1, . . . , x
m
d )R).

Therefore we have msB ⊆ xn
i B, see [11]. Now we choose q = ms. Then (xn

1 , . . . , xn
d ) is a q−weak

co-sequence for all n.

(i)⇒(v). This is similar to the proof of (vi)⇒(iv).

(i)⇒(iii). By the statement (i)⇒(ii), `(Hm
i (A)) < ∞ for all i < d. Therefore there exists by

Lemma 3.4 an s.o.p x = (x1, . . . , xd) of A such that

I(x;A) =

d−1∑

i=0

(
d− 1

i

)
`(Hm

i (A)) ≥ I(x2
1, . . . , x

2
d;A) ≥ I(x;A).

Thus x is a co-standard.

(iii)⇒(i). Let x = (x1, . . . , xd) be a co-standard s.o.p of A. By Lemma 4.3, I(xn
1 , . . . , xn

d ;A) =

I(x;A) for all n ≥ 1. So, A is gCCM by (vi)⇒(i).

When A satisfies one of the above equivalent conditions, the equality follows immediately by

Lemma 3.4.
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Corollary 4.5. If A is gCCM then N-dim Aj = d or N-dimAj = 0 for all j = 1, . . . , t.

Proof. Let j ≤ t and set N-dimAj = dj . Assume that dj > 0. By [2, 4.10], dim
bRj

Ann(H
mjRj

dj
(Aj))

=

dj . So, `R(Hm
i (A)) < ∞ for i < d by Theorem 4.4. Hence `R(Hm

i (Aj)) < ∞. Therefore,

` bRj
(H

mRj

i (Aj)) <∞ for all i < d. Since dj > 0, we have d = dj .

Corollary 4.6. Suppose that N-dimAj = 0 or N-dimAj = d for all j ≤ t. Then A is gCCM if

and only if Ap is gCCM for all p ∈ SuppA.

Proof. Assume that A is gCCM. Let j ≤ t. It is clear that Amj
∼= Aj. If N-dimAj = 0 then Amj

is obviously gCCM. Suppose that N-dimAj = d. It is clear that I(Aj) ≤ I(A) < ∞. Thus Amj

is gCCM. Conversely, assume that Amj
is gCCM for all j ≤ t. Then I(Aj) < ∞ for all j ≤ t.

Let x = (x1, . . . , xd) be an s.o.p of A. Then x is an s.o.p of Aj for all j satisfying N-dimAj = d.

Therefore,

I(xn
1 , . . . , xn

d ;A) ≤
∑

N-dimAj=d

I(Aj) +
∑

N-dimAj=0

`(Aj) <∞

for all integers n > 0. So, A is gCCM by Theorem 4.4,(vi).

The following corollaries produce many examples of gCCM modules.

Corollary 4.7. The following statements are true.

(i) If A is gCCM and x is a parameter element of A then 0 :A x is gCCM.

(ii) Let B1, . . . , Bn be gCCM such that N-dimBi = d or N-dimBi = 0 for all i ≤ n. Then

A =
n
⊕
i=1

Bi is gCCM.

Proof. (i). By Theorem 4.4, `(Hm(A)) <∞ for all i < d. Therefore, as in the proof of Proposition

3.3, `(Hm
i (0 :A x)) <∞ for all i < d− 1. Hence 0 :A x is gCCM by Theorem 4.4.

(ii). Let x = (x1, . . . , xd) be a s.o.p of A. Then x is a s.o.p of Bi whenever N-dimBi = d.

Therefore

I(xn
1 , . . . , xn

d ;A) ≤
∑

N-dimBi=0

`(Bi) +
∑

N-dimBi=d

I(Bi) <∞,

for all integers n > 0. So, A is gCCM by Theorem 4.4, (vi).

Corollary 4.8. Let (R,m) be a local ring. The following statements are true.

(i) A is a gCCM R−module if and only if it is a gCCM R̂−module.

(ii) If M is generalized Cohen-Macaulay then the Matlis dual D(M) of M is gCCM.

(iii) If M is generalized Cohen-Macaulay of dimension d then H d
m(M) is gCCM.
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Proof. (i). Let x = (x1, . . . , xd) be an s.o.p of R−module A. Then it is a s.o.p of R̂−module A.

Set x(n) = (xn
1 , . . . , xn

d ) for every integer n > 0. Then

` bR
(0 :A x(n)R̂)− e bR

(x(n);A) = `R(0 :A x(n))R − eR(x(n);A)

for all n > 0. Now the result follows by Theorem 4.4,(vi).

(ii). Let x be a s.o.p of D(M). Then x is a s.o.p of M. Moreover, it is easy to check that

I(x;D(M)) = `(M/xM)− e(x;M). Therefore D(M) is gCCM.

(iii). Since M is generalized Cohen-Macaulay, the Matlis dual D(H d
m(M)) of Hd

m(M) is a gener-

alized Cohen-Macaulay R̂−module by [4, 5.3]. Therefore, for every s.o.p x of R−module H d
m(M),

x is a s.o.p of R̂−module D(Hd
m(M)) and

I(x;Hd
m(M)) = `(D(Hd

m(M))/xD(Hd
m(M))) − e(x;D(Hd

m(M))) ≤ C

for some constance C not depending on x. Thus, Hd
m(M) is gCCM.

5 Co-Buchsbaum modules

We first introduce the notion of co-Buchsbaum module.

Definition 5.1. A is called co-Buchsbaum if I(x;A) is a constance (not depending on x) for

all s.o.p x of A.

Before giving a homological property of co-Buchsbaum modules, we need the following

lemma.

Lemma 5.2. Let a ⊆ m be an ideal of R such that `(0 :A a) <∞. Then there exists a minimal

system of generators (x1, . . . , xk) of a such that (xi1 , . . . , xid) is a s.o.p of A for all 1 ≤ i1 <

. . . < id ≤ k.

Proof. We first claim that

Claim. Let p ∈ Att A. Then AnnR(0 :A p) = p. Suppose in addition that the secondary compo-

nent of A with respect to p has Noetherian dimension d. Then N-dim(0 :A p) = d.

Proof of the claim. By Lemma 2.2, p = p̂ ∩ R for some p̂ ∈ Att bR
A. It is clear that Ann bR

(0 :A

p̂) = p̂. Therefore

p = p̂ ∩R ⊇ AnnR(0 :A p̂) ⊇ AnnR(0 :A p) ⊇ p.

Assume that the secondary component of A with respect to p has Noetherian dimension d. Then

there is no parameter element of A in p. Therefore, by [18, 2.10], N-dim(0 :A p) = N-dimA = d

and the claim is proved.
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Now we prove the lemma. Assume that (y1, . . . , yk) is a minimal system of generators of a. We

prove by induction on m, m = 1, . . . , k, that there exist x1, . . . , xm such that x1, . . . , xm, ym+1, . . . ,

yk is a minimal system of generators of a and (xi1 , . . . , xij ) is a p.s.o.p of A for all j ≤ min{d,m}

and all integers 1 ≤ i1 < i2 < . . . < ij ≤ m. The case m = 0 is trivial. Let m > 0. Assume

that there exists elements x1, . . . , xm−1 such that (x1, . . . , xm−1, ym, . . . , yk) is a minimal system

of generators of a and for any positive integer j such that j ≤ min{m − 1, d}, each subset of j

elements in {x1, . . . , xm−1} is a p.s.o.p A. For every j = 1, . . . ,min{m− 1, d− 1}, we denote by

Lj the union of all the sets of all attached prime ideals p of 0 :A (xi1 , . . . , xij )R such that the

secondary component with respect to p has Noetherian dimension d− j, where the union runs

over all j−tupes of integers (i1, . . . , ij) with 1 ≤ i1 < . . . < ij ≤ m− 1. Denote by L the union

of all Lj for j = 1, . . . ,min{m − 1, d − 1}. Then by Lemma 2.3, the result is proved if we can

choose an element xm ∈ a such that xm 6∈ p for all p ∈ L and (x1, . . . , xm, ym+1, . . . , yk) is a

minimal system of generators of a. Since j ≤ min{m−1, d−1}, we have by the above claim that

N-dim(0 :A p) > 0 for all p ∈ Lj and hence N-dim(0 :A p) > 0 for all p ∈ L. Since `(0 :A a) <∞,

it follows that a 6⊆ p for all p ∈ L and hence (x1, . . . , xm−1, ym, ym+1, . . . , yt)R 6⊆ p for all p ∈ L.

So, there exists by [10, Theorem 124] an element r ∈ (x1, . . . , xm−1, ym+1, . . . , yk)R such that

ym + r 6∈ p for all p ∈ L. Set xm = ym + r. It is clear that (x1, . . . , xm, ym+1, . . . , yk) is a minimal

system of generators of a. Thus the lemma is proved.

Remark. The equality Ann(0 :A p) = p (as in the above claim) does not hold for all prime ideals

p ⊇ AnnA, see [5, 4.3], while it is clear that Ann(M/pM) = p for all Noetherian R−module M

and all prime ideals p ⊇ AnnM.

Proposition 5.3. If A is co-Buchsbaum then mHm
i (A) = 0 for all i < d.

Proof. We prove by induction on d. Let d = 1. There exists by Lemma 5.2 a minimal system of

generators (x1, . . . , xk) of m such that `(0 :A xi) < ∞ for all i ≤ k. Since I(xi;A) = I(x2
i ;A),

`(A/xiA) = `(A/x2
i A). Hence xiA = xn

i A for all n > 0. Hence xiH
m
0 (A) = 0, for all i ≤ k,

and hence mHm
0 (A) = 0. Let d > 1. Let x be a parameter element of A. Set x1 = x2 and

A′ = 0 :A x1. Let (x2, . . . , xd) be an arbitrary s.o.p of A′. Since `(A/x1A) < ∞, we imply that

I(x2, . . . , xd;A
′) = I(x1, . . . , xd;A). Therefore A′ is co-Buchsbaum. So, by induction assumption,

mHm
i (0 :A x1) = 0 for all i < d− 1. As in the proof of Proposition 3.7, (i)⇒(iii), Hm

i (0 :A x1) ∼=

Hm
i (A)⊕Hm

i+1(A) for all i < d− 1. Thus mHm
i (A) = 0 for all i < d.

From Proposition 5.3, we can give examples of gCCM modules, not co-Buchsbaum mod-

ules: Let k be a field and R = k[x1, . . . , xd] the polynomial ring. Let B = k[x−1
1 , . . . , x−1

d ]

be the Artinian R−modules of inverse polynomials. Let n > 1 be an integer and set A =

B ⊕ R/(xn
1 , x2, . . . , xd)R. Then we have SuppA = {m}, where m = (x1, . . . , xd)R, and A is

gCCM, but not co-Buchsbaum since mHm
0 (A) 6= 0.
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Theorem 5.4. The following statements are equivalent:

(i) A is co-Buchsbaum.

(ii) Every s.o.p of A is a weak co-sequence.

(iii) Every s.o.p of A is co-standard.

Proof. (i)⇒(iii) is trivial. We prove (i)⇒ (ii) by induction on d. Let d = 1. Let x1 be a parameter

element of A. Since mHm
0 (A) = 0 by Proposition 5.3, mA =

⋂
n≥0 mnA. Note that x1 /∈ p for

all p ∈ Att A \ SuppA by Lemma 2.3 and Proposition 3.3. So, x1A ⊇ mA. Hence x1 is a weak

co-sequence. Let d > 1. Let x = (x1, . . . , xd) be a s.o.p of A. Set A′ = 0 :A x1. Let (y2, . . . , yd)

be an arbitrary s.o.p of A′. Since `(A/x1A) <∞ and A is co-Buchsbaum,

I(y2, . . . , yd;A
′) = I(x1, y2, . . . , yd;A) = I(A).

So A′ is co-Buchsbaum. By induction assumption, (x2, . . . , xd) is a weak co-sequence of A′.

Hence x is a weak co-sequence of A.

(ii)⇒(i). Let x = (x1, . . . , xd) be an arbitrary s.o.p of A. By Lemma 3.6, mHm
i (A) = 0 for all

i < d. Set A′ = 0 :A x1. Since every s.o.p of A′ is again a weak co-sequence, mHm
i (0 :A x1) = 0

for all i < d− 1. Continuing this process we have mHm
i (0 :A (x1, . . . , xj)R) = 0 for all j ≤ d and

all i ≤ d− j − 1. Therefore by induction on d and by using the exact sequence (*) in the proof

of Proposition 3.3 we can show that

I(x;A) =

d−1∑

i=0

(
d− 1

i

)
`R(Hm

i (A)) = I(A).

Thus A is co-Buchsbaum.

(iii)⇒(i). Let x be an s.o.p of A. Then x is a co-standard. By Lemma 4.3, I(xn
1 , . . . , xn

d ;A) =

I(x;A) for all integer n > 0. By Theorem 4.4,(vi)⇒(ii), `(Hm
i (A)) <∞ for all i < d. Therefore

I(x;A) = I(xn
1 , . . . , xn

d ;A) =

d−1∑

i=0

(
d− 1

i

)
`R(Hm

i (A))

for n� 0, by Lemma 3.4. Thus A is co-Buchsbaum.

Corollary 5.5. (i) If A is co-Buchsbaum then N-dimAj = d or mAj = 0 for all j ≤ t.

(ii) If I(x;A) = 0 for all s.o.p x of A then N-dim Aj = d for all j ≤ t.

Proof. (i). By Corollary 4.5, N-dimAj = 0 or N-dimAj = d for all j ≤ t. Let j ≤ t such that

N-dimAj = 0, i.e `(Aj) <∞. Then mAj = mHm
0 (Aj) = 0 by Proposition 5.3.

(ii). Assume that I(x;A) = 0 for some s.o.p x of A. If N-dimAj = 0 for some j ≤ t then

0 = I(x;A) ≥ `(0 :Aj
xR)− e(x;Aj) = `(0 :Aj

xR) 6= 0,

a contradiction.
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Corollary 5.6. (i) Suppose that N-dimAj = d or mAj = 0 for all j ≤ t. If Ap is co-Buchsbaum

for all p ∈ SuppA then A is co-Buchsbaum.

(ii) Suppose that N-dimAj = d for all j ≤ t. Then I(A) = 0 if and only if I(Ap) = 0 for all

p ∈ SuppA.

Proof. (i). Let x be an arbitrary s.o.p of A. Let j ≤ t. If N-dimAj = d then x is a s.o.p

of Aj and I(x;Aj) = I(Aj) since Aj
∼= Amj

is co-Buchsbaum. If N-dimAj = 0 then `(0 :Aj

xR)− e(x;Aj) = `(Aj) since mAj = 0. Therefore

I(x;A) =
∑

N-dimAj=d

I(Aj) +
∑

N-dimAj=0

`(Aj).

Thus A is co-Buchsbaum.

(ii). It is clear that I(A) = 0 if and only if I(Aj) = 0 for all j ≤ t.

The following corollaries give some examples of co-Buchsbaum modules.

Corollary 5.7. The following statements are true.

(i) If A is co-Buchsbaum then 0 :A x is co-Buchsbaum for all parameter elements x of A.

(ii) If B1, . . . , Bn is co-Buchsbaum R−modules such that N-dimBi = d or mBi = 0 for all i ≤ n

then A = ⊕n
i=1Bi is co-Buchsbaum.

Proof. (i). We prove by induction on d. The case d = 1 is trivial. Let d > 1 and x′ = (x2, . . . , xd)

be an arbitrary s.o.p of 0 :A x. Since `(A/xA) < ∞ and A is co-Buchsbaum, I(x′; 0 :A x) =

I(x, x2, . . . , xd;A) = I(A). Therefore 0 :A x is co-Buchsbaum.

(ii). It follows by the same arguments as in the proof of Corollary 4.7.

Corollary 5.8. Assume that (R,m) is a local ring. Then we have

(i) A is a co-Buchsbaum R−module if and only if A is a co-Buchsbaum R̂−module.

(ii) If M is Buchsbaum then the Matlis dual D(M) of M is co-Buchsbaum.

(iii) If M is Buchsbaum of dimension d then Hd
m(M) is co-Buchsbaum.

Proof. The proof is similar to the proof of Corollary 4.8 with notice that if M is Buchsbaum,

the Matlis dual D(Hd
m(M)) of Hd

m(M) is a Buchsbaum R̂−module, see [3].

Acknowledgments

This work was done within the framework of the Associateship Scheme of the Abdus Salam

International Centre for Theoretical Physics, Trieste, Italy. Financial support from the Swedish

International Development Cooperation Agency is acknowledged.

15



References

[1] M. Brodmann and R. Y. Sharp, Local cohomology: an algebraic introduction with geometric appli-
cations, Cambridge University Press 1998.

[2] N. T. Cuong and T. T. Nam, The I−adic completion and local homology for Artinian modules,
Math. Proc. Camb. Phil. Soc., (1)131 (2001), 61-72.

[3] N. T. Cuong and N. H. Loan, On pseudo Buchsbaum modules, Japanese J. Math., To appear.

[4] N. T. Cuong and L. T. Nhan, On pseudo Cohen-Macaulay and pseudo generalized Cohen-Macaulay
modules, J. Algebra, (1)267 (2003), 156-177.

[5] N. T. Cuong and L. T. Nhan, On Noetherian dimention of Artinian modules, Vietnam J. Math.,
30 (2002), 121-130.

[6] N. T. Cuong and L. T. Nhan, Dimension, multiplicity and Hilbert function of Artinian modules,
East-West J. Math., (2)1 (1999), 179-196.

[7] N. T. Cuong, P. Schenzel and N. V. Trung, Verallgemeinerte Cohen-Macaulay Moduln, Math.
Nachr, 85 (1978), 57-73.

[8] D. Ferrand and M. Raynaund, Fibres formelles d’un anneau local Noetherian, Ann. Sci. E’cole
Norm. Sup., (4)3 (1970), 295-311.

[9] J.P.C Greenlees and J.P. May, Derived factors of I−adic completion and local homology, J. Algebra
149 (1992), 438-453.

[10] I. Kaplansky, Commutative Rings, Allyn and Bacon, Boston, 1970.

[11] D. Kirby, Dimension and length of Artinian modules, Quart. J. Math. Oxford, (2)41 (1990), 419-
429.

[12] I. G. Macdonald, Secondary representation of modules over a commutative ring, Symposia Math-
ematica., 11 (1973), 23-43.

[13] L. Melkersson and P. Schenzel, The co-Localization of an Artinian module, Procedings of Edinburgh
Math. Soc., 38 (1995), 121-131.

[14] A. S. Richardson, Co-localization, Co-support, and Local homology, Preprint.

[15] R. N. Roberts, Krull dimension for Artinian modules over quasi-local commutative rings, Quart.
J. Math. Oxford, 26 (1975), 269-273.

[16] R. Y. Sharp, A method for the study of Artinian modules with an application to asymptotic be-
haviour, In: Commutative Algebra (Math. Siennces Research Inst. Publ. No. 15, Spinger-Verlag
1989), 177-195.

[17] J. Strückrad and W. Vogel, Buchsbaum rings and Applications, Spinger-Verlag, Berlin-Heidelberg-
New York, 1986.

[18] Z. Tang and H. Zakeri, Co-Cohen-Macaulay modules and modules of generalized fractions, Comm.
Algebra., (6)22 (1994), 2173-2204.

[19] N. V. Trung, Toward a theory of generalized Cohen-Macaulay modules, Nagoya Math J., 102

(1986), 1-49.

16


