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NOMENCLATURE

Axes

ADC

LAr

EM

OFC

EMC

EMEC

The beam direction defines the z-axis, and the x-y pktieei plane trans-
verse to the beam direction. The positive x-axis is defingubagting from
the interaction point to the center of the LHC ring, and thsifpee y-axis is
pointing upwards.

The azimuthal angle, wheten(¢) = % It is measured around the beam
axis.

The angle measured from the beam axis.

The pseudorapidity is defined as= —In(%).

This variable usually refers to the standard deviation aisanplicit Gaus-

sian distribution, thus it is used in several ways. In thetexinof detector

performanceg refers to the resolution of a reconstructed quantity. Itss a
the symbol that is used for the cross-section of a givengarititeraction.

Analog to Digital Converter.
Liquid Argon.
Electro-magnetic.

Optimal Filtering Coefficient.
Electro-magnetic Calorimeter.

Electro-magnetic End-Cap.
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Chapter 1

Introduction

In choosing the ATLAS experiment at the LHC, | made a compeanfietween the explor-
ing of the possibilities of one of the greatest experimewnes built and the fact that | would not
be able, during my graduate student career, to analyze rdatettie experiment until late 2007.
This shifted my focus to the only available source of datawwuld give me hands-on experi-
ence similar to the experiment at its outset. The source deonethe first ATLAS combined
test beam. During 2004, all sub-detectors were assembl®ihté a slice of the real detector.
It was during this time that | got a taste of the life of an expentalist and the real problems
that the experiment, as a whole, might face should pragmatisd realisticx expectations not
prevail during the early stages. | was very fortunate to waith scientists that understood,
recognized these issues and pointed me in the right directio

The work presented here is divided into four basic units. flisé one addresses the LHC
experiment as a whole, the ATLAS detector and the electromtagcalorimeter (in detail). The
second section is dedicated to the combined test beam andipsn setup to event selection,
while the third one is focused on Monte Carlo tuning and dedacalibration hits studies. The
final section focuses on the measurement of the photon eseadgyvia test beam data combined
with the results from the calibration hits studies. Thissdigation is, therefore, an attempt to
obtain the photon energy scale through the exclusive usalofimeter information.

It is the author’s hope that this work be continued and extiepd to the full ATLAS de-
tector in the near future, for channels with final state phstwill benefit highly from the right

calibration.



Chapter 2

Motivation

Discovery physics, as well as high-statistics precisiomsaeements, will require the ex-
traction of clean signals with the ATLAS detector. This will turn, demand precise in-situ
calibration of the different sub-detectors, which comprg8 regions inside)| < 2.51. In-situ
calibration will be done with physics samples. For the Légrgon calorimeter, Z» ete™
events will be used [3] [16].

The requirements imposed by an early discovery of a low mass<130 GeV) Higgs bo-
son, decaying either leptonically or into two photons, dgthe low luminosity period [13][23]
make the ATLAS calorimeter the first choice to begin thislwatiion (see Figure 2.1).

Electron-based calibration has been investigated foematne time. The well-understood
results were promising enough that a whole calibrationseh@as developed and implemented
in the ATLAS software framework. It is important to note ttiae results (i.e. calibration
constants) came from Monte Carlo (MC) simulation studieshef ATLAS detector (almost
final geometry), and are being verified with test beam data.

Figures 2.2(a) and 2.2(b) show the improvement on the rasnland uniformity for elec-
trons in the liquid-argon calorimeter as a function of pseagidity when using the electron
calibration [25]. At the same time, tests performed usireggdtectron calibration when recon-
structing the invariant masses for the-Ze*e~ and to the H- 4e processes rendered this

electron calibration the preferred choice as seen in FigL¢).

!The standard region corresponds to 2 mother boards in azjragtiivalent to 2 HV sectors in the barrel. In
each end-cap, there are 4 mother boards and 7 HV sectors@dengorapidity. This definition chooses the HV
sectors, leading thus to a higher number of regions [16].
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With the onset of the 2004 ATLAS combined test beam efforiengla complete sector of the
detector was exposed to different beams of particles, camalea of extending this electron-
based calibration to photons. Previous tests conducted bA8 MC simulations using photon
samples with the same characteristics as those of the@isajave a good assessment of the
feasibility of the proposed idea. This concept gained madararalong with the potential for
the early discovery of the Higgs through the channel. Though the extension of the electron
calibration to photons seemed straight forward, one semwomplication arose. Photons of this
high momentum (60 GeV/c) lose energy mostly by pair productmeaning that the final state
of any decay channel where photons are involved will haveintaracting photons, known as
non-converteghhotons and interacting aonvertedphotons.

In the H— ~~ channel, contribution from both interacting and non-iat¢ing photons will
have an impact on the mass peak. If not treated properly,ghk will not be seen in the sea
of the irreducibley~ background continuum. Figures 2.3(a) and 2.3(b) show tfiereihces
in the invariant mass reconstruction for this channel ngknto consideration the two types of
photons and the two luminosity scenarios.

It is expected that the converted photons will behave liketebns, while the non-converted
ones will have their own calibration scheme. Unfortunatiélg problem is not defined solely by
the categorization of the photons, but it is specified by #&gh requirements of the ATLAS
detector (i.e. between the inner detector and the face aflogimeter, there are approximately
1.3X, of extra material in which conversions can occur). The icgilons of these very late

conversions are treated in Appendix C.
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Figure 2.3 Reconstructed two photon invariant mass forthe: vy decay channel using the
calorimeter information only. The yellow histograms regmet events containing at least one
converted photon. [4]

This dissertation, though not delving into the physics @f thiggs boson mechanism, tries
to test the electron calibration method on photons, rely@rglusively on the liquid argon
calorimeter. This exercise will acquire importance as waraach the high luminosity régime,
for the inner detector tracking systems will be saturatedheynumber of tracks [23] and the

calorimeter will be the sub-detector of choice for this aan



Chapter 3

The LHC and ATLAS

This chapter serves as an introduction to the main featurédsed_arge Hadron Collider
(LHC). It also delves into some details pertaining to the AB_(A Toroidal LHC Appara-
tuS) experiment. The first section presents the relevami@ator parameters and the physics
program allowed by the machine. The second section desctiifgestructure of the ATLAS
detector and sub-detectors considering the requiremenussed by the physics program and

the machine features.

3.1 Introduction to the LHC
3.1.1 Machine Parameters

The Large Hadron Collider [42] is a proton-proton and heery{Pb-Pb) collider with a
center of mass energy of 14 TeV when operating in the pp modhe. atcelerator, which is
presently under construction in the existing LEP tunnell begin operations in 2007. The
basic layout of the machine mirrors that of LEP with 8 straigictions, each approximately
of 528 m, available for experimental insertions or utibtid he two high-luminosity insertions
are located in diametrically opposite straight sectior@ntPl (ATLAS) and Point 5 (CMS)
(see Figure 3.1). Two more experimental insertions areéakcat Point 2 (ALICE Pb ions) and
Point 8 (B physics). The beams cross from one ring to the athbrat these four locations.
The 27 km circumference of the tunnel houses 1232 superuobing dipoles that produce the

magnetic field (8.33 Tesla) necessary to keep the beam irgjectory. Bunches of protons,



separated by 25 ns and with an RMS length of 75 mm, interseittea#t points mentioned

above.
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Figure 3.1 Schematic layout of the LHC

The preacceleration chain, shown in Figure 3.3, consistheffollowing steps: an ion
source injects the protons into a radio-frequency (RF)tgavhich accelerates them 1G0keV .
After this, they are transmitted to a proton LINAC (linearcalerator) to reach energies of
50MeV. The proton synchrotron BOOSTER (PSB) increases the engrgp 1.4GeV and
sends the protons to the proton synchrotron (PS) and latdretsuper-proton synchrotron
(SPS) which then boost the proton energRiaclV and450GeV, respectively. The protons
at 450GeV are injected into each LHC ring with 2835 buncheslof! particles. The bunch
spacing will be 7.48 m, corresponding to an interval betw@ensuccessive bunches of 25 ns
at the collision energy. The super-conducting dipole megyrsee Figure 3.2, guide the proton
beams in their LHC orbits over a total magnetic length of 15 Buper-conducting quadrupole

correctors will make the orbit corrections to the spurioas-tinear components of the guiding



and focusing magnetic fields of the machine and allow regogkthe required beam density
after interactions. Special orbit correctors will be usséxtupole, octupole and decapole mag-
nets. The luminosity lifetime is anticipated to be about d0rs. The luminosity. is defined
as:

Ni - Ny

L= m Ny frew 3.1)

L is the interaction rate of particles per unit cross-sectidih and N, are the number of
particles per bunch for each beam, ando, are the beam sizes in the transverse directions
cross-sectiony,, is the number of bunches arfd., is the revolution frequency. The two beam
pipes of the LHC and the super-conducting coils will be hdusdhe same super-fluid helium

cryostat at the temperature of 1.9 K.
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Figure 3.2 LHC dipole cross-section. The nominal magnetid fis 8.33 T inside a cold beam
tube of 50 mm inner diameter, with a magnetic length of 14.3. mm
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Figure 3.3 LHC proton injection chain

Two operational phases are foreseen for the LHC. During tisé yfear [ow luminosity
phasé the nominal luminosity is expected to Bex 1033cm~2s~!. It should then increase to
103%em =251 (high luminosity phage The LHC is expected to deliveo0 fb—! of integrated
luminosity per year at design luminosity. The machine w#bebe able to accelerate heavy ions
to a center of mass energy of 1150 TeV with a luminosity updtdcm —2s~!. LHC parameters

are listed in Table 3.1.

3.1.2 The Physics Goals of the LHC

The LHC will allow a broad and ambitious physics program. Amahe most important

topics to be covered are:

e Search for a Standard Model (SM) Higgs boson from the LEPII lov mass limit
(114.1 GeV) up to the theoretical upper bound of 1 TeV [2]One of the main goals is
to study the actual mechanism for symmetry breaking in teetedweak sector (SU(2) x
U(1)) of the Standard Model (SM). This phenomenon is assedaith the Higgs mech-

anism, the existence of a Higgs particle and the behavidiettoss-sections involving



Table 3.1 LHC performance parameters

LHC Parameter Symbol Unit Nominal Value
Energy E [TeV] 7.0
Dipole field B [T] 8.4
Luminosity L [em™2s71] 1034
Beam-beam parameter 19 0.0034
Total beam-beam tune spread 0.01
Injection energy E; [GeV] 450
Circulating current/beam Tveam [A] 0.53
Number of bunches ks, 2835
Harmonic number [hrr 35640
Bunch spacing Th [ns] 24.95
Particles per bunch ny 1.0510M
Stored beam energy Eg [MJ] 334
Normalized transverse emittangéy)o?/3 €n [pm.rad] 3.75
Collisions

(G-value at I.P. B [m] 0.5
r.m.s. beam radius at I.P. o [um] 16
r.m.s. divergence at I.P. o7 [urad] 32
Luminosity per bunch collision Ly [em™?] 3.1410%
Crossing angle ¢ [prad] 200
Number of events per crossing Ne 19
Beam lifetime Theam [h] 22
Luminosity lifetime TL [h] 10

11
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the gauge boson8;/*~ andZ. The LHC will explore all ranges of allowed Higgs masses

and will either find the Higgs or invalidate the SM symmetrgdiking mechanism.

e Search for Supersymmetry, extra dimensions and other exati signals beyond the
Standard Model up to masses of 5 TeMf SUSY particles exist, they will be produced
and detected at the LHC. The lightest SUSY particle is sthbtehardly interacts with
matter. Therefore the search for supersymmetric partiwiibase itself on the her-
meticity of the detector and its ability to identify missiig. ATLAS may be also used

to detect microscopic black-holes with masses up to 5 TeV.

e Precision measurements of SM observables such as W and topapl masses and
couplings. The LHC will provide a large number of top quarks. Tiecross-section
will be about 1nb. Such high statistics will allow the expeent to obtain a top-mass

resolution limited by theoretical rather than statistizatertainties.

e B physics and CP violation in the B hadron systemThe principal issue of B physics is
the observation of CP violation in thg) system, and the goal is to measure the three in-
terior angles of the unitarity triangle corresponding te @abibbo-Kobayashi-Maskawa
(CKM) matrix. During the initial low-luminosity run, b-quk identification will not be

hindered by pile-up in the detectors.

e Study of phase transitions from hadronic matter to plasma ofdeconfined quarks

and gluons.

3.1.3 Environmental Characteristics

The LHC experiments will have to deal with complex workinghddions imposed by the
high center-of-mass energy and luminosity. For the two gerpirpose experiments, the total
inelasticpp cross section at/s = 14TeV is approximately 80 mb. At high luminosity, the

expected event rate4s 10%ev /s. Two types of events will be characteristic of this enviramn
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e Minimum bias eventdue to long-distance collisions between two incoming prston
which the momentum transfer is small (“soft “ collisions)hdugh the study of these
events is not foreseen, they represent the majority opphepllisions and their effective
total cross section is of the order of”, ~ 70mb. The final state products of these
interactions (also called minimum bias events) have smalstverse momentum relative
to the beam line. In reality, most of them escape down the lj@pen The particles with
high enoughpr enter the active region of the detectors, giving rise to theadledpile-up

events.

e Hard scattering eventarise from short-range parton interactions in the incorpiregons.
In these interactions the momentum transfer can be langsyiab the production of final
states with highp; particles, as well as the creation of new massive ones. pligtvents
are dominated by QCD jet production from quark and gluonrfragtation in the final

State.

3.1.4 LHC Experimental Challenges

The first year of operation will be the crucial one, given ttie LHC is the first super-
conducting collider foreseen to operate with such a largerbeurrent. Super-conducting mag-
nets tolerate only extremely small beam losses, and up tothewprecise tolerance level of
the LHC magnets is not well known. In order to prevent exeesguenching of the magnets,
the particles in the beam halo which slowly diffuse out tadgathe beam-pipe walls have to be
intercepted very efficiently by collimators in a warm sentaf the machine. However, learning
how to operate the LHC in such conditions will take some time e initial commissioning of
the machine will be done with beams of much smaller intertbiéy the nominal one. In order
to avoid a dramatic reduction of luminosity (proportionalthe square of the beam current),
the transverse emittance will have to be reduced. After aboe year of commissioning it is
reasonable to expect that the LHC could be operated withemth to one fifth of the nominal

beam current. Assuming that an emittance as low asnlcould be achieved, a luminosity



Table 3.2 LHC parameters: commissioning and nominal values
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Parameter Symbol Unit Commissioning Nominal
Luminosity L [em™2s71] 10% 1034
Circulating current/beam Tveam [A] 0.087 0.53
Particles per bunch ny 0.1710* 1.0510
Number of bunches ks, 2835 2835
Normalized transverse emittance e, [em.rad] 1 3.75
Beam-beam parameter 19 0.0021 0.0034

of 10%3em=2s~! would be provided with the beam current1a% of the nominal value (see

Table 3.2).

3.1.5 Detectors Requirements

Due to the stringent requirements imposed by the LHC designdetectors will have the

following constraints:

e Response time and granularit fast detector response is required to minimize the signal
contamination from minimum bias events overlapping irggng physics signals. The
response time varies between sub-detectors and repréiseittisst compromise between
technological limits and detector features. High grantylas required in order to reduce

the impact of pile-up. This implies a large number of reatiahannels.

e Radiation toleranceThe high flux of particles coming from the pp collisions regents
an unavoidable source of radiation for the LHC detectorse fidiation level will be
different according to the sub-detector position with exgo the interaction point. For
example, in the forward calorimeters, the particles fluegnated over 10 years of oper-
ations, will amount up td0'" neutrons perm? and up tol0” Gy of absorbed energy.

The ATLAS electromagnetic calorimeter will receive lesarti0® neutrons peem?
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and~ 200 Gy in 10 years running at high luminosity and in the worst tawaof the

electronics [6].

e Hermeticity At hadron colliders, the energy of interacting partonsaf§a and gluons) is
not known in individual events, therefore the missing epafthe final state cannot be
determined. To compensate, the measurement of the traeseergy (e.g. important for
SUSY searches) and the efficient reconstruction of tag@itsggquire a rapidity coverage

up to|n| =5.

e Mass and momentum resolutioAn energy resolution/E ~ 10%/+/E, with a global
constant term smaller tha¥il is needed to achieve a mass resolution%fdt better for

the channeld! — vyandH — 41.

e Particle identification capabilitiesSeveral strict requirements are imposed on the iden-
tification of electrons, photons, b-jets, taus, etc. FomgxXa, in order to observe the
H — ~~ decay over a continuum irreducible background, &/ jet rejection factor of

the order ofl0?, along with a photon efficiency of 80%, are required.

e Trigger. The trigger is another critical factor for the ATLAS and etlexperiments. The
interaction rate ofi0? events/second must be reduced~tb00 recorded events/second
due to the limitations of the storage and analysis system.ATLAS trigger is required

to have al0” rejection factor.

3.2 The ATLAS Detector

ATLAS [13] (A Toroidal LHC ApparatuS, Figure 3.4) is one ofethwo LHC general-
purpose detectors. Itis designed to be a multi-purposetbeiencompassing a large discovery
potential for new physics such as the Higgs boson and supensyric (SUSY) particles [14].

The differences in overall detector layout between ATLAS &MS are based on distinct
approaches brought forth by the collaborations. The ATLA&dtor magnet configuration is

based on a thin inner super-conducting solenoid surrogrttiminner detector cavity, and large
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Figure 3.4 3-dimensional cutaway of the full ATLAS detector
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super-conducting air-core toroids consisting of indegendoils arranged with an eighth-fold
symmetry outside the calorimeters.

The Inner Detector (ID) is contained within a 7m long cylindéth a radius of 1.15m, under
a solenoidal magnetic field of 2T. A combination of discreighkresolution semiconductor
pixel and strip detectors, along with a continuous stralettracking detector, achieve pattern
recognition, momentum and vertex measurements as welleatr@h identification and pion
separation.

The liquid-argon (LAr) electromagnetic calorimeter extslexcellent performance in terms
of energy and position resolution. Along with the LAr engssdhadronic calorimeters) and the
forward calorimeters, they cover up t9| = 4.9. The bulk of the hadronic calorimetry is
provided by a scintillator-tile calorimeter, which is segi@d into a large barrel and two smaller
extended barrel cylinders, one on each side of the barrel eftire calorimeter system provides
very good jet ande**¢ performance. The LAr calorimeter is contained in a cryosiét an
outer radius of 2.25 m that extends longitudinally to 6.69ong the beam axis. The outer
radius of the scintillator-tile calorimeter is 4.25 m ane tiotal weight of the calorimeter is
4000 Tons.

The muon spectrometer surrounds the calorimeters and ddfie@verall dimensions of the
ATLAS detector. The outer chambers to the barrel are at asaafiabout 11 m. The half-length
of the barrel toroid coils is 12.5m and the third layer of toexfard muon chambers is located at
23m from the interaction point. The air-core toroid systeth a long barrel and two inserted
end-cap magnets, generates a large magnetic field volurheaveitrong bending power. The
overall weight of the ATLAS detector is about 7000 Tons.

In summary, the design of the ATLAS sub-detectors will alfmwthe following:

e \ery good electromagnetic calorimetry fer and~ identification and measurement.

e Maximal hermeticity of the full calorimeter system to alldar very accurate measure-

ments of missing transverse momentpift** and jet identification.
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o Efficient tracking system at high-luminosity for high lepton measurements and full

event reconstruction capability at low luminosity.

e High-precision muon spectrometer having the capabilitpedform accurate measure-

ments at the highest luminosity in stand-alone mode.

3.2.1 The Inner Detector

The layout of the ID [8] is shown in Figure 3.2.1. The ID is gddnside the magnetic field
generated by the central solenoid, and provides full tragkbverage over| < 2.5. It provides
impact parameter measurements and vertexing for heavyr ftategging. It combines high-
resolution detectors (pixel and silicon micro-strips (§XCand the inner radii and continuous
tracking elements based on straw tube at the outer radii. hidteest granularity is achieved
around the vertex region using semi-conductor pixel detsctThe total number of precision
layers is limited by both the material and monetary budgé&tse combination of techniques
gives very robust pattern recognition and high precisiobath ¢ and z coordinates. In the
barrel region, the layers are arranged on concentric agtgidround the beam axis, while in the
end-cap detectors they are mounted on disks perpendiculae tboeam axis. The pixel layers
are segmented iRy and z, while the SCT detector uses small angle (40 mrad)csttrips
to measure both coordinates. The barrel transition radhidtacker (TRT) straws are parallel
to the beam direction. All the end-cap tracking elements@rated in planes perpendicular
to the beam axis. The lifetime of the ID will be limited by ration damage, and it may need

replacement after a few years, with the inner pixel layentéhe most affected.
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Barrel SCT

Pixel Detectors
Figure 3.5 3D view of the ATLAS Inner Detector

3.2.1.1 Pixel Detector

The pixel detector is designed to provide a very high-grariy, high-precision set of mea-
surements as close to the interaction point as possibleoviges three measurements over the
full acceptance. Mechanically, it consists of three baratlaverage radii ot 4cm, 10cm and
13cm, and five disks on each side, of radii between 11 and 2@vbiah complete the angular
coverage. The pixel modules are designed to be identicddarbarrel and the disks. Each
module is 62.4 mm long and 21.4 mm wide, with 61440 pixel eleimeead out by 16 chips,

each serving an array of 24 by 160 pixels.
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Figure 3.6 3-dimensional view of the pixel detector

3.2.1.2 Semi-Conductor Tracker (SCT)

The SCT, like the pixel detector, consists of a barrel deteahd two symmetric end-cap
detectors. The system is designed to provide eight precisieasurements per track in the
intermediate radial range, contributing to the measuréraEmomentum, impact parameter
and vertex position. It also provides good pattern recagmifThe barrel SCT uses eight layers
of silicon micro-strip detectors. Each silicon detectds.i5 x 6.40cm? with 768 read-out strips
of 80 um pitch. The end-cap modules are similar in constructionusettapered strips, with

one set aligned radially.

3.2.1.3 Transition Radiation Tracker (TRT)

The TRT is based on the use of straw detectors. Due to thell dimmeter they can operate
at very high rates. This technique, being radiation haitdyal for typically 36 measurements
per track. The barrel contains about 50,000 straws, each idrdrameter and divided in half at

the center in order to reduce occupancy. The end-caps od328i,000 radial straws, with the
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readout at the outer radius. The total number of electromémnpels is 420,000. Each channel
provides a drift-time measurement, giving a spatial resmuof 170 zm per straw, and two
independent thresholds. These allow the detector to digtaie between tracking hits, which
pass the lower threshold, and transition-radiation (TR, lwhich pass the higher one. The
TRT is operated with a non-flammable gas mixture df;7%e, 20% CO, and 104 C'F, with a

total volume of 3m?.
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(a) Transverse view of a quarter section of the ID. (b) Detailed view of TRT straws

Figure 3.7 Schematic view of the TRT. Fig(a) representsrdnesverse view of a quarter
section of the ID, where the TRT layers are approximated by af circles. Fig(b) gives a
detailed view of straws in the TRT. The view corresponds &r#dd box drawn in (a).

3.2.2 The Calorimeters

The calorimetric system of the ATLAS detector will providereeasure of the energy and
position of photons, electrons, isolated hadrons and jatseliable measure of the missing
transverse energy will be possible thanks to good hermetibbgether with the inner detector,

they will provide efficient and robust particle identifiaati exploiting the fine lateral and good
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longitudinal segmentation. The various parts that makénapsystem are described below and

shown in Figure 3.8.

3.2.2.1 Electromagnetic Calorimeter

The EM calorimeter is a lead/liquid-argon sampling calaten with accordion geometry.
It is divided into a barrel part, covering thgl < 1.475 region and two end-caps for the375 <
In| < 3.2. A detailed description of the ATLAS electromagnetic catwter will be given in

the next chapter.

3.2.2.2 Hadronic Calorimeters

The ATLAS hadronic calorimeters cover the range< 4.9 using different techniques best
suited for the wide spectrum of requirements and radiatiirenment found in their large
coverage. The hadronic calorimeters take into consideradltie need for good containment of
hadronic showers as well as keeping punch-through into tl@mystem to a minimum. Along
with the largen coverage, goodz7*** measurements are provided. The regigh< 1.7 is
covered by théile calorimeter a sampling calorimeter with plastic scintillator platesteedded
in iron absorbers [7]. The tile calorimeter is segmented thtee longitudinal samplings and

the relative energy resolution is
o 50%
E VE

Atlarger pseudorapidities, where higher radiation taleesis needed, the intrinsically radiatifjn-

& 3%. (3.2)

hard liquid argon technology is used. Thadronic end-cap calorimetds a copper-LAr de-
tector with parallel plates geometry, while tfeeward calorimeteris composed of rod-shaped
electrodes in a tungsten matrix using liquid argon as theeantaterial. It is worth noting that
even though the proximity of the calorimeter to the intamactpoint makes radiation resistance
more of an issue, it provides clear benefits in terms of umiftyr of the calorimetric coverage,
as well as reduction of radiation background levels in th@mspectrometer. Details of the
pseudorapidity coverage, granularity and longitudinghsentation for the hadronic calorime-

ters can be seen in Table 3.3.
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Figure 3.8 3D cutaway view of the ATLAS calorimeter, as rejuced by the Geant
application.
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Table 3.3 ATLAS hadronic calorimeters: pseudorapidityarage, granularity and logitudinal

segmentation
HADRONIC TILE Barrel Extended Barrel
Coverage In| < 1.0 0.8 < |n| < 1.7
Longitudinal segmentation 3 samplings 3 samplings
GranularityAn x Ag)
Samplings 1 and 2 0.1 x0.1 0.1 x0.1
Sampling 3 0.2x0.1 0.2 x0.1
HADRONIC LAr End-cap
Coverage 1.5 < |n] < 3.2
Longitudinal segmentation 4 samplings
Granularity An x A¢) 0.1 x0.1 1.5 < |n| <25
0.2 x 0.2 2.5 < |n| < 3.2
FORWARD CALORIMETER Forward
Coverage 3.1 <|n| <4.9
Longitudinal segmentation 3 samplings
Granularity An x A¢) ~0.2x0.2

3.2.3 The Muon Spectrometer

The layout of the muon spectrometer [11] is shown in Figud)@). Its primary function is
to measure the momenta from muons that have been deflectbe byagnetic fields generated
by the super-conducting air-core toroid magnets. The muack$ are reconstructed using
different trigger and high-precision tracking chambeepehding on the position in. In the
barrel region, tracks are measured in chambers arrangéde@ tylindrical layers around the
beam axis. In the transition end-cap regions (see Figu@3)l the chambers are installed
vertically, also in three stations. The position of thesg¢ishs of chambers has been optimized
for full coverage and momentum resolution. Over most ofith@nge, a precision measurement

of the track coordinates in the principal bending directibthe magnetic field is provided by
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Monitored Drift Tubes (MDTs). At large pseudorapiditiedariose to the interaction point,
Cathode Strip Chambers (CSCs) with higher granularity aeglun the innermost plane over
2 < |n| < 2.7 to withstand the demanding high rate and background camditi The trigger
system (Figure 3.9) covers the pseudorapidity ramge< 2.4 and it is provided by three
stations of Resistive Plate Chambers (RPCs) in the bardeBatations of Thin Gap Chambers
(TGCs) in the end-cap regions.

TGC 2~

I TGC 3

0 5 10 15m

Figure 3.9 Schematic view of the triggering principle. Ntitat the outer layer of the end-cap
MDT is not shown.

Due to the large global dimensions of the spectrometer, nibtspossible to stabilize the
dimensions and positions of the chambers at then3@vel. Therefore, chamber deformations
and positions are constantly monitored by means of optigghment systems, and displace-

ments up tox 1 cm can readily be corrected in the offline analysis.
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(b) Transverse view of the muon spectrometer

Figure 3.10 The ATLAS Muon Spectrometer
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3.2.4 The Magnet System

A schematic view of the ATLAS super-conducting magnet sysie0] can be seen in Fig-
ure 7.5(a). It comprises a central solenoid (CS) providhng lnner Detector with magnetic
field, a set of eight larger air-core toroids generating tlagnetic field for the muon spectrom-
eter and 2 end-cap toroids. The CS extends over a length oh®Bd has a bore of 2.4 m.
The overall dimensions of the magnet system are 26 m in leargdl20 m in diameter. The CS
provides a central field of 2 T with a peak magnetic field of 2.&t The super-conductor itself.
The peak magnetic fields for the super-conductors in thebi@moid (BT) and at each end-cap

toroid (ECT) are 3.9 and 4.1 T respectively.

(a) Magnet Field Lines (b) Magnetic Field Map

Figure 3.11 The ATLAS Magnet System

The CS and the electro-magnetic calorimeter share a commacuum vessel in order to
minimize material. The CS coil is a mixture of NbTi, Cu and &hd its design is a compromise
between operational safety and reliability. Each of theitts consists of eight coils assembled

radially and symmetrically (for mechanical statibilityjoand the beam axis. The ECT caoll
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system is rotated b¥2.5° with respect to the BT coil system in order to provide radiartap

and to optimize the bending power in the interface regionath lzoil systems.

3.2.5 Trigger and Data-Acquisition System

The need to process large amounts of data in the shortesblgosse requires a highly
efficient trigger system. The ATLAS trigger and data-aciis system (DAQ) [12] is based
onthreelevels of online event selection [33]. Each trigger levéihes the decisions made at the
previous level, applying additional selection criteriaemmecessary. The initial bunch-crossing
rate is 40MHz: O[0%) events per second at high luminosity. It must be reduced(10@Hz
for permanent storage. This requires a rejection factdféfgainst “minimum-bias” events.
A simplistic rendition of the ATLAS Trigger/DAQ system is@fn in Figure 3.12.

Interacti t
e oty - C | CALO MUON TRACKING

Bunch crossing
rate 40 MHz

LEVEL 1
TRIGGER

< 75 (100) kHz

Pipeline
memories

Derandomizers

| I | N 1< i

Regions of Interest

LEVEL 2 Readout butfers
TRIGGER (ROBs)
~1KkHz
Event builder |
EVENT FILTER FulI-ev:rr-Ltd buffers
~ 100 Hz processor sub-farms

Data recording

Figure 3.12 The three levels of the ATLAS trigger
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The level-1 (LVL1) trigger [33] makes an initial selectioased on information from the
calorimeters and trigger chambers of the muon spectrortaiking for highp particles/jets
and large missing transverse energy. It defineds the Regioherest (Rols) in the entire
detector. Different threshold combinatioriedger menu¥ can be set for different signatures.
The LVL1 trigger should be able to reduce the event rate tokHwith a latency ok 2us.
During this period, the information from all detectors ipke pipelined memories. The level-
2 (LVL2) trigger [12] refines the available information inetlselectedRegion-of-InterestRol)
using more detailed detector information provided by th&1¥igger. Itis expected that LVL2
will reduce the rate tez 1 kHz. The latency of this trigger varies from event to eveartd it
will be in the range 1-10 ms. This level has access to all edatat and bases its rejection power
on the usage of the full granularity of the calorimeter infation combined with the ID when
possible. The level-3 trigger, d&vent Filter (EF), is the last stage of the online selection. It
will employ offline algorithms and methods combined with thest up to date calibration and
alignmentinformation including the magnetic field map. Biewill make the final selection of
physics events which will be written to mass storage for agbent offline analysis. The output
from LVL2 is expected to be reduced to O(100)Hz {00 MB/s) if the full event data are to
be recorded. The EF will confirm the results from the LVL2 anl seed its own analyses in

tandem.

3.2.6 Software for Simulation and Reconstruction Tools

Computing has proven to be crucial for the ATLAS experimexfull gamut of tools has
been developed to provide as accurate a description of tleetde simulation and reconstruc-
tion conditions as possible. The work presented here uge®uel0.5.0 of the ATLAS offline
release software. The full detector simulation consistihide main steps. A short outline of

these stages is given below; more detailed information ediolind in [15].

e Event generationThe event generation phase is run separately for now i twdeve a

consistent input stream which can be used multiple timese@¢ors such as PYTHIA

'PYTHIA is a program for the generation of high-energy phgsizents.
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and HERWIG? are commonly used. During this step, a particle filter altponisimulat-

ing a specific trigger level can be applied.

e Detector simulationDuring the simulation, the particle four vectors storethe GEANT
KINE banks are projected onto the various sub-detectorgteohformation is recorded
as HITS. In order to achieve a high level of accuracy, the gagpnof the ATLAS sub-

detectors has been described in extreme detail.
e ReconstructionThe reconstruction proceeds logically in three stages:

1. Digitization. During this step the physical information registered ag$ils col-
lected and reprocessed to produce a simulation of the réattde response of the

read-out electronics in the actual experiment.

2. Stand-alone reconstructio he data related to each sub-detector are reconstructed
separately. In this step, specific packages can be usedadachave been devel-

oped to target electrons, photons, muons and jets indeptndé each other.

3. Combined reconstructionThis step combines complete information from all sub-

detectors, providing the final output file that is subsedyemtalyzed.

2HERWIG is a Monte Carlo package for simulating Hadron Ensis®Reactions With Interfering Gluons.
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Chapter 4
The Liquid Argon Electromagnetic Calorimeter

4.1 General Description

Calorimeters, and especially the electromagnetic caetemEMC), are expected to play a
crucial role at the LHC. For ATLAS, the calorimeter systerthis leading component for many
measurements aimed at reconstructing physics eventsatfigterest. The LHC experimental
framework will be highly demanding, imposing constraintstbe detectors in terms of special
coverage, response speed and radiation tolerance amaongs.orhe ATLAS collaboration de-
cided that a lead-Liquid Argon (LAr) sampling calorimeteitiwan accordion geometry would
serve best. The specific geometry guarantees a full azitnctkiarage without cracks or dead
zones. The following subsections delve into the requir@sjernaracteristics and structure of

the electromagnetic calorimeter, for it plays a pivotak pathis analysis.

4.2 Experimental Requirements of the ATLAS EMC

In general, the tasks of the calorimeters at hadron coflicegyardless of their specific design

are:

Accurate measurement of the energy and position of elecand photons.

Measurement of the energy and direction of jets and of nggsansverse momentum of

the event.

Particle identification, in particular distinction betwealectrons and photons on one hand

and hadrons and jets on the other.

Distinction between hadronic decays and jets.
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e Event selection at the trigger level.

Due to the rigorous requirements imposed by the parametéine @ HC machine, such as
the large center of mass energy (14 TeV), good performanpegisred over a large energy
range. Given that the cross sections of the interestingess®s are quite small, the luminosity
(design luminosityl03*cm=2s71) of the collider has to be very high, implying a significant
number of pile-up events (see Figure 4.2) in space and timmeiedl high levels of radiation.

At design luminosity, about twenty soft collisions will begduced, on average in every bunch

crossing (every 25 ns).

The EM calorimeter requirements specified by

the physics are:

Noise {MeV)

Rapidity coverage and granularityn order to
observerare physics processes such As— ~

and H — 4e decays the largest possible accep-

tance will be needed. High granularity will help

o0 1 in the observation of these decays providing accu-
o o rate position measurement and particle identifica-
T @ w0 w0 0 70805000 200 tion with fast response, low noise and good energy

Figure 4.1 Optimization of tkt;(s E:‘T;:aping resolution.

time for high and low luminosity. Electron reconstruction capability from 1 to
2 GeV up to 5TeVSoft electrons are an important ingredient for reconsitngadhe decay of
b quarks. Tagging such decays is an important asset to a nwhphysics studies, including
Higgs and t-quark decays. The 5 TeV value is set by the kinematit for the observable
production of objects that may decay (semi-) leptonically.

Excellent energy resolution over the energy range 10-300. Ba energy resolution /£ ~

10%/+/E with a constant term smaller thastlis needed to achieve a mass resolution %f 1
or better for the channeld — ~«~ andH — 4l. This level of precision on the Higgs mass also

imposes limits on the maximum allowable signal non-lingg0.5%), on the absolute precision
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of the EM energy scale (074), and on the angular resolution for the reconstruction aftphs
(50mradi/E).

Linearity of response better than &5n the energy range up to 300 GeVhis is to en-
sure optimal mass resolution for ti¢ — ~y and H — 4l channels. At higher energies,
where the main issue considered is the measurement of thed\tha Z' mass parameters, this
requirement is somehow relaxed.

Excellenty/jet , electron/jet and-/jet separation capability This is mainly needed to sup-
press the background levels for physics processes for vihectietection of electronss orrs
is crucial, such as the procesgés— 7 or H — ~v. Atthe LHC, the rate of isolated electrons
with transverse momentum- > 20GeV/c is five orders of magnitude smaller than the rate of
QCD jets with the samg;. Therefore, a jet rejection factor of aboli® will be needed to

extract a 9% pure inclusive electron signal.

4.3 The Physics of Shower Development

Before delving into the operational aspects of the ATLASUithArgon calorimeter, it is
necessary to review the interaction processes that plalg @nol depend on the particle and its
energy. When a patrticle traverses matter, it will genelaligract and lose (some fraction of) its
energy in doing so. This section describes briefly the difieprocesses by which particles can
lose their energy and the scaling variables that allow te@riles the EM shower development
in a material-independent way.

When a high-energy electron/positron passes through miattan radiate a bremsstrahlung
photon which can in turn give rise to an electron-positroim. pehe subsequent particles con-
tinue with this development, and a cascade of particles ioitker energy is formed. This
process continues until the particles fall below the thoésFor pair production.

The processes are described below:

e Bremsstrahlungin their passage through matter, electrons and positeafiate photons

as a result of the Coulomb interaction with the electric Befgnerated by the atomic
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nuclei. The energy spectrum of these photons falls off /ds. It extends, in principle,

all the way to the energy of the radiating particle, but in gyah each emitted photon
carries only a small fraction of this energy. In this pro¢eabkg electron (or positron)
undergoes a (usually small) change in direction (calledipialor Coulomb scattering).
These radiative processes, which dominate the absorptibigle-energy electrons and

positrons, play a role for any charged particle traversiadten.

Photoelectric effect At low energies, this is the most likely process to occur.this
process, an atom absorbs the photon and emits and electimatdm, which is left

in an excited state, returns to the ground state by the emnisgiAuger electrons or X-
rays. The photoelectric cross section is extremely deperatethe available number of
electrons, and thus on thi&value of the absorber material. The cross section scalés wit

Z™, with n being between 4 and 5.

Rayleigh scattering This is a coherent process that is also important at lowgseer
In this process, the photon is deflected by the atomic elestréHowever, the photon
doesnot lose energy. As a consequence, this affects the spatiabdison of the energy

deposition, but does not contribute to the energy depostiocess itself.

Compton scatteringln this process, a photon is scattered by an atomic eleegtittma
transfer of momentum and energy to the struck electron gerfti¢o put the electron in
an unbound state. This process is the most likely to occysHotons in the energy range

between a few hundred keV and5 MeV.

Pair production At energies larger than twice the electron rest mass, sophohay cre-
ate, in the field of a charged particle, an electron-posifram. Typically, more than
99% of the pairs are caused by nuclear electromagnetic fields.cidss section for pair
production rises with energy and reaches an asymptotie\atiwery high energies(
1GeV). This cross section is related to the radiation len§ithe absorber material. Since

the cross sections for the photoelectric effect and for Gompcattering decrease with
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energy, while the cross section for pair production inagsapair production is the most

likely to occur at high energies.
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(a) Photon cross section as a function of the en- (b) Fractional energy loss of electrons per radiation
ergy deposited in lead showing the contributions length as a function of the energy in lead

of the different processes

Figure 4.2 Photon cross section and electron energy lossth Figures obtained from [31].

A description of the material-independent scaling vagal$ given as follows:

e Radiation lengthThe radiation length is defined as the distance over whiégraénergy
(> 1 GeV) electron or positron loses, on average, &3(Be. 1<~') of its energy by
bremsstrahlung. By expressing the dimension of the absonbgerial in units ofX,,
material-dependent effects are, in first approximatioimiekated. For approximate cal-
culation, accurate to within%, the Particle Data Group [31] recommends the following

expression:
716.4A i

2(Z + )in(287vZ" "

The radiation length for a mixture of different materials dse calculated as follows:

(4.1)

= W (4.2)

i
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in which'V; and X; are the fraction by volume and the radiation length (ex@e&gs mm)

of theith component of the mixture.

e Moliere radius This quantity is frequently used to describe the trangvdeselopment
of EM showers. It is defined in terms of the radiation lengihand the critical energy
ec, as follows:

Xo

pm = Es— (4.3)
€c

in which the scale energ¥s, defined asn.c?+/4w/a, equals 21.2 MeV. On average,
90% of the shower energy is deposited in a cylinder with ragiysaround the shower

axis.

4.4 Principle of Operation of the ATLAS Liquid Argon Calorim eter

The ATLAS electromagnetic calorimeter is a charge coltectalorimeter [44]. lonization
charge liberated in the active medium (Liquid Argon) is theasured quantity (signal). It
collects the ionization charge produced by charged shoasicfes. Given that liquid argon
is relatively dense, there is no need for charge amplifinaitioan avalancHeprocess, as in
gas-based detectors. Liquid argon also gives enough ctaadlew operation in the ionization
chamber mode, which ensures a better response unifornaitydhs-based detectors. Liquid
sampling calorimeters are relatively uniform and easy libcete, given that the active medium
is homogeneously distributed inside the volume and theasigoilection is not subject to the
cell-to-cell variations. Table 4.1 points to some impottemaracteristics of liquid sampling
calorimeters. The material properties of the calorimeteiiated in Appendix D.

The basic active element of any noble-liquid calorimetensists of two parallel metal
plates, between which a potential differena®” is applied. The gap between these plates

is filled with the liquid sampling medium (Figure 4.4). In astard liquid-argon sampling

LAn avalanche occurs when the voltage between the anodedsaffair is increased. The electrons produced
in the primary ionization processes may acquire enoughggrterbe able to ionize molecules themselves. The
electrons liberated in the secondary ionizations are @selarated and produce, in turn, more ionizations, crgatin
an avalanche.
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Table 4.1 Characteristics of Liquid Sampling Calorimeters

Advantages Drawbacks

Provide good energy resolutignCryogenic equipment introduces adg

174

tional dead material in front of thg
calorimeter (cryostat)
Stable response with time | Complex purification system

Radiation hard Slow charge collection for classical liquid

calorimeters

calorimeters, the alternating absorber and active layerplaced perpendicular to the direc-
tion of the incident particles. The ionization signal prodd by the shower in the liquid-argon
gaps is collected by the electrodes located in the middleefaps. These electrodes carry the
high voltage, whereas the absorbers are at ground. Thectmade collection time (500 ns)
corresponds to about 20 LHC bunch crossings. Given the highteates and the associated
problems of pile-up, this is too long. In order to producédasignals, a bipolar pulse shaping is
applied with a shaping timg, (A), of 45 ns. The resulting signal shape is shown in Figure 4.3,
together with the triangular pulse shape typical for LArocaheters in which all the ionization
charge is collected. In this figure successive LHC bunchsimgs are indicated by dots. With
this applied pulse shaping, the signal crosses the basdtereabout 5 bunch crossings.

In applying this type of pulse shaping (that is, collectingnaall fraction of the ionization
charge) the signal-to-noise ratio might be expected to bhsevtan if all the ionization charge
were collected. Eventually another complication appettiseaLHC, arising from the increase

of pile-up noisé.

2Pile-up results from the energy deposited in the calorimeahe particles produced in the numerous inter-
actions taking place in each bunch crossing.
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Figure 4.3 Signal shape as produced in the detector (teqreyhd after bipolar shaping (curve
with dots). The dots represent the position of the successinch crossings.

The necessary fast transfer is ensured by placing the adrsanid gap layers perpendicular
to the particle direction. In this way the signal from theleclion electrons can be extracted
directly from the front and back faces of the calorimeter aadt to the readout chain with a
minimum number of cables and connections. Furthermorederdo prevent incident particles
from escaping through the liquid argon gaps without cragsine absorber, the electrodes are
bent into an accordion shape, as illustrated in Figure 4.4 .

The ATLAS calorimeter takes advantage of this techniquee fdad-out electrodes are
flexible three-layer Cu-Kapton printed circuit boards. Twe Cu outer layers are connected
to the HV, while the inner Cu layer, connected to the readebainnel, collects by capacitive

coupling the current induced by electrons drifting in tlgpild-argon gap.



39

Figure 4.4 Sketch of the ATLAS Liquid Argon electromagneiidorimeter accordion
geometry (left); GEANT simulation of an electromagnetiowier developing in the EMC.

47 cm

A

Figure 4.5 Detailed view of the EM barrel LAr electrodes.
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In the ATLAS calorimeter, signal electrodes alternate vaitisorber plates. For each half-
barrel 0 < n < 1.45), the electrode is divided into two separate elements,zgf $800 mm
x 800 mm each, covering < n < 0.8 and0.8 < n < 1.45 respectively. The signal is
extracted from the copper cells (see Figure 4.4, left ) aoddnt to the front or back edge of
the electrode. It then goes through the absorber G10 bachwaine connected to the electronic
boards. The electrodes are kept in place by means of honéyspaters. Figure 4.5 illustrates
the electrode geometry of the ATLAS electromagnetic caleter.

The absorber electrodes are made of 1.5 mm (1.1 mrimfar 0.8) precision-rolled lead,
sandwiched between two sheets of 0.2 mm thick stainles$-skelayer of 0.13mm prepeg
adhesive (0.33mm fofy| > 0.8 to compensate for the thinner lead), inserted between the
lead and the stainless-steel, completes the absorbetwstucThe stainless steel is needed
for mechanical strength and provides a better surface thatad lead. The thinner lead for
In| > 0.8 increases the sampling fraction, and therefore compen&atthe deterioration of the

energy resolution due to the decrease of the sampling fregueith increasing rapidity.
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Figure 4.6 View of signal layer for barrel electrode.

The sampling fraction measures the ratio between the emepgysited by a Minimum lon-

izing Particle (MIP)? in the active medium, and the total energy lost in the fulkededr (LAr

3The mean energy loss per unit path lengthdE/dz >, given by the Bethe-Bloch formula (see Appendix
B) is often referred to as thepecific ionizatioror theionization density Muons, or other particles with unity
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gaps + passive lead absorbers). Maintaining a constantisgmaction of the calorimeter as a
function of radius, full projectivity iny, and minimal density variation in, are three important

requirements which have been considered in the optimizatiche absorber design. The final
optimization was achieved by varying the fold angles andtdienghts, as a function of radius

(see Figure 4.5).

45 General Structure of the ATLAS EMC

The ATLAS EMC is a sampling calorimeter, consisting of a ldgdid-argon sampling
structure with an accordion geometry. It is segmented wipparts: the barrel (EMB), that
covers a pseudorapidity ranggl < 1.375, and the end-cap (EMEC), located in the region
1.375 < |n| < 3.2. Each segment covers a full azimuth acceptahee ¢ < 2, providing
complete¢ symmetry without azimuthal cracks. They are housed in thheeband end-cap
cryostats shown in Figures 4.8(a) and 4.8(b). The barradistsof two identical half-barrels
separated by a small gap (6mm) at z = 0. Each end-cap calerirfsete Figure 4.10(a) ) is
mechanically divided into two coaxial wheels: an outer ooeeting the region.375 < |n| <

2.5 and an inner wheel covering the regi®h < |n| < 3.2.

charge such as pions, with an energy corresponding to tdtiah < dF/dx > reaches its minimum, are called
minimum ionizing particlesr MIPs [44]
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wheels, and integrated FCal, with one electro-magnetic

and two hadronic modules.

Figure 4.8 Perspective view of the half cryostat barrelglierbarrel and end-cap regions.

The EMC barrel calorimeter is segmented in turn into threwitudinal sections (Figure
4.9) defined as follows:

S1(Front’ or 'Strips’). This first section is made up of narrairips with a pitch of 4mm
in then direction. It has a constant thickness0f, (upstream material included) as a function
of n. This section acts as a preshower detector, enhancinglpadentification { /7, e/7
separation, etc.) and providing a precise position measemeiny. It has a granularity\n x
A¢ = 0.003125 x 0.1.

S2('Middle’). This section is transversally segmented inqoiare towers of sizAnx A¢ =
0.025 x 0.0245 (~ 4 x 4cm? atn = 0). The depth of each tower is between 16 and¥,8nd
their function is to collect most of the/ shower energy. The total calorimeter thickness up to
the end of this section i24 X,

S3(’Back’). With a granularity ofAn x A¢ = 0.05 x 0.025 and a depth varying between
2 X, and12.X, this section is used to sample high energy showers andtoetpparate hadronic

from electromagnetic particles.
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In the region|n| < 1.8, a presampler detector precedes the calorimeter. It igliedt
immediately behind the cryostat cold wall and it is used toext for the energy lost in the
material upstream of the calorimeter (mainly the innerkirag system, the LAr cryostat and

the solenoid coil).

Towers in Sampling 3
A¢ x An = 0.0245x0.05

Towers in Sampling 2
A¢ x An =0.0245x0.025

Strip towers in Sampling 1

Towers in Sampling 1
N A¢ x An =4*0.0245x 0.025/8

Figure 4.9 Sketch of the accordion structure of the EM caleter per sampling.
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Table 4.2 Granularity of the EM calorimeter, ¢)
7 range Otol.4 14t01.8 1.8t02.0 20t0 25 251t03.2

Presampler 0.025<0.1 0.025<0.1
Sampling 1 0.003x0.1 0.003x0.1 0.004x 0.1 0.006x0.1 0.1x0.1
Sampling 2 0.025x0.025]| 0.025<0.025| 0.025x 0.025| 0.025x0.025| 0.1x0.1
Sampling 3 0.050x0.025| 0.050x0.025| 0.050x 0.025| 0.050<0.025

Trigger 0.1x0.1 0.1x0.1 0.1x0.1 0.2x 0.2
Readout chan; 110208 25600 12288 24064 1792
nels

There are 2 end caps (Figure 4.10(a)). Each one containdetteomagnetic wheel, the
two hadronic wheels and the forward calorimeter. They arehaeically divided into eight
wedge-shaped modules (Figure 4.10(b)). In order to accatateahe accordion geometry
in this region, the absorber plates are arranged radidkythe spokes of a bicycle wheel and
the accordion waves run parallel to the beam axis. The amdgliof the waves scales with the
radius. Due to construction reasons behind the absorbiesptae ratio of inner to outer radius
of a given plate is limited to about three. As a consequenck ead-cap EM wheel consists
of two concentric wheels, the large one spanning fiodn< n < 2.5, and the small one from

2.5 <n < 3.2
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(&) General view of an electromagnetic end- (b) Schematic view of an electromagnetic
cap calorimeter containing only a few ab- end-cap module. Only 3 absorbers out of 96

sorbers. (in the outer wheel) are represented.

Figure 4.10 General view of an electromagnetic end-capicaébder and end-cap module

4.6 Energy Resolution of the ATLAS EMC

One of the issues that ATLAS will have to face is the fact thatriesolution of its electro-
magnetic calorimeter is determined and limited by fluctuagithat directly result from the
reality that the shower energy is sampledrtipling fluctuations Furthermore, the operation of
liquid argon in the ionization chamber mode will add the citmition from the electronic noise,
which is a dominant and limiting factor of the energy resiolutat low energies. Sampling
fluctuations are dominated by fluctuations in the numberftédint shower particles contribut-
ing to the signals. The relative width of the distributioreigual to\/n/n = 1/y/n wheren

is the number of charged patrticles. The relative precisioth® energy measurement with a
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calorimeter can therefore be expressed as:

OR . L
Vv, (4.4)

Extrapolating equation ( 4.4) to the ATLAS EM calorimetedaudding the contribution for
the electronic noiseg() and a constant termto account for instrumentation effects independent

of the development of the shower, we get:

OER a b
e N 4,
i f@E@C (4.5)

One of the methods proposed to reduce these fluctuationspwing the EM energy reso-
lution, is to increase the sampling fraction. An increasthasampling fraction is equivalent
to an increase in the amount of active material in the volumehich the showers develop.
Though, too big a sampling fraction can also interfere whith ¢alorimeter compensation.

This study incorporates the noise and constant terms dewith data from the 2004 test

beam.

4.6.1 Noise Contribution to the Energy Resolution

The contribution from electronic noise is an instrumenftdat that will affect the energy
resolution. It is decoupled from the sampling tearfor it does not scale witlE—1/2. This
means that the relative contribution to the total energpltg®n is energy dependent. Most
effects, namely those causing energy-independent fluchsatwill dominate the energy reso-
lution at very high energies where the contributions from pinocesses governed by Poisson
statistics are small. However, the electronic noise is @ejtton to this rule, since it dominates
the resolution at low energies.

The signals produced by sampling calorimeters correspottidet charge collected during
a certain period, called thgate time Since the detector has a certain capacitance, there is a
contribution of the electronic noise to the signals; megnimat in the absence of a showering

particle, the integrated charge collected during this gate will fluctuate from event to event.
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The standard deviation of these fluctuatiomg,;.., is measured in units of charge and is
converted into an equivalent amount of calorimetric end§MC 4) that depends on many
factors (e.g. gate time, detector capacitance, propesfi@snplification electronics).oyise
corresponds to a certain fixed energy. The contribution isfribise to the energy resolution,
o/E, scales likeE .

Figure 4.11 illustrates the rms of the electronic noiselierATLAS calorimeter as a func-

tion of pseudorapidity for three different cluster sizes.
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Figure 4.11 RMS of the electronic noise as a function of peeajldity for 3x 5,3 x 7 and 5
X 5 cluster sizes.

4.6.2 Constant Term

To meet the LHC physics requirements outlined in Chapteh&global constant term of
the energy resolution over the full calorimeter coveragestbe equal to or smaller than Q7

In order to achieve this, the strategy is to have a small emsérm, by construction, over a

4For the case in which the capacitance is not matched to thzsitton chamber gap capacitance, the relation-
ship for the equivalent noise charge due to series noisE¥C” = 1e2C%, 11, in whiche, is the series noise
voltage density for the amplifie€;;,; is the sum of the detector capacitance and the channel tapaeiof the
transistor at the amplifier input, ardd is the series noise integral. [5]
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limited region of the calorimeter coverage (the so-calleddl’ constant term). The calibration
of long-range non-uniformities can be domesitu by using physics samples (e.g.—Z ee
events).

Many sources of non-uniformity contribute to the local anérall constant terms of the
calorimeter. They are listed below and are based on the iexgergained in the construction
and during the test of various prototypes. They are grouyeadrge.

e Short Range:

Detector Geometry
Mechanics
Calibration
e Long Range:
Signal dependence of LAr impurities
Signal dependence on temperature
HV Variations
Others (e.g. upstream material, mechanical deformataaide lengths.)

The goal is to achieve a local constant term over a calorinmetgon of sizeAn x A¢ =
0.2 x 0.4, which corresponds to the size of a motherboard in the midaihepartment, or 0.5
%. In the absence of imperfections in the detector mechamidsbectronics, a constant term
of about 0.25; was obtained for particles incident in a given cell of therélaf [13], Section
4.3.5).

4.7 Effects of Upstream Material on the EM Energy Measuremen

The electromagnetic calorimeter has a substantial amdudead’ material installed up-
stream (Figure 4.13). The presampler serves primarilyléviate the problems caused by the
material. The principle of a presampler detector is baseti®fact that the energy deposited in
a thin active medium is proportional to the energy lost inghesive medium in front of it. The
difference with the case of a sampling calorimeter is thafthssive material, the "absorber’, is

very thick, typically about 1-X, and that there is only one layer of passive and active méateria
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If an electron passes through the passive material in frbthie presampler, it continuously
loses energy by ionization. The total deposited energyerptssive material is approximately
constant and can be easily calculated assuming the enelagt isy a MIP. The electrons can
also lose energy by bremsstrahlung. The emitted photonsetildeposit any energy in the

presampler. Their mean free path until the creation of act@le-positron{*e~) pair is%XO.

E

i The pair can be produced in the active mate-
]"_ . nal, in the active medium of the presampler or
) le in the calorimeter. The particles can still undergo
f bremsstrhalung or pair production, developing an
g electromagnetic shower. The shower development
Ineldent e process stops when the energy of the particle be-
pifto;l f,'l;e comes lower than a threshold (critical energy
Lend Liquid ®) and the ionization process takes over.
Plate Argon
[ Lar)

Figure 4.12 EM shower development

SFor electrons, the critical energy is approximatgl/ec =

610MeV
Z+1.24
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4.8 Calorimeter Corrections

The precise calibration of the ATLAS calorimeter during teenmissioning phase and dur-
ing the actual data taking is an important issue for many igyasnalyses. Two of the most

serious problems are:
e The equalization of response of different physical regointhe EMC.

e The correction of (mostly) upstream material effects dyrine energy reconstruction
through the application of longitudinal weights for thefeient sampling of the LAr

calorimeter.

These issues have been addressed in Technical Design ®éf&jrand [8]), while under-
standing of the calorimeter response has been the main gealeral ATLAS LAr Calorimeter

Test Beams [25] [28].

4.8.1 Cluster Level Corrections

The energy deposition of an electron or photon is stored enctlls of the EMC. These
are then collected in clusters (of variable sf)euilt around the cell (including the shower
barycenter) in the middle compartment. Corrections diyewlated to hardware variations
or defects are applied to the cell energies. Only a few onegagsent in the Monte Carlo
simulation.

A number of cluster levet/~ corrections are applied during reconstruction using the AT
LAS software framework (ATHENA). Such corrections are agglat the cluster level because
they are particle type and/or clustering scheme dependEme. corrections implemented in

release 10.5.0 are:

e S-shape correction:corrects the reconstructed position of an EM cluster alpriyyithin

a sampling the cluster position is the energy-weightedamesof the positions of the cells

6Clusters in the second sampling can be made up of 3x3, 3x55x67cells inAn = 0.025 andA¢ = 0.025
bins
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included in the cluster. Due to the steeply falling latenadfge of the EM shower, the
finite granularity of the calorimeter induces a systemétiét ®f the shower barycenter
toward the center of the cell, an effect known as S-shapehdrcase of the ATLAS
accordion calorimeter, this is specially true in thdirection, since in the direction the

accordion waves induce a better energy sharing betweehleiging cells.

e ¢ Modulation: corrects the energy response as a function of the cell inggzact in the
¢-direction. The variation of the cell energy response isedlby the varying amount of

passive material crossed by an incident particle due todberdion geometry.

e Offset in ¢: corrects the cluster position along thalirection for effects caused by the
accordion shape of the cells and the shower depth. The @osifi a cluster ing is

measured in the middle compartment.

e 1 Modulation: corrects the energy response as a function of the cell ingmaot in the

n-direction.

e Out-of-cone correction: corrects the energy for finite lateral containment, takimg i
account the energy depositions which fall outside the ehirgy cone. Though this correc-
tion has strong correlation with the longitudinal weiglitss not absorbed in the overall

energy scale.

4.8.2 Calibration for Electromagnetic Showers

The electromagnetic shower energy response of a caloniwételongitudinal segmenta-
tion is affected by several effects that deteriorate thal txtergy resolution and alter the value
of the total energy. Some of these effects careversedy the application of a layer weighting
technique where the weights are knowr@sgitudinal weights

Given the longitudinal segmentation of the calorimetes,rdrconstructed/~ energies are a
function of the responses of the different samplings. Taedsdrd function (or parameterization)

for the reconstructed energy is a simple weighted sum ofrid&vidual sampling responses
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given by:
ERec =)\ X (b -+ W(]EPS -+ E1 -+ E2 -+ Eg) (46)

whereb is an offset with the units of energy, amid, is the factor correcting for losses upstream
of the presampler.

In the presence af-dependent material thickness upstream of the EMC, thelatdma-
rameterization may need modification in order to preserveagnergy linearity and resolu-
tion [36]. These weights are, in principle, particle depamd The ones implemented in the
ATHENA framework have been derived using electrons [25]e®©hthe goals of the present
study is to derive these weights for test beam photons uemgyailable Monte Carlo tools as

well as the test beam data.

4.8.3 Back Leakage

Given that the electromagnetic shower is not fully contdjrteere is a fraction of energy
that leaks out of the back of the calorimeter, notwithstagdts thickness (about 2X, at
n =0.4). Previous studies [36] have shown that 20 GeV electdep®sit approximately 100
MeV behind the last sampling of the calorimeter, while fo018eV electrons, the leakage
can be about 1.2 GeV. Therefore about’®.%® 0.7% of the electron energy is lost behind the
calorimeter.

At lower rapidities, where the thickness of the calorimeteeduced, significant fluctuations
of the leakage are observed. This can be corrected on an-ley@avent basis. There are
two variables sufficiently correlated to the leaking eneigye used: the energy in the back
compartment and the mean shower depth. The last one is défned

3
T @)

whereE; is the energy in each compartment dne the position of each compartment in

<l>=

radiation lengths. Figures 4.14 illustrates the methodalescribed for 100 GeV electrons.
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Figure 4.14 (a) Correlation of the energy deposit in the lackpartment and the leaking
energy for 100 GeV electrons at= 0.4. (b) Accuracy of the leakage correction using the back
compartment [36].

4.8.4 Effects of the Charge Collection

Due to the geometry of the electrodes [6] in the liquid argaloemeter, accompanied by
non-uniformities in the electric field and edge effectsréhare ionization charge losses leading
to a decrease in the calorimeter visible energy. This effeluich isn and¢ dependent, accounts
for 6-7% of the energy loss in the accordion region. In addition,ghera loss of amplitude in
the ionization charge pulse due to the LC nature of the @rditong the path of the pulse to
the front end electronics (FEE). This accounts for &/318ss that is corrected by the Optimal
Filtering Coefficient (OFC) method. Both of these effects simulated in detail in the ATLAS
simulation and digitization processes.

The total combined effect for the presampler is 0.8 and ferabcordion is 1.102 [38].
These factors are obtained from the MC itself; however, tteaytain a difference in the visible
energy between data and MC which is abdiit@&eant4 version geant4-07-01). This last factor
was extracted independently using electron beam runs fenodP5 of the combined test beam.

It carries a systematic erroe0.3%) due to the uncertainties in the absolute beam energy scale.
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Chapter 5

Signal Reconstruction and Electronic Calibration of the EM
Calorimeter

This section aims to give a detailed account of the methoedd tesperform the electronic
calibration of the ATLAS electromagnetic calorimeter. Tgig/sics goals imposed by the LHC,
as well as the high energy and large luminosity of the callidet new demands on calorimeter
read-out electronics. On the other hand, in order to gueeagbod energy resolution over the
entire energy range, the constant term in the resolutiort beigept small £ 0.7%). Part of
this constant term stems from the accuracy with which thetrics chain is calibrated. It is
then imperative that the contribution from the constamhteoming from the calibration system
be less than 0.25 for the EM calorimeters, less thaficlfor the HEC and less tharV2for the
FCAL.

5.1 Signal Read-out Scheme

Signals from the detector are processed in various stadeel®eing read out by the DAQ
system. The logical flow and the basic elements of the systerateown in Figure 5.1 . The
first part of the electronic system is located inside the stgioold electronics) and it is
responsible for signal collection. The second part is mlatieectly on the calorimeter, outside
the cryostatffont-end electronicsand provides amplification, shaping and digitization a th
physics signals (see next section). The remaining paricastéal far from the detector, in the

counting room, and performs signal processing, systenralard monitoring.
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Figure 5.1 Block diagram of the read-out electronics. Indraving, warm preamplifiers are

located on the front-end board, which is the case for the EMFRDAI calorimeters. For the

hadronic end-cap calorimeter, a preshaper - that intesfaamplifiers located in the liquid
argon to the standard shaper chip - replaces them.
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5.2 Electronics Calibration
5.2.1 Calibration System

One of the important advantages of liquid argon calorimetthe stability and uniformity
of the ionization signal. In order to exploit this advantagjes necessary to provide a very
precise system to calibrate the electronics chain. Thisam8ure, as previously stated, that the
constant term in equation ( 4.5) will remain small. The reguoients demanded by the physics

on the calibration system are as follows:

1. The dynamic range of the system must allow for matchingnl&imal current of the
preamplifier (up to 1Q:A in the EM calorimeter). At the low end of the energy scale, th
system must permit the understanding of the response dowretievel of a minimum

ionizing particle energy deposition.

2. The dynamic range should be in one linear scale. This Waainter-calibration of the

three gains of the shaper.

3. The signal shape should be as close as possible to thageal given the fact that the
charge is not totally integrated. The rise time should bg tean a few nanoseconds and

the decay time should be close to the drift time of the sigm#diced by incident particles.

4. The relative timing between the calibration and the pts/aeeds to be adjusted in order

to provide best accuracy with the minimum number of calibraparameters.

5. The calibration elements should be radiation toleradtflxible enough to allow for the

calibration events taking during the physics runs.

5.2.2 Calibration Signal

An accurate electronics calibration is achieved by makireggdalibration signal resemble

the physics signal as much as possible. The calorimeteksedaltriangular shape signal with
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a fast rise time (a few ns) (see Figure 4.3) , decreasing to &ethe end of the drift time of

ionization electrons in liquid argor(450ns).

5.2.3 Read Out Chain

The ionization signal collected by the electrodes in themaleter is brought out of the
cryostat via cables to the front end crates (FEC). Thesegraicated on the cryostat, house
both the Front End Boards (FEBs) and the calibration boards.

On the FEB, the calorimeter signals are received, amplifgdt into three gain scales
(1:9.2:92, called low, medium and high gain) and shaped aitipolar shaping function. For
any given channel, the signals are then sampled at the buoshkirng frequency of 40 MHz
and stored in an analog pipeline (Switched Capacitor Aruayil the trigger decision. Upon
acceptance of a Level-1 trigger, the samples (N) are degltizy a 12-bit ADC. This digitization
is done either on each gain or on the best gain according todawhee gain selection. The
decision is based on the amplitude of a fixed sample in theumedain. The digitized samples
are then stored in small digital memories on the FEB befotealpransmission to the Read
Out Driver (ROD) module.

The response dispersion of the electronics read-out istatyou To account for such an
effect and for the different detector capacitances of eatdrimeter cell, the calibration board
provides a signal to all channels that resembles closelgdl®@imeter ionization signal. The
principle of the calibration is illustraded in Figure 5.2Rrecise DC current, is generated and
flows into an inductor. When a pulse command is applied onrtnesistor(),, the transistor
@, is cut off and the current is diverted to ground. The magrestiergy stored in the inductor
produces a fast voltage pulse with an exponential decaya¢he cable impedance and a 50
Q) termination resistor in parallel. This pulse is propagateside the cryostat through a 7m
long 502 cable and is applied across a precise injection resitpr (0.1%) in the cold on
the motherboards, close to the electrodes. This is donedier @o preserve the pulse unifor-
mity of the board, guaranteeing a small sensitivity of thepbtode to the exact value of the

cable characteristic impedance. The amplitude uniforufigpersion is better thah2%. One
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calibration signal is distributed through precise ress®(32) calorimeter cells for the middle

(front) compartment whose location is chosen such thasetalk can be studied.

5.2.4 Cross-talk

The read-out signal of the calorimeter cells is affectedtipdy capacitive cross-talk [20],
which is the dominant coupling between the finely segmernttgasof the first sampling. This
is not the case for the middle and the back samplings, whermtluctive coupling dominates.

Detailed measurements have been performed during pretestdeams and a cross-talk
map shown in Figure 5.2 has been produced. The largest aidg®bout 7%) can be observed

between neighboring strip cells.

(=

AN ES|

0.45%

Electrode B
0.06% ]

Figure 5.2 Cross-talk measured in module M13

Further details on the electronic calibration can be foundtli7].
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Figure 5.3 Principle of the calibrationThe calibration pulse is created when the current is

switched from Q1 to Q2, arising from the electro-magnetiergy stored in the inductor L.

The cable, with characteristic impedangg transports the signal to a network of resistors
connected in the cold to the detector electrodes.

5.3 Cell Energy Reconstruction

The reconstruction of the cell energy in ATLAS is done at el of the ROD (Read Out
Driver). The RODs receive the raw data and reconstruct teeggr(F z... ) and the time of flight
(r) of the particle using the optimal filtering technique (sextidn 5.5). The reconstructed

energy has the following expression:

Bree=f Y. a(ADC;— Pedestal) (5.1)
0<i<Sample
T.Ee=f Y b(ADC; — Pedestal) (5.2)

0<i<Sample
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The energy is computed as a linear sum of the (ADC-Pedesthles in which the coeffi-
cientsa; andb; are such that E is ielectronlinear scale and is a factor that converts ADC
counts for each gain to curren{sX) and from current to energy (MeV),; andb; are the opti-
mal filtering coefficients that can be derived from the shdp@® physics pulse and the noise.
The indexi represents the number of samples taken to calculate the.pEls ATLAS this
number is 5. ADC; is the value of the ADC cut in a particular sample. As a funcid the
detector modes, the DSPs (ROD processors) are initializébddifferent algorithms that allow
for data taking in physics or calibration modes.

The decay time is determined by the pulser circuit. In ordeatitain a).1% precision it is
essential to form the pulse right on the electrodes, so ligapath for calibration signals be as

close as possible to the path for physics signals.

5.3.1 Pedestal

The pedestal of a read-out channel is the output signal wiene is neither a beam nor a
calibration pulse. The pedestal levels are calculated bypeting the average output of each
channel over all the pedestal events. Together with thafrdstrd deviation (which corresponds
to the electronic noise) the pedestal levels are stored atabdse for later use with calibration

and physics data, where they are subtracted channel by ehasmaxplained above.

5.4 The Current-to-Energy Conversion Factor

A charged particle which passes through the detector irgdiocgzation in the liquid argon
all along its track. The corresponding charges are colidoyethe anodes of the detector. After
the amplification and the shaping, five samples of the sigmatigitized by an ADC (Analog
to Digital Converter). At this stage, the signal is measune®iDC-counts.

In order to get the measured current in units of visible eparactorf; 5, which is assumed
to be independent of the beam energy is applied to each aetle 8re EM calorimeter contains

two different geometries, the factors need to be calculsigelpendently.
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5.4.1 Accordion

Given that the accordion is a sampling calorimeter, the emion factop /A2MeV,.. can be

estimated in the following way:

1
A2MeVy,.. = 53
a ]/E X fsampling ( )
Where I/E is the energy to current conversion factor given by
qo0 E
I/E = — frecomp(E)Vy(E)—— 5.4
/B = i Frecons E)Val B) 3 (5.4)

where:

e ¢ = 1.6 x 107'9C is the electron charge.

Wy = 23.6¢€V is the ionization potential of the Liquid Argon.

E is the electric field.

frecomp( ) takes into account recombination effects (typically a fesvcent fort =
10kV.em™1).

Vi(E) is the drift velocity.

e HV = 2000V is the high voltage.

In the straight sections of the accordion calorimdier HV /g whereg is the gap width

(2.12 mm). If we define,,;;: = g/V, we can express/ £ in the straight section as:

qo0 Vd(E )
17 JTrecom E
e frecomv(E) p

qo0
= 757 Jrecom E)t ri
Wof b(E)tarise

I/Estraight = ( )
55

In the accordion foldings, the electric field behaves dédfely (the charge collection is
different) and the formul& = HV/g no longer holds. To account for this difference, equation
5.4 needs to be integrated for charges deposited in the Auligap. The size of this effect is
around7%.

The values of/ / E' in the straight parts of the accordion from the simulatiod #re data
areld.2nA/MeV and16nA/MeV respectively. Since the differences are not understood as o

yet, the value obtained from the data will be used.
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Fsampling 1S the sampling fraction which translates the visible epeigposited in the liquid

argon E°“) into the total deposited energy(*):

Eact
fsampling = W (56)

It can be estimated knowing the energy deposited by ionizdtl’ /dz (deposited by a MIP)

and the additional energy 1« deposited by radiation by an electron:

f . (& % dE/d.fZ'|act
Sampling =" AE [ oo + de/dz|pas

(5.7)

The additional effect of the electric field is taken into amebby computing the visible

energy from the simulated curreft,, using!/ Eq;qigh::

Isim

B = 5.8
I/Estraight ( )

which lead to a value ofqpiing 7% lower than with 5.7:
o (5.9)

=0.1959 forn > 0.8

The dependence of the sampling fraction on the shower depaéken into consideration at

the cluster level.

5.4.2 Presampler

Given that the presampler is not a sampling calorimeter,ctveversion from current to

energy is done by replacing...,iin, With a factor that is specific to the presample¥is.

1

A2M =
. QVPS I/EXFPS

(5.10)

Since there is no bending in the presampler, the electrid $ieffers no deformations. The
gap width however,varies accordingiidetween 1.9 and 2.0 mm introducing:@adependence
in I/E and a higher value fof / Fp5 thani/ E,... For simplicity, only one value of / E is used

for the whole presampler, averaging over the gap widths.y @hlmm out of the 13 mm of
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the active layer of the presampler are exposed to the aldieia. Therefore, the current Geant
4 simulation needs to be adjusted in order to take this fdotéonsideration. Future releases
will cure this problem. The presampler conversion valuelmadeduced from the accordion by

multiplying / / E,.. by the ratio of the gap width:

I/EPS = I/Eacc X Jace
gps

_ 16 x 212 (5.11)
1.05

= 17.4nA/MeV

5.5 Optimal Filtering Technique

A digital filtering technique is used to extract the peak atage A and the signal time. This
employs 5 signal samples,) where A is expanded in a linear weighted sum of coefficients
(OF) and the pedestal is subtracted from the signal in eaoplsgsee equation 5.1).

This method ensures a non-biased way of cell energy recmtisin which minimizes noise
contributions in particular during low luminosity periodehe coefficients are calculated using
the expected shape of the pulse, its derivative and the aaiseorrelation function. The noise
contribution is minimized respecting the constraints anglgnal amplitude and its time jitter
!, The noise autocorrelation function is determined frondanly triggered events.

The shape of the physics signgl( g; = ¢(¢;)) can be predicted using a formula with four
free parameters, which can be extracted from a fit to the medsahysics pulse shape [5] .
The OF coefficients are then calculated in such a way thatahance of equations 3.1 and 3.2
is minimized satisfying a series of constraints [39]. Thapss of the measured and predicted
physics pulses agree within’2.

For a detailed calculation of the optimal filtering coeffiti® see Appendix A.

LA shiftont, , 7 or on the sampling frequency due to a jitter on the clock carsean extra contribution to the
constant term of the energy resolution, thus degradinggttber| [46]
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Chapter 6

The 2004 Combined Test Beam (CTB04)

As we approach the experiment start-up, the results oltaingng the various test beam
exercises increase in importance. The 2004 test beam hasyenucial to the experiment given
that it is the first time where all sub-detectors were assediol such a way to mimic a slice of
the ATLAS detector. This study is based on photon runs obthduring CTB04 and will help
to unveil the response of the ATLAS detector and, in paréicithe Liquid Argon calorimeter.
This chapter is aimed at describing the setup as well as éps steeded to have a successful

photon run.

6.1 The H8 SPS Beam Line

The H8 beam line in the North Area of CERN (Figure 6.1 ) wasglesil to deliver sec-
ondary and tertiary beams of various particle types (hajrelectrons, muons, ions), as well as
an attenuated primary proton beam to a fixed target expeti(dhlocated in the experimental
hall area. In the case of our test beam, the secondary bearodaqged by protons extracted
from the SPS with momenta ranging from 10 GeV/c up to the marin$PS momentum of
450 GeV/c. The protons impinge into the T4 target producisg@ver of secondary patrticles.
The creation of tertiary beams is handled by placing a setamyt located at about 130 m

downstream of the T4 target.
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A large spectrometer constructed of six MBN
dipole magnets is used for the momentum defini-
tion. In addition to the above mentioned beams,
the H8 beam line offers the possibility of produc-
ing very low energy range particles (i.e. down to
1 GeV/c). This is achieved by redirecting a sec-

ondary beam from T4 towards a secondary target

(T48) located at about 40m upstream of the ex-

West Area = perimental setup.

Figure 6.1 SPS H8 beam line

6.2 The CTB Reference System

The reference system is defined to be as consistent as mossiblthe ATLAS reference

system. Théz, y, z) reference system is defined as follows:

x-axis along the H8-beam;

z-axis horizontally towards the South East ;

y-axis vertically towards the sky;
e r = y = z = 0 on the axis of the H8-beam, at the front surface of the Innge@er
Magnet (MBPSID).

6.2.1 The Detectors

The entire volume of the test beam setup (see Figure 6.2sl)dwn designed to include all
sub-detectors in addition to the pre-existing beam linmel&s. The most challenging of these
inclusions was that of the EM barrel calorimeter prototypedmie (M0). Due to the large size

of the cryostat, an argon excluder (a block of RohabelNas installed in front of the module.

'Rohacell is a rigid-foam with very low density
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Figure 6.2 Schematic of the test beam table setup. The beditigmfirst hit the pixel and
SCT modules and then continue towards the TRT, calorimatesnuon modules. In the
coordinate system used, the beam travels in the positilieection,y points upwards and
points out of the paper.

Behind the back wall of the cryostat, three tile calorimetevdules are stacked. The
calorimeter modules (82 Tons) are placed perpendiculanédoeam line and they rest on a
rotating table. Said table rotates around the vertical andtranslates on the horizontal axis.
These two motions allow for the simulation of different ingppoints inn. The table, however,
cannot be rotated around the horizontal axis, thereforgintalate different impact points in
a deflecting magnetic field is needed.

Figure 6.3 shows the LAr-Tile calorimeters setup togethién their reference systems.

Upstream of the cryostat, the MBPSID is placed. It genetagmagnetic field for the inner
detector elements. The SCT and Pixel modules are placetbitiss magnet. The pixel detector
is made of 6 modules and each module has a sizexaf = 60.8 x 16.4mm?. The SCT detector

consists of 4 layers with 2 modules per layer, each modulersan area x y = 120 x 60mm?.
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Figure 6.3 Liquid Argon and Tile setup
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The TRT detector is made of two barrels and due to its sizekiejs outside the MBPSID
magnet. The distance in ATLAS between the last SCT layer aditst TRT plane is 40 mm,
while in the Combined Test Beam layout is increased:tt114 mm, leaving a clearance for
magnet coils and the TRT support structure.

On the back of the Tile Calorimeter modules there are racksMmon Wall scintillators
on the support table. Further downstream, a massive bloc@rafrete (Beam Dump) has been
placed to stop all particles except for muons. Severalastatof muon chambers have been

placed behind the beam dump.

6.3 Beam Instrumentation

Various beam instruments, aside from the detectors destabove, were placed on the H8
beam line. The data obtained from these elements were extoodether with the event data
to allow for offline data quality control. The layout of thedm instruments is shown in Figure
6.4.

The beam instruments are as follows:

e Cherenkov counterswere used to distinguish pions and electrons at low energy.
e Beam chamberswere used to verify the beam profile.

e Scintillators were installed in the beam line and some of them were usedifger

purposes.

— Muon Vetowas used to veto muons passing through the high energy begm st
during low energy runs.

— Slwas a big (0 x 10cm?) scintillator located after the first quadrapole magnet. It
amplitude and its signal were measured.

— Muon Halovetoed muons outside the beam axis.

— S2 and S3vere used for trigger purposes and were read out by photipinens.

— Cryostat Scintillatorswvere placed between the liquid argon cryostat and the Tile

calorimeter.



— Muon Wallconsisted of 12 scintillators located behind the tile aateter.

— Muon Tagwas placed behind the beam dump in order to identify muons.
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Figure 6.4 Schematic outline of the beam line instrumentatnd of the ATLAS
sub-detector elements.
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Chapter 7

Event Selection

The complexity of the initial conditions of photon run 21@8made the event selection
process an arduous one. The surviving events ready forsisgfter reconstruction and clean-
up cuts, represented only Z%of the original sample. This chapter describes in detaikteps

needed in order to set-up the photon beam for the run, as s/ilegprocess of event selection.

7.1 Photon Run Setup

Of the many different studies performed with the combinet beeam, the photon study is
the subject of this thesis. The photon beam was obtainedIbgling electrons, momentum of
50 or 180GeV/c , with a 0.KX, lead target, producing bremsstrahlung photons (Figurg. 7.1
Two magnets, downstream of the target, swept away electromsthe photon trajectory. The
first magnet separated the electron from the photon in fflane, while the second one deviated
it in the ¢ plane. The separation changed with the different magnetatsfi Each magnet had a
maximum bending power of 3.8 Tm. For photon runs where theridetector was active, ax},
converter, followed by scintillators, was placed in the fgmdbeam to detect photon conversions

into e*e~ pairs. Electrons were triggered by a scintillator (8x8 thm
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178.864 GeV positron beam

e+ giving a photon
e+ only deflected (E_ = 178.844 GeY)
Photons

Magnets

Target
(Bh Al

BC1 |] ‘ I:I I
51

Figure 7.1 Schematic view (from the top) of the photon beamgstor runs with and without
inner detector participation.

Canverer

7.2 Data Readiness

The preparation for the photon run was no trivial task, faréhwere two main questions
that needed to be answered prior to the actual run:

e How to obtain as pure as possible a photon beam without hawmgany photons con-

vert in the first target?

e What are the ideal magnetic fields for the positron bendiaghil not clip it or place it

outside the calorimeter?

The first question relates to the thickness of the target,itawds answered by running a
Geant4 simulation of 100000 electrons impinging on diffietarget thicknesses and counting
the number of single, double and triple photons coming ouhefoack of the plate. Four dif-
ferent target thicknesses were used (see Table 7.1) anditavecluded that a thickness of
0.6mm provided a good compromise between the number of pleatons and the contamina-

tion arising from multiple bremsstrahlung and photon coswms. As far as the conversions
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Table 7.1 Target Thickness Results

Target Width | Single~ | Double~ | Triple ~
0.2mm 152 18 2
0.6 mm 283 119 22
1.0 mm 345 235 62
1.2mm 354 261 71

are concerned, the probability for a photon to convert isigivy

Po =1 — Pyc, Where

N _ Ac[X0]
Pye = — =€ %97 and
No

AXx is the amount of material expressedif s that the photon will traverse before con-

verting. In our case the material used was Pb and’itsvas 0.56 cm . A target of 0.X, was

(7.1)

chosen, givings 8% of photon conversions.
The second question was twofold, for unlike in previousiesims, this time there were two

magnets to tune so that the positron and the photon woultiditdalorimeter at two distinctive

and well separated locations.
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Figure 7.2 Photon/Electron separation at the cell leveaming 2.
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The most important tuning was done with the first magnet bexai least three-cell-
separation in sampling 2 was needed between the impactspoirdrder to reconstruct the
clusters properly. This preliminary study yielded a sepanaof 5 second-sampling cells in
using a magnetic field of 3.0 Tm on electrons of 180GeV/c in rotum. The cell distribution
showing the separation between the particles can be sedagureF7.2. For the specific run
here analyzed the magnetic fields expressed in Tesla meteesBy = 1.25 Tm andB, = 1.4
Tm.

7.3 Data Reconstruction

The data were reconstructed using the ATLAS official offlioétware (Athena) version
10.5.0, adapted for the test beam. The optimal filteringfooent method (see Appendix A)
was applied to obtain the reconstructed energy or & 8uster scheme. The initial number of

events wasv100,000. After the clean-up cuts, orl§% of the events survived.

7.4 Data Clean-up Procedure

The clean-up cuts were run dependent. For this study run aui92966, corresponding
to Period 8' was used. This run included only the TRT and the LAr sub-detsc The most
important criterion for choosing a run was that it compligthmMhe right separation between the
photon-positron pair. The topology of most events from this can be seen in Figure 7.3(a).
A typical event with the required separation is shown in Feg.3(b). The number of cells in
each cluster after the reconstruction is shown in Table 7.2.

The run, without cuts applied, contained photon-positrainspand single positrons as well
as muon contamination. The second lower energy peak in &igud(a) is representative of
the single positrons, while the peak at very low energiesvsithe beam halo muons. Figures
7.4(a) and 7.4(b) show the distributions before and aftts.cu

'During the combined test beam there were 8 different rurogsrcorresponding to different beam configura-
tions.



77

0.025
5

e T f

01

$=0 Y 005;

oF

-0.05;

}0.0245436926 F

v 0.1~

TIV Y5 o3 o5 o 545
(a) Topology of an expected event. (b) Topology of event number 88. Photon run num-
ber 2102966.

Figure 7.3 Topology of an event on the second sampling ofdleimeter.
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Figure 7.4 Total Energy Distribution in the EM calorimeter.

In order to be considered a good event, said event had tdysiesfollowing criteria:

e Energy Seeds:Two high energy seeds had to be present, one for the posibarae for
the photon. Each seed was to have a minimum energy of 30 Ge¥Ya@eV for positron
and photon respectively. This seed cut made sure that oalytgwith two clusters were

present.
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e Muon Contamination: Two cuts, identified by beam cleaning studies, were appbed t
remove contamination by muons (see Figures 7.5(a) and)Y..Stoey were based on the
number of scintillator ADC counts. There were two scintdlas, one tagging the muons
and the other one catching the halo muons. The cuts appli¢deotagging scintillator
required that the analyzed clusters had more than 470 AD@tspwhile the halo tagger
required for the good clusters ADC counts between 800 an@.4T@e number of events

attributable to muon contamination for this analysis3is.
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Figure 7.5 Muon Halo and Tag ADC counters.

e Lower Energy Tails: Two are the identified causes of the low energy tails

— Given that the photon impact point (seed) on the cell is netgs at¢p > 0 the
number of strips that is reconstructed varies from 24 to 4&ica higher noise to
be absorbed by the photon cluster. A constraint on the nuwof&rips is applied
and the noise contribution is considerably reduced.

— There is a total energy dependence omnvtip@sition in the calorimeter linked to the
amount of material a particle traverses. In order to dedh wits effect, a cut was
applied on the) position of the photon strips to remove this tail (see Figuté ).

This effect is common to all test beam runs.
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Table 7.2 Number of Cells in Clusters per Calorimeter Samgpli

Sampling Cluster v | Cluster e™
Presampler 6 6
First Sampling 9 9o0ri18
Second Sampling 9 9
Third Sampling 6 6

7.5 Noise Treatment

As stated in Chapter 4, one of the biggest contributors td#terioration of the total energy
resolution in the ATLAS LAr calorimeter is the electronicis® level. One of the benefits
derived from our test beam analysis was the fact that we waeeta obtain a value fot the
noise contribution per cell, mostly in high gain mode, byrigtthe energy distribution of each
cell to a Gaussian, obtaining the rms noise for each cell oBou3 cluster size. The fits were
performed for electrons, then for electrons and photon rékults are shown in Figures 7.7

and 7.8 respectively.
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The total noise contributiony,;s. Was then calculated based on the number of cells con-

tained in each cluster as seen on Table 7.3. The contribcéionhen be expressed as:

2 —
O Noise — ONoisePS S O NoiselS S O Noise2S > O Noise3S (72)
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Figure 7.7 on.:sc at the cell energy level for the presampler and the 3 layetiseoEM
calorimeter computed with OFC reconstruction for electam1000952. Monte Carlo
distributions are in red, data in black. (High Gain)
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Table 7.3 oy,ise CONtribution per calorimeter sampling for 100 GeV electr¢h cluster) and
for electrons and photons with total energyl63 GeV (2 clusters).

Electrons in [MeV] Electrons and Photons in [MeV]
Sampling ONoisePerCell | ONoisePerSampling | O NoisePerCell O NoisePerSampling
Presampler 40 97.9 42.84 148.40
First Sampling 12 83.14 12.78 76.68
Second Sampling 27 81.0 30.01 127.32
Third Sampling 22 53.8 23.14 80.159

The noise contributions were found to be 165 MeV for one 3 x 3 electron cluster and

~ 224 MeV for two 3 x 3 positron and photon clusters, based on high.ga

7.6 Local Constant Term

This term was obtained with electrons of 20, 50, 80, 100 artd@8V energies hitting the

calorimeter af) = 0.45 andp = 0.

These electrons were reconstructed with

the optimal filtering coefficient method and

7 (%)

o
(E

with corrections for thes>-modulation. Fig-

v
n

ure 7.6 shows a local constant term of 0.26

=]

%. The local constant term was obtained by

-
o

fitting the curves/E with the functionc? +

05 a’/E. The value of the parameterthat ad-

T T L justed the fitting function to the curve gave the

Ebeam

o

value of the local constant term. The value

of the local constant term accounts for local

Figure 7.9 Local constant term extracted

non-uniformities and it is in agreement with
from test beam electrons.

previous benchmark studies [13].



83
7.7 Beam Energy Determination for Photon Run 2102966

In order to conduct this study, a precise determination @fibam energy was needed [35].
The H8 beam line around the bending magnets region is shokigume 7.7 . The beam energy

was obtained from the bending power of the magnets.

Target

Bl B2 B2 Bl Bl B2

—

Figure 7.10 H8 beam line. Detailed description of magnetscatiimators.

This particular calculation included the following:

e Currents set and measured in magnets B3 and B4

Positions of the beam collimators C3 and C9

Energy and the error on the absolute energy

Energy spread-in percentage due to the opening of the aibhirs

Error due to the uncertainty of the currents in the magne@G2A
Effects of synchrotron radiation (0.830.004 GeV)

The final beam energy obtained for this run d@8.864+ 0.936 GeV
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Chapter 8

Monte Carlo Simulation of the Test Beam Setup

One of the most challenging aspects of this analysis praved the Monte Carlo simulation
of the photon run. Not only for the 8% reduction in the total energy due to the reconstruction
with OFCs and other effects, but also for the difficultiesizug from the tuning of the different
elements of the beam line (i.e. magnets). This chapter itbescthe necessary steps for the
production of the Monte Carlo using the ATHENA framework gartains to this run, as well
as the needed corrections applied to the Monte Carlo in dodebtain as close as possible a

description of the data.

8.1 Monte Carlo Production
8.1.1 Simulation

The ATLAS software possesses a package calledPtrgcle Generator [41] [29]. This
generator receives input from the user regarding the typauicle to be generated, its energy,
the calorimeter coordinates, the beam spot as well as thegtaoint of the beam. The par-
ticles, are then sent to Geant4 for complete detector stinnlaGeant4 was chosen because it
describes the electromagnetic interactions with goodracgu It is incorporated into the AT-
LAS software framework and it is configurable via pythondmascripts, known as jobOptions
files.

This method works well with single particles; however, thefwn run contains two particles

(positron and photon), rendering the generation more cexapl
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On the other hand, the distributions of either of the patielere not monochromatic and as
far as the photon was concerned, its own energy distribtidoinon-Gaussian tails. This posed
a problem with respect to the energies to be given to the gareAfter careful consideration,
it was decided that a spectrum would be fed into the genef&dothe photon) and that its
positron partner would acquire its energy by subtractimgthoton energy to that of the beam.

After the data cleanup cuts, a photon spectrum (see Figurew@s obtained, but as men-
tioned before its distribution was shifted by 8.5 %, given that the data reconstruction used
OFCs. Since we did not want to alter the original beam endngyspectrum was scaled up by

said amount.
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Figure 8.1 Photon spectrum derived from run 2102966 afearaip cuts. The spectrum
serves as input to the MC generation.

Up to this moment, the Monte Carlo used a constant electitt ifiethe liquid argon elec-
trodes. The magnetic fields of the bending magnets (see @hdptad to be tuned so that the

MC would match the impact point on the cells for both photod pasitron.
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8.1.2 Digitization and Reconstruction

The same method used for data reconstruction applied to th@éMCarlo. The greatest
difference was that the output of the simulation had to béideyl before it could be recon-
structed. Digitization is a process whereby the output efdetector simulation callduits are
converted to a raw-data format. This stage introducestsffifche readout chain such as elec-
tronic noise and cross-talk. This is generally done by appglgorrections factors and not by a
detailed simulation of the detector readout. The file olgtdiduring the digitization can then be
processed by the reconstruction software.

The MC reconstruction shared the same characteristics thvithidata reconstruction de-

scribed in Chapter 7.

8.2 Monte Carlo/Data Comparison and MC tuning

One sample of Monte Carlo for this specific photon run was kted. It contained no
extra material in front of the calorimeter (first cryostatiijvaro account for the differences in
normalization between the Monte Carlo and the data, founsalple correction factors were
allowed on the Monte Carlo to match the data. One factor wpBeapto the presampler, while
the other three were applied to the photon, electron antirestanstructed energies.

The presampler energy was rescaled due to the fact that gloa-&iled gas was 13mm
wide, but the electric field was only simulated to cover 11mmthe simulation, the full gap
was regarded as an active region, therefore the presangueolbe weighted by a factor 11/13.

At the data level, we had the presence of the cross-talk wkiesponsible for changing the
scale of the energy measurement in the strips compartméra.electronic calibration signal
was lowered due to signal loss toward the neighboring ctilss the overestimation of the
physics signal. Since this effect was not simulated, theggnie the strips (data) was reduced
by ~ 7 %.

Due to mismatches in thee coordinate for both photons and positrons, it was necegeary

adjust the value of their individual energy depositionse Plositron deviated by abouts so
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the best mach to the data was achieved by scaling down itgye(MdC) by a factor of 0.9493.

For the photon, the mismatch was not as large (impact pdirtyobne strip cell) so its energy
(MC) was scaled by a factor 0.973. To match the sum of theibligtons a small factor (1.003)
was applied to the total Monte Carlo energy. Figures 8.2(&8.%(c) and 8.4(b) display the

distributions with the factors applied.
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Figure 8.2 Total accordion energy deposit for the sum of #réigles energies and for the
particles separately.
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Figure 8.4 Total energy deposit in each compartment of tleriozeter for data and
simulation for 120 GeV positrons.

The slightly wider distributions seen in the first and secesarhplings of the Monte Carlo
(positrons) could be attributed to the absence of the mositigger scintillator in the simulation.
By taking the ratio between the fitted means of samplings 12dodthe photons and positrons
respectively, we see that the energy shift is consistenbdtin samples. The effects are still

under investigation and there are four possible causebéastifts:



90

There exists the possibility of extra material placed wgzstr of the calorimeter during
data taking, but not present during the simulation.

There could be extra material between the presampler arstrips.

Extra losses in the middle compartment could be due to widewsers in real data.

The strips (data) may have more cross-talk than the estimate
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Chapter 9

Calibration Hits Studies

When performing Monte Carlo studies, it is possible to saidentify the energy deposits
in all of the materials of the ATLAS detector, as well as thakigge energy information. This
functionality allows for the better understanding of theadaeing analyzed, given that with
the real data these options do not exists. The energy depwsére recorded in objects called
calibration hits. This study takes full advantage of thaseutated objects in order to better
understand the behavior of photons and electrons in the ioeatilbest beam 2004 using the

photon run setup.

9.1 Calibration Hits Defined

Calibration hits are a means of obtaining the true visiblergy deposited in each compart-
ment of the calorimeter. This way of measuring the energydasvbiases introduced by the
reconstruction algorithms. They are used in special sittmrauns for:

e Calibration of the ATLAS sub-detectors;

e Understanding of the full energy balance of specific evepg¢sysuch as the evaluation of
missing visible energy which can be caused by energy depiositead materials and by
leakage;

¢ Identification of full energy associated with each jet andtijet events.

There is a common design for the energy deposit treatmenbtim the liquid argon and

the tile calorimeters. The calibration hits allow us to defiegions of active, passive and dead
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material (i.e. cryostat walls, coil, support, cables, @tchpoth calorimeters as well as in the

entire detector. All materials in the inner detector aresodered dead.

9.2 Beginning of the Calibration Exercise

Since one of the aims of this study was geared to establisdirtiirities and/or differences
between photons and electrons at the calorimeter level plyiag the corrections for electrons
on photons, it was necessary to produce hits for electrotiphatons. The energies generated
were approximated to those from the photon run under stuey €iectrons of momenta of 60
and 120 GeV/c and photons of momentum 60GeV/c). The goaleofdibration hits exercise
was to find out the percentage level difference between teggygrof electrons and photons de-
fined byR = EE?— . It considered the extra effects available at the calibratits level including
corrections for upstream material, out of cone energy aedygrieakage, otherwise biased and

not distinguishable during the reconstruction processeséheffects were calculated based on
a 3 x 3 cluster size for both electrons and photons. The cormestiterived from the calibra-
tion hits were later applied to the photon test beam data.fdll®ving expression was used to

obtain the energies for photons and electrons:

. 1 .
EParticle = Oﬁset+ WO X E(‘)/Zs + —X EVZS + EOutOfCone + EBackLeakage (91)

Accordion

fsampling
and R was found to be:
E’Y
R= o
R 60.39 + 0.03GeV 9.2)

59.78 £ 0.01GeV
R =1.0102 £ 0.0006
The greatest challenge in this exercise was imposed by tleving conditions, which
needed to be satisfied in order to apply the corrections tddhe
e The sampling fractions for electrons and photons in the Ladogmeter should be within
a small percentage difference;
e The ratio of the presampler weights between electrons andected photons should be
~ 1.
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e The offset for non-converted photons should be negligible.
The following subsections explore these conditions andriesthe out-of-cone and leak-

age calculations.

9.2.1 Sampling Fractions

The sampling fraction for electrons and photons is caledlaising the following formula:

Act
particle E

fsampling - W (93)

where E7% is the energy deposited in the passive (inactive) matefiaé sampling fractions
are independent of the amount of material in front of the riaeter. Figure 9.1 depicts the
sampling fraction distributions for 60 GeV photons and &tets as well as for 120 GeV elec-

trons for 3x 3 cluster sizes.

9.2.2 Offset and Presampler Weight

These two factors correct for energy losses upstream of iésampler. They constitute
the longitudinal weight corrections mentioned in Chapter Tée offset (in units of energy)
was motivated by the 2002 test beam analyses of electroni awad found to simultaneously
optimize electron energy linearity and resolution [28]. tihe case of electrons, it represents
the average energy lost by ionization by the beam electronpRotons the presampler weight
takes into account that the ¢~ pairs produced in the passive material or in the active nmediu
have only traversed part or none of the material in front efphesampler. These factors can
only be extracted from a Monte Carlo simulation because tlegend on the specifics of the
experimental setup. The definition for the presampler wagyhs follows:

UpstreamPS i i
W — ELfss _'_E[Bjoest;ueenPSandSl _i_Eégtwe_'_E}I;gsswe
0= EActive
PS

(9.4)

For this study, both the offset and the presampler weighewbetained with Monte Carlo sim-

ulations by performing a linear fit of the energy Idsapstream of the first sampling of the

'Depending on their initial energy, particles may loose gpelue to different effects. High energy electrons
and positrons will lose energy due to bremsstrahlung (pheoadiation) as a result of the Coulomb interaction
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calorimeter versus the energy deposited in the active megfiche presampler. Figures 9.2(a)
, 9.2(b) and 9.2(c) show the linear fits on 60 GeV electrons @metons and on 120 GeV
electrons.

Table 9.1 expresses the values of the presampler weightfsed for photons and electrons

at different energies.

Table 9.1 Offset and presampler values for electrons antbpko
Calibration Hits

Particle Offset [GeV] WO

Photon 60 GeV | 114.65+ 4.15| 19.684+ 0.17
Electron 60 GeV | 318.1+5.8 | 17.27+ 0.4
Electron 120 GeV| 358.5+ 11.3 | 17.83+ 0.25

As in the fit results, the presampler weight (slope) ratioMeen electrons and photons

approaches unity. The same behavior can also be observedexheining the offsets (line

intercept).
wo,  19.68 £0.17
WO0eectron ~ 17.27 0.4 (9.5)
=1.134+0.02

Due to the non linearity of the photons as seen in Figure B.&(lvas necessary to begin the
fit from a value of Epgacive > HMeV . The pronounced split could be used in the future as a
discriminant between photons behaving in an electronféikgion vis-a-vis other photons (i.e.
non-converted). Photons withi,s < 100 MeV have an offset df.028 GeV and a presampler
weight 0f20.9. A more detailed examination of the energy losses upstrélamvexd us to see
where the photons acquired the non linear behaviour. Thiaroed between the presampler

and the first sampling of the calorimeter, as can be seen in&i§.3(b).

with the electric field generated by the atomic nuclei of tlerent they traverse. Photons, on the other hand, are
affected by four different processes: the photoelectfaxtfcoherent (Rayleigh) scattering, incoherent (Compto
scattering and electron-positron pair production.
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To further investigate the possible causes of this non fityem the photon behavior, the

late conversions up to the first sampling of the calorimeterevstudied (see Appendix C).
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9.2.3 Energy Leakage

The energy leakage out of the back of the calorimeter causleg@adation of the energy
resolution as well as tails in the energy distributions. Takbration hits allowed us to recover
the mean energy leakage for 60 GeV photons and electron2&n@dV electrons. The energy

leakage is expressed as follows:

ELeakage = EBeam - (ETotalActive + ETotalInactive + ELostUpstream) (96)

Figures 9.4(a), 9.4(b) and 9.4(c) show the values for theetdifferent samples.
The energy leakage is directly proportional to the energheparticle, and the values used

in this exercise are those of the most probable value (MPWet.andau fit.

9.2.4 Out-of-Cone Energy Correction Factor

The out-of-cone factor is dependent on the clusterizatigorghm used. A3 x 7’ cluster
will have a smaller out-of-cone factor than3a< 3’ cluster. The factor is obtained by subtracting
the energy deposited indax 3 cluster to the total energy deposited in the calorimetetiv@c
and inactive) and later divided by tl3ex 3 energy. This factor, in terms of calibration hits, is
given by:

Erotal — E3x3 = foutofconeX E3x3 (9.7)

and the input value for the energy calculation is taken frbenrhean of the Gaussian fit of the

distributions shown in Figures 9.5(a), 9.5(b) and 9.5(c).
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9.3 Summary of Calibration Hits Results

Table 9.2 displays the values obtained during the calibmatits studies for the electrons

and photons.

Table 9.2 Summary Table

Parameters Electron 120 GeV Electron 60 GeV| Photon 60 GeV,
Sampling Fraction 0.182 0.182 0.182
Offset (GeV) 0.358+ 11.13 0.318+ 5.8 0.115+4.15
Presampler Weight{) 17.83+ 0.25 17.27+£0.4 19.68+ 0.17
Energy Leakage (GeV) 0.546 0.202 0.249

Out of Cone Factor 0.077 0.081 0.076
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Chapter 10

Determination of the Photon Global Energy Scale

This study assesses the response of the liquid argon cal@tirto photons. In order to do
this, we take as a baseline the knowledge we have of elecrahtheir behavior. The idea is to
correct the photon energy deposition in the calorimeterdiygtthe correction constants derived
for electrons with one change pertaining to the total enemle and the other relating to the
photons being converted or non-converted. This study densill photons asteractingones.
The work presented here bases itself on MC calibration Bitepter 9) studies to derive the
correction constants. The constants are later appliedetddka to measure the photon energy

scale. Results are compared to the valugerived in the previous chapter.

10.1 Corrected Reconstructed Cluster Energy

As seen in Chapter 5, a refined parametrization to calcuiatenergy per cell of a particle
(electron) was obtained. Said parameterization took intwsitleration the calibration of sam-
pling calorimeters as well as the various corrections fergylosses downstream and upstream
of the LAr calorimeter as it related to electrons of diffearenergies and pseudorapiditied.(
Equation 10.1 expresses the partcle energy parameterizatierms of the visible energies and
the constants obtained by means of the calibration hitsg{téna9). It also involves the out-of-

cone and leakage corrections (Chapter 9) as well as theechaligction effects (Chapter 4).
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ERech"r = (Oﬁseka + FChC X WOCH X EOViS -+ fChC X (El + E2 + E?))Vis

fsampch

+Eouto fconecy + ELeakageon)
(10.1)

where

e The subscripC H indicates a calibration hits derived quantity.

e Fouc is the charge collection correction for the presampler.

e fcnc is the charge collection correction for the accordion.

e The superscripVis refers to visible energies.

Since we are trying to correct for the photon energy, assgrhia electron energy is fully

and correctly calibrated, we could express the total enasgy

ETot = EElectron/PositTon + A X EPhoton (102)

Where )\ should approacl%. This \ is sensitive to the nature of the photons (see Chapter
9). We believe that this type of calibration scheme, wheisederived by fitting the total energy

resolution, could be applied to the problem at hand.

10.2 Data Calibration: Deriving the Photon Energy Scale

As previously stated, the goal was to calibrate the photakisg advantage of our knowl-
edge of the electron behavior. Converted photons (outeel@ner detector) will use the cali-
bration constants derived for electrons, while non-irdeng ones will require a different tun-
ing (i.e. different offset and presampler weights). Thisamewe must obtain a specific energy
scale for non-converted photons from the data sample. Icase, we consider all photons as
having interacted. In addition, all photons have alreadyeugone two corrections during the
reconstruction phase; they have been subject tg vl modulation corrections described in
Chapter 4.

The energy scale was obtained by fitting the total energy sitfmms and photons through

minimization of the functionz%ﬂ, whereF,.. is the total reconstructed (measured)

EMB
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energy,Er,.. IS the true beam energy ang.,,z is a calorimeter resolution parametrization.
The input variables to the fit were the offset, the presampé&ght, the back leakage, the out-
of-cone and charge collection factors. For the Minuit [34] fihe positrons took as input the
values obtained for 120 GeV electrons, while the photonsg@ed as input the values for 60
GeV electrons.

This parameterization technique has proven successfulyrios ATLAS electrons at var-
ious energies ang positions [25] and it has been used to some extent for ATLA&qis as

well [4].

10.2.1 Effects of the Photon Scale and Corrections on the TaltEnergy Res-
olution

In principle the photon scale should linearize the respafigbe calorimeter to photons;
however, the data analyzed do not allow for a linearity stgislgn that during the combined test
beam they were only taken at a particular energyanegion ¢ = 0.4). Since the longitudinal
weights obtained using the calibration hits are there toecbfor upstream energy losses of the
calorimeter, we expect an improvement on the total energgluéon. The\ from fitting the

total energy resolution using equations 10.2 and 10.1is:
A = 0.9895 + 0.0001 (10.3)

This value satisfies the requirement imposed by the photeletiron energy ratio described in

Chapter 9. Thus we have:

R = l then
A (10.4)

R =1.0106 = 0.0001

To see the effect on the resolution pre and post energy staledficorrections the total energy

distributions are shown in Figures 10.1(a) and 10.1(b).

I'Minuit is conceived as a tool to find the minimum value of a apéirameter function and analyze the shape
of the function around the minimum. The principal applioatis foreseen for statistical analysis, working on
chisquare or log-likelihood functions, to compute the Hagtarameter values and uncertainties, including cor-
relations between the parameters. It is especially suitddhhdle difficult problems, including those which may
require guidance in order to find the correct solution.
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Figure 10.1 Total cluster energy before and after all coivas.

While the mean of the distribution is 1 GeV apart between the corrected and uncorrected
plots, there is a 1% improvement in their widths before and after corrections.
As far as the resolution is concerned, and taking into camnattn the contributions from

the noise and the constant term derived in Chapter 4, we have:
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Before Corrections

o 0.224GeV  13.23%

= 0.26
E  178.0GeV @ V178.0GeV v “

After Corrections:

o 0.224GeV  11.34%

— = 2
E  179.3GeV @ V179.3GeV > 0-20%

10.3 Systematics

The sources of the systematic errors are legion. This seatlidresses the ones with larger

impact on the measurement of the photon scale.

10.3.1 Systematics of the Photon Scale

Three systematic errors were included in this study:

1. Error of the measured beam energy;

2. Error due to the addition of extra material in front of tleorimeter;
3. Error due to the use of 60 GeV photon parameters.

4. Leakage from positron cluster into photon cluster.

Measured Beam Energy: Since the error on the measured beam energy is an important
error in this calculation, it was obtained with independeleictron beam data from period 5.

This error was of the order of 073
A = 0.9895 4+ 0.0001++0:9%

Addition of Extra Material:  The discrepancies seen when comparing the Monte Carlo
simulations to the data, especially for the electron sangpiggests that the simulation is miss-

ing material that was measured in the test beam. Thoughrthdation with extra material was
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not available at the time of this thesis, the effect was sataa during the Minuit fit. The offset

was increased by ¥0and the presampler weighi{) by 1%. The new\ became:

A = 0.9895 4 0.00017)50 4+ 0.001

Use of Photon Parameters: When the parameters obtained for 60 GeV photons were used

to determine the energy scale we incurred on the followirsgiesyatic:
A = 0.9895 + 0.0001 75008 4= 0.001 £ 0.003

Energy Leakage into Photon Cluster:When using the photon parameters & 0.9973 +
0.0001 was obtained; however, a value of 1.0 was expected. ThigQdfference hinted at
the possibility of other effects being present. The eneegkage from the positron cluster into
the photon cluster was analyzed and a 0.340c4erestimation of the photon energy unveiled.
Figures 10.2(a) through 10.2(d) show the leakages in tleettifferent compartments of the

calorimeter with the second sampling having the bulk of teticbution.

10.3.2 Systematics of the Total Energy Resolution

There is a small systematic from the difference betweentiinabof the physics (particle)
signal and the sampling of the signal maximum that needs tmied by the shape of the
calibration pulse. If the maxima do not coincide within tHier#s cycle of the master clock, the
energy measurement is smeared. This small difference caodoeinted by analyzing the total
energy distribution as a function of the clock values. THeatfis of the order of 300MeV. The

addition of this systematic to our energy resolution yields

o _02UGeV  ALW% o oca
E 1793GeV © Jit93Gey 0
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Chapter 11

Results

This chapter presents a summary of the results and of th&tiersyatics where appropriate.

11.1 Calibration Hits

Calibration hits on &3 clusters were studied to assess the similarities betwleetrans
and photons of the same energy (60GeV). The sampling freg;tiongitudinal weights, energy
leakage and out-of-cone corrections were derived for 60 &evdtrons and photons, as well as

for 120 GeV electrons. They are summarized in Table 11.1.

Table 11.1 Calibration Hits Results: Summary Table

Parameters Electron 120 GeV, Electron 60 GeV| Photon 60 GeV
Sampling Fraction 0.182 0.182 0.182
Offset (GeV) 0.358+ 11.13 0.318+ 5.8 0.114+ 4.15
Presampler Weight{) 17.83+ 0.25 17.27+ 0.4 19.68+ 0.17
Energy Leakage (GeV) 0.546 0.202 0.249
Out-of-Cone Factor 0.077 0.081 0.076

The percentage level differend®) (between electrons and photons of the same energy, mak-

ing use of the electron corrections for both samples, wasdaa be:
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_ B

oo

_ 60.39+0.03GeV (11.1)
59.78 £ 0.01GeV

R =1.0102 %+ 0.0006

R

11.2 Photon Energy Scale

The parameters obtained with the calibration hits wereiagpb the total energy recon-
struction using test beam data for photon run 2102966. Th&oplenergy scale was calculated
by performing a Minuit [34] fit o' eam = ERiectron) PositrontA X Epnoton USING the parameters

obtained for 60 and 120 GeV electrons. Theas found to be:

A = 0.9895 £+ 0.0001

11.2.1 Systematics of the Photon Energy Scale

Three systematic errors were included in this study:

e Error on the measured beam energy;

e Error due to the addition of extra material in front of theacaheter;
e Error due to the usage of 60 GeV photon parameters.

The three systematic checks are summarized below:

Measured Beam Energy:
A = 0.9895 + 0.0001412.993
Addition of Extra Material:
A = 0.9895 + 0.0001 7095 +0.001
Use of Photon Parameters:

A = 0.9895 £ 0.000179 903 & 0.001 £+ 0.003
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11.3 Total Energy Resolution

The parameters obtained with the calibration hits and tlmégohscale derived from the data
fit were implemented in the calculation of the total energgotetion. Using equation 4.5 from

Chapter 4 we have:
o _0.224GeV - 1134%
E  179.3GeV ~ \/179.3GeV

This yields an improvement of 16% in the stochastic term over the uncorrected value

@ 0.26%

(13.23%). Since we are considering the electron and the photon t@ tha same stochastic

term, electrons and photons will have the following regolut

o ~0.224GeV 11.34%

= ©® @ 0.26% 11.2
EParticle EParticle V EParticle ( )

11.3.1 Systematic of the Total Energy Resolution

There is a small systematic induced by the difference betwee arrival of the physics
(particle) signal and the sampling of the signal maximunt tedound by the shape of the
calibration pulse. If the maxima do not coincide within the & cycle of the master clock,
the energy measurement is smeared. The effect is of the oF@80MeV. The addition of this

systematic to our energy resolution yields;

o 0.224GeV . 11.10% ©0.96% @ TClock
E  1793GeV ~ V1793Gev VYT E

11.4 Monte Carlo Tuning

Agreement to within a few percent was seen when compariniylthree Carlo production
to the data sample. However, the origin of the discreparfoi@sd on the energies of the first
and second samplings for both photons and positrons remailear. Four feasible scenarios,
outlined below, hypothesize on the causes of the shifts.

e There exists the possibility of extra material placed wgzstr of the calorimeter during

data taking, but not present during the simulation.

e There could be extra material between the presampler arstrips.
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e Extra losses in the middle compartment could be due to witlewsrs in real data.
e The strips may have more cross-talk than the estimated.

The possible causes of these fluctuations are currentlyrumgistigation.
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Chapter 12

Conclusions and Outlook

The LHC physics program combined with the ATLAS physics goalll place stringent
requirements on the performance of the electromagnetcioadter sub-system.

Accurate offline calibration will be paramount in the putsafian early Higgs discovery in
the lepton and photon channels. In this thesis, the longiadidveights, photon energy scale
with a0.3% error and other offline corrections are derived using a sfiged Monte Carlo sim-
ulation (calibration hits) and are later applied to calibrdne 2004 photon test beam data. The
improvements seen at the level of the energy resolutiora)ddter the calibration procedure
allude to the possibility of a combined calibration strgtéy electrons and photons.

Comparisons between data and Monte Carlo indicate that Hrerstill issues to be resolved
if our goal is an accurate Monte Carlo description of the d@tee accuracy would be given by
the data-Monte Carlo agreement for both photon and posénengies. Furthermore, in order
to perform the right extrapolation to ATLAS, the test beamri#oCarlo wil have to use the
same geometrical models as the ATLAS detector simulatidns feature will be included in
future versions of the ATHENA framework.

The work presented in this thesis has been performed ussngRRIENA Object Oriented
framework, version 10.5.0, adapted to the test beam.

In the future, this exercise should be extended to encompasdifferentn regions and
energies available to us in the test beam, and new constamikide derived for photons inter-
acting in the inner detector region. The constants derigeéhteracting photons will allow us
to test them in thé/ — ~~ channel. Further studies need to be performed to test thatthggis

that non-interacting photons can be distinguished by apglst cut on the presampler energy.
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Appendix A: Extraction of Optimal Filtering Coefficients
(OFCs)

The height of the pulse after shaping is proportional to thergy deposited by a passing
charged particle in the liquid argon. By sampling the pulsiésgpeak, one can get a measure-
ment of the energy. However, in doing this noise is introduicethe pulse, and the sample
assumed to be taken at the peak of the pulse can be shifted ditert etc.

These effects are partially compensated by sampling theepand applying the optimal
filtering technique. Once the pulse shape and the noise@uébation matrix are known, linear
coefficients can be optimized in order to maximize the sigmalise ratio.

With two sets of linear weights; andb; the following linear combinations are formed:

A= Z CI,Z'SZ‘
' (A.1)

whereS; are the signal samples. The computationodndb; is described in detail in [5],

then the following conditions are imposed:

A=< Z a;S; >
' (A.2)
Ar =< " bS; >
If the signal shape can be described with a functiptihen the sampleS; can be expressed

in the following way:

Si=Ag(t — 1) = Agi — Argin; (A.3)

Heren; is the noise, whilg; andg; are respectively the value of the shaping funcgand
the value of its first derivative for the sample

When replacings; by its Taylor expansion in equation A.2, we get:
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A= Z(Aaigi — Ata;gi+ < n; >)

(A.4)
Ar = (Abig; — Abigl+ < n; >)

By requiring that the average of the noise remain equal @, zke following constraints are

obtained:

Zaigi =1 andZaigg =0

With these conditions, the variances Vai(a;S;) and Var( . 0;5;) are minimized using

(A.5)

Lagrangean multipliers. This yields the following equasgo

a; = A\Vijg; + kVi; g} (A6)
bi = uVig; + pVisg;

Here,V; is the inverse of the autocorrelation matix =< n,n; >, while \, x ,  andp are
the Lagrangean multipliers, which are computed using tmstraints given by the equations
A.S.

In ATLAS, data will be taken synchronously with 5 samples ang intervals. The third
sample will be close to the peak, with a precision of 2ns. @alifiltering will be applied to
compute the pulse amplitude, to compensate for the jittevdzn the sampling clock and the

pulse, and to reduce the noise.
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Appendix B: Various Formulae

B.1 Bethe-Bloch Approximation

A particle passing through matter interacts with electrand with nuclei. The particle,
unless travelling at highly relativistic speeds, will lcsgergy by ionization. The mean energy

loss (the stopping power) due to ionization is given by thénBeéBloch formula [24].

4B _ szzzé(ﬁ)(l +v),
dx A 22 5 7 (B.1)
_ 1 2mecty |
with ®(3) = @(509(1(1 Y ymo/M) g~ 370

where
e E = patrticle energy

e M = particle mass

(3 = particle velocity (in units of c)

V= U/ P)

z = particle range (in units of elementary charge)

e X = path length

e D=47mr’m.c*N4 =0.30707 MeV criymole
e 1,.=2.817 938 1& cm = classical electron radius
e m, =0.511 003 MeV/¢ = electron rest mass
e N4 =6.022 16*/mole = Avogadro’s number
e Z = atomic number of the medium

e A = atomic weight of the medium [g/mole]
e p =mass density of the medium [g/ém

e | = average ionization potential

e ) = density correction

e C =shell correction

e v = higher order correction.
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B.2 Landau’s Distribution

The Bethe-Bloch formula describes the average energy fa$soged particles. The fluctu-
ation of the energy loss around the mean is described by ammasiric distribution, the Landau
distribution [45, 37]. The probability(e)de that a singly charged particle losees energy be-

tweene ande + de per unit length of an absorber is:

2nNe' Z 1
¢(e) = ot A (B.2)
If we define
27 Net
€= —7Z Az, (B.3)
mev
wherex is the area density of the absorber:
o) = £(w)— (B.4)
&= xe2 '
Numerically one can write
0.1536 Z
wherez is measured in mg/ctn
For an absorber of 1 cm Ar we have fér= 1, £ = 0.123keV .
We define now
1

as the probability that the particle loses an enekgyn traversing an absorber of thickness

is defined to be the normalized deviation from the most priebatergy losg\™ 7.

_A—AmP
§

The most probable energy loss is calculated to be [45, 40]

A (B.7)



2m.c 3272
ni

AT = € I

whereyE = 0.577... is Euler’s constant.

Landau’s treatment of (z, A) yields

o0

1 )
WA = — [ e7¢Imu= gy rudu
T
0

which can be approximated by [40]

1 1
Q()\) = E exXp —5)\ + 6_)\
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(B.8)

(B.9)

(B.10)
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Appendix C: Treatment of Late Converting Photons

Given that the run under consideration did not include threeirdetector, the number of
conversions was reduced. However, late conversions bedéfioelt to identify since there
was no magnetic field to open up thiec™ pairs. This situation will have an impact on ATLAS,
for the inner detector will be able to trace conversions ug tadiusk < 80 cm. Studies have
shown [13] that approximateB0% of all converted photons (early conversions) happen within
the ID cavity (up to 115cm along the radial direction). Figu€.1 shows that around 75of

these conversions occur in the volume €RB0 cm ,

z| < 280 cm), in which they can be easily
identified. However, the late conversions will, at first glanseem like non-interacting photons

since the electron-positron pairs do not bend in the azialwlinection.

g ® o AllinID
5 | ® R <80cmandz]|<280cm
8 RS
L oa0 4><Hﬁ
! b + ;
i hy
| _¢_ I'+_;_'+' _+-+-_+_ _+
| Tt
20 [ ¢¢¢_¢¢ * +
te g 4t +T4
0 7\ [ | | ‘ [ - ‘ [ - ‘ [ ‘ [ 1 [ ]
0 0.5 1 1.5 2 2.5

In|

Figure C.1 Fraction of photons converted in the ID cavitygiogymbols) and in the region in
which conversions can be efficiently identified (closed sgisjpas a function of
pseudorapidity. Source [13].
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After the ID, the cryostat has the largest amount of dead ma&fer particles to traverse.
In our particular test beam setup, photons had to traxlX,, ! of cryostat material until a
hit was recorded on the presampler. The percentage of photmverting in the cryostat was
46.2%, while the percentage of photons converted in the presamgle 7.7%. A depiction of

the different conversion points along the beam line (fronearb photon) is given in Figure C.2.

e+
I/\/\M/\<: M
e +
e
EA/\/W<
e et
Upstream B e v B
Material 2 e B
® 8 ¢
B = N §
5 5 B & §5
- ©
8 <18 E 2§
s 6 & 5a
- B x 2

Figure C.2 Different conversion scenarios for late interacphotons (before cryostat and
downstream). Drawing not to scale.

The study was performed using a Monte Carlo simulation, ¢efig the conditions and
setup of this particular run (see Chapter 8).

The idea behind the study of late conversions is to try to fimag to identify them, using
the calorimeter as much as possible. We concentrated ondkarppler and the first sampling
layers. The earlier a photon converts, the sooner the shdexazlops, allowing for energy
depositions on the presampler and the first sampling. Fighdrg shows the visible energy
depositions in the presampler for late conversions atrdifferadii, corresponding to different
regions upstream of the accordion. Observe that non-etiagaphotons leave maximum 5

MIPs in the presampler (the energy deposited by a MIP in taegmpler is 2.52 MeV).

The cryostat thickness is a function of the positiomirThe value quoted here is fgr~ 0.4.
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Figure C.3 Visible energy deposited by late-convertingtphs in the presampler, categorized
by conversion radii.

From the preceding argument, we can conclude that a noraatieg photon will deposit
almost no energy on the presampler and will have a highersigmo on the second sampling
due to late showering. The difference, as seen in Figureal, % subtle, nonetheless present.
The distribution for "All Photons’ has a mean ¢3.87 + 1.3 GeV, while the distribution where
a cut on the presampler was applied shifts its meatbtd7 + 2.3 GeV. The energy reading
on the presampler for a non-converted photon should be diligwith the noise level on the
presampler itself (see Chapter 7). The same behavior is\@aben the data as well (Figure
C.5(b)). The distribution in red has a meani8f85 + 1.45. The distribution filled in light green
has displaced its mean4@.16 + 1.82.



125

I
OS]
o
o

H H H H H H H I 50
Convers|on5| nthepresampleg ..............

N
=
o
o

I
o
o
o

S TR RN SR — AU T T — —

Radious of Conversion [mm]
w
(]
o
o

3800

3700

10 20 30 40 50 60 70 80 90 100
EPS Active [MEV]

3600 0

OrrTTT

Figure C.4 Conversions radii in the cryostat and presangder function of the presampler
visible energy
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(a) Monte Carlo: Energy deposition in the second samplingligphotons and
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Figure C.5 Differences between converted and non-corgtietons as seen on the second
sampling of the calorimeter.



127

Furthermore, the shower development also shows this triéreéin be seen by comparing
the ratio of the first and second sampling energies as a tumofithe energy of the presampler.

Figures C.6(a) and C.6(a) illustrate this point for Montel€and data, respectively.
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Figure C.6 Shower development as a function of the presarap&rgy.
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Appendix D: Properties of the Relevant Materials

Table D.1 lists the properties of the relevant materialsliiséhe construction of the electro-
magnetic calorimeter. The values have been obtained frod]. [$he effective values for

the accordion calorimeter include all materials used (Kapsteel-coat, copper electrode and

prepeg).
Table D.1 Material Properties

Accordion

Material Liquid Argon | Lead (Pb)| Aluminum (Al) | (n < 0.8)
effective

Density [g/cnd] 1.396 11.35 2.66 4.18
Radiation Length [cm] 14 0.56 8.9 2.02
dE/dx [MeV/cm] (MIP) 2.1 12.73 4.36 5.3
dE/dx [MeV/X,] (MIP) 29.5 7.13 38.8 10.7
Critical Energy (€) [MeV] 38.13 7.79 42.55 -
Moliere Radius [cm] 7.79 1.53 11.97 3.66




