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Abstract

The Leptons + Jets + Missing Energy (I #gfinal state for SUSY events is investigated at mnMSUGRA
benchmark point LM1. The end point in the dilepton pair in&at mass distribution is reconstructed
and a scan of thémo, m1/2) plane is performed in order to determine the observab#iach.
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1 Introduction

If SUSY exists at the electroweak scale, it will be probabigtfietected using inclusive signatures. However,
if new particles are observed, it is necessary to measura,sacond stage, their masses and their couplings.
Eventually, with a deep knowledge of the spectrum of the nlegkparticles, it could be desirable to extrapolate
the model parameters from the measured quantities.

In a R-parity conserving scenario the decay products of aYSpiSticle always include an invisiblg?, therefore

no exclusive mass peak can be reconstructed directly. Mai®¥Ilecay chains, however, show a sequential decay
structure which can be exploited to determine combinatimeasses by measuring the end points of the visible
mass distribution [1]. The value of each end point is in fatated to the masses of SUSY particles involved
and a measurement of enough end points gives a fully consttaystem of equations, which can be solved in
order to extract the masses. Moreover, the end points depdnodn the kinematic features of the decays, making
this method largely independent from the SUSY model employghe SUSY production cross section at LHC
is dominated by gluinos and squarks which decay mainly ginaichain to the lightest neutralinos. For low and
moderateang values, many decay chains end up with the decays of the seewticilino. Particularly interesting
are the decayg) — X%t~ andyxy — Igl — X%UTI~, with [ = e, p, in which the two final state leptons
provide a natural trigger. Leptons (electrons and muomws) fihex) decay exhibit a peculidr/~ invariant mass
distribution with a sharp edge. 7|7fl)2r2) < mj+my thex$ decay would be a three body decay mediated by a virtual
slepton and the edge would be placed@Q —mgo. Conversely, Whem;(g > mj+my, the neutralino decay is a

two body decay and the edge would be placedi/gt* = (mig - mlz) (ml2 - m?(?)/m[. Which of the two

body or three body decay is kinematically allowed dependfhemparameter space, however for modetaie? at
least one of these decay modes is generally available.

In order to reconstruct sparticle masses, it is hence fuedéaihto start the reconstruction with tgg — FF -
{11~ decay chain. In this note the method to reconstruct the titepnd point is described. We proved the
feasibility of the method at benchmark point LMih{ = 60 GeV /c?, m; )5 = 250 GeV/c?, Ag = 0, tanf = 10,
sgn(p) = +1) [2]. Moreover, we studied the statistical significanceha dilepton+jets+missing transverse energy
channel in the mSUGRAno, m1 2) plane fortan = 10 and for integrated luminosities of 1, 10 and 30th

In order to reconstruct the decay chgih— EF - xJ1T1~, final states with at least two same-flavour opposite-
sign (SFOS) leptons are selected. In this note, leptonsatelielectrons and muons, and no taus are considered
in the final state. Since this decay chain is the last step ofigdr one coming from the decays of squarks and/or
gluinos, signal events are also characterised by the pres#rets and missing transverse energy. Hence, in this
note final states with dileptons+jets+missing transvensegy are considered.

2 Signal

The LM1 mSUGRA benchmark point has been chosen as the wopkiimg. At point LM1 the total NLO produc-
tion cross section of supersymmetric events, calculatéd ®ROSPINO[3], is ~ 52 pb, dominated byjg, g and

Gq processes. The mSUGRA parameters at LM1 and the main branettios relevant for this analysis are shown
in Table 1.

Table 1: mMSUGRA parameters and main branching ratios atimeaik point LM1.

M 250GeV /2
My 60GeV/c?
sign(x) +
AQ 0
tan(s3) 10
Mo 179.6GeV/c?
M;, 118.88GeV /¢
Mo 94.92GeV/c?
Mppax 81.04GeV/c?
BR(xg — EF Wiﬁ) 11.2%
BR(X] — xV=(7) negligible
Inclusive cross section 52 pb




Table 2: L1 trigger bits witle; > 60% for SUSY events.

| Bit# | Trigger condition | Threshold (low lumi) | a1 | e |
0 Single muon PT > 14GeV/c 22.0% | 58.5%
1 Di-muon PT >3GeV/c 11.5% | 53.3%
2 Single isolated e/ ET > 23 GeV (29 GeV @ 95% eff] 71.7%| 91.3%
3 Isolated di-e or diy ET > 12 GeV (17 GeV @ 95% eff] 38.6% | 71.6%
4 Di-e or di-y ET > 19 GeV 44.0%| 72.1%
7 Missing transverse energy ET > 140 GeV 65.7% | 84.6%
20 1+ 1 central jet PT > 5 GeVk, ET > 30 GeV 30.9% | 61.7%
22 Tu+lrjet P> 5GeVk, Ef > 25GeV | 25.5% | 50.8%
23 1 i + missing energy P’ > 5 GeVk, ET > 45 GeV 32.2% | 65.0%
24 1isolated ef + 1 central jet ET > 21 GeV, E > 45 GeV 65.9% | 84.6%
26 lisolated ef + 17 jet ET > 14 GeV, E > 52 GeV 43.0%| 70.6%
27 | lisolated ef + missing energy| ET >21GeV, E > 75 GeV 65.8% | 89.7%
28 | 1lcentraljet+ missingenergy ET >88GeV, E > 46 GeV 76.8% | 84.4%
30 1 tau jet + missing energy ET > 35GeV, E > 40 GeV 61.0% | 81.4%

The invariant mass distribution of leptons coming from ffjeat parton level is also shown in Fig. 1.
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Figure 1: Dilepton invariant mass distribution at gener&teel.

2.1 Event Generation and Simulation

The events analysed in this note have been produced asingiA 6.225 [4] interfaced withsAJET 7.69 [5]. A
full detector simulation has been employed, usisgAR3.6.5 [6], and reconstruction has been performed through
ORCA8.7.4 [7]. Low luminosity pile-up has also been taken intoamt.

2.2 Trigger

The L1 trigger bits with highest efficiency for signal, numbe according to the officiarcanumbering scheme,
are shown in Table 2. In the table, gives the total trigger efficiency for that trigger bit, thathe ratio between
the number of events in which the trigger bit is true, and thalthumber of simulated events. The second value
in Table 25, is the trigger efficiency after cuts, that is the number &ras selected by analysis cuts for which a
trigger bit is activated, divided by the total number of eggmassing analysis cuts.

The HLT trigger bits with highest efficiency for SUSY events ahown in Table 3. The two efficiencies shown are
defined in a similar way as for the L1 case. Although electriggérs have the highest efficiency, they don’t seem



Table 3: Main HLT trigger bits for SUSY events.

| Bit# | Trigger name | a1 | e ]
0 L2 electron trigger 70.9% | 88.6%

1 L25 electron trigger 60.0% | 81.5%

2 HLT electron trigger 12.4% | 46.2%

6 Double electron trigger 21.9% | 56.9%
17 L2 photon trigger 71.0% | 88.6%
36 L2 muon trigger 17.5% | 55.9%
39 HLT muon trigger 10.1% | 48.5%
54 Double muon trigger 2.6% | 41.9%
65, 72 L2 pixel tau trigger:PTcut | 89.1% | 96.1%
70 L2 pixel tau trigger: isolation | 87.2% | 96.0%

75, 82 L2 tracker tau triggerP”cut | 89.1% | 96.1%
76, 80,83| L2 tracker tau trigger: isolation 89.1% | 96.1%

116 L2 MET trigger for tau 89.4% | 99.2%
117 L2 tau trigger:PT cut 84.8% | 93.0%
118 L2 tau trigger: isolation 84.8% | 93.0%
124 Single jet trigger 80.6% | 91.9%
128 MET trigger 82.6% | 98.2%

134, 140 Single jet for b trigger 77.6% | 85.9%

Table 4: Efficiencies for the five trigger streams appliedi®$USY events

| Stream | L1 | HLT | ¢ [Nginlfb ']
JetMET 76.8% | 66.0% | 1.44% 751
Single Lepton| 78.5% | 21.4% | 1.64% 853
LeptonMet | 75.5% | 17.6% | 1.61% 835
LeptonJet | 74.2% | 16.4% | 1.38% 719
Dilepton 50.5% | 23.4% | 1.50% 828

to be activated by real electrons only, but also by jets faldlectrons. In fact, the corresponding muon triggers
have a lower efficiency, even though muons and electronsupestin LM1 SUSY events have roughly the same
kinematical features.

In order to choose the best possible trigger stream for {h@dgy under investigation, five different streams have
been compared. They are defined as follows:

e JetMET: L1 bit 28 (JetMET), HLT bit 124 and 128 (single jet avi&T);

e Single Lepton: L1 bit 0 or 2 (single muon or single/g/HLT bit 2 or 39 (HLTelectrons or HLT muons);

e LeptonMET: L1 bit 23 or 27 (1 muon + MET or 1A MET), HLT bit 2 or 39 and 128 (HLTelectrons or
HLTmuons and MET);

e LeptonJet: L1 bit 20 or 24 (1 muon + Jet or ¥ e/ Jet), HLT bit 2 or 39 and 124 (HLTelectrons or HLTmuons
and Jet);

e Dilepton: L1 bit 1 or 4 (di-muon or di-ef), HLT bit 6 or 54 (doubleElectron or doubleMuon);

Table 4 shows the L1 and HLT efficiencies for the five streara&ite any selection cut. The column indicated with

¢ shows the efficiency after all the selection cuts which walldescribed in the next sections. Before any selection
cutis applied, the JetMET stream has the largest efficiginty can be understood considering the presence of the
neutralinos in all the SUSY events and the high jet multipli;y most of the events. After the selection cuts the
Single Lepton trigger gives the best efficiency, since the ate optimized to look at the presence of leptons in the
final state. The Single Lepton trigger is hence the strearserhéor this analysis.

2.3 Electrons

Among all recontructed electrons, only the isolated onesl@wked for. Therefore, a cleaning of the electron
sample is required, since the standard CMS reconstrudfiomitom also yields a great number of fakes, that can
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be either non-isolated electrons coming from jets, or meisified jets. Reconstructed electrons are required to
haveP?> 10 GeV /c. In addition, theAR (R = /n? + ¢2) between any two electrons must be larger than 0.2,
in order to exclude a large number of fake dilepton couplék f@iv invariant mass.

An isolation criterion is applied in the tracker, by rejetielectrons if thé> P of the tracks withinAR = 0.25
around the electron is larger than 5 GeV/

In order to reject the fakes, the EleID tool was used [9], Whissigns to each reconstructed electron a likelihood,
taking values between 0 and 1. Variables used for the ligetihcalculation are:

e Elp
® Opn = E5><5 (ncrystal - Tlseed)2 Ecrystal/E5><5

L4 An = |nsupercluster - 77track|

e H/E

o Esy3/Es5ys.

The likelihood for all reconstructed electrons in LM1 ewv@istshown in Fig. 2. A cut of 0.65 in the likelihood has
been chosen.

CMS
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— Jets
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Eleld Likelihood

Figure 2: Electron likelihood for the signal sample.

The distributions of the 5 ElelD variables for the signalrege for fake and real electrons separately, are shown
in Figures 3 and 4. Before the selection, distributions arigecdifferent, whereas after the selection, only fake

electrons with features similar to the true ones survivee Working point chosen corresponds to a selection
efficiency of about 91%, with a purity of 79%, as shown in Figar

24 Muons

Muon selection has been performed through a cut-basedagprBach muonis required to haké > 10 GeV/c,
andAR > 0.15 from another muon. The same isolation criterion as for edestis also applied.

If more than two opposite sign muons or electrons survive,alt possiblé !~ combinations that can be formed
out of them are used for the analysis.

The invariant mass distributions of same flavour opposge slectron (Fig. 6) and muon (Fig. 7) pairs for signal
only after trigger and lepton selection show that the charétic edge behaviour is well visible with an integrated
luminosity of 1 flo L.
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Figure 5: Efficiency vs. purity for different values of Elelfut. The working point with Likelihood 0.65 is
indicated.
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3 Background

The Standard Model backgrounds considered for this arsadysitt, WW+jets, DY — 21, Zbb — 11bb, W+jets,
Z+jets, QCD, ZZ+jets andtbb. All background events are taken from the official CMS prdaut They have
been generated withyTHIA. The Zbb background only has been generated uswtHiAinterfaced withcom-
PHEP[10]. The full simulation of the detector has been used atsottie backgrounds. In order to suppress
Standard Model background the full topology of the SUSY ¢événexploited. Thus, additional cuts on jets and
missing transverse energy are applied.

31 Jets

Jets are reconstructed through the iterative cone algontfth the gamma jet correction [11], with a cone of
AR = 0.5. The PTdistributions of the leading and of the second leading jepeetively for signal and for
tt events are shown in Figures 8 and 9. In this analysis at legets Zre required wittPL,, > 100 GeV/c,

jet
PL., > 60 GeV/c.

J

Entes 144728 Enties 143190
zZ N Mean 1321 =z £ Mean 92.33
r CMS RMS 7146 0.09 CMS RMS 52.39
; Underflow 0 E Underflow 0
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r —ttbar 0.07F —ttbar
0.04— F
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Figure 8: P distribution of the leading jet for SUSY Figure 9: PT distribution of the second leading jet for
andtt events. SUSY andtt events.

3.2 Missingtransver se energy

In order to measure the missing transverse energy (MET) evant, two algorithms were tried. The first algorithm
was based on the information from the hadronic and electgoetic calorimeters as treated in ORCA [12], while
the second one was a custom algorithm, described below.

In the custom algorithm the MET calculation is done by sungmip all the energies of isolated muons, isolated
and ElelD selected electrons, and jets. In order to avoidlocounting of leptons, electrons are removed from
the MET calculation if theitA R with respect to a muon is less than 0.002. Similarly, jetseaduded from the
sum if they are close to electrons. In addition, jets are tediin the calculation of the MET only if they have
PT > 30 GeV/e.

This quantity is usually called Missing HT: it is equivaleiot the standard MET calculated setting very high
thresholds on the calorimeter cells, which is known to poadarge resolution tails depending on the fluctuations
between the higtP” and lowP” sharing of energy. In the rest of the paper we keep the name tdEKlicate
the Missing HT.

An event passes the MET cut if it has a missifi§ > 200 GeV (Fig. 10). Although this custom MET has the
advantage of giving a higher selection efficiency for signaints, and a higher background rejection, especially
for tt events, with respect to the standard MET, the modeling ofctietom MET is heavily dependent on the
underlying event and pileup modeling and is subject to lasgstematic errors.
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Figure 10: Distribution of the custom missing transversergyfor SUSY andt events.
3.3 Background reection

Table 5 summarizes the number of expected events iniffiy SUSY events and the Standard Model backgrounds
considered, after all the selections applied:

e at least two same-flavour opposite-sign isolated leptority, ®” > 10 GeV/c and|n| < 2.4 for both
electrons and muons;

e atleast two jets withP/; > 100 GeV/c and P}, > 60 GeV /cand|n| < 3.0;

e ET

T s > 200 GeV.

The background processes with the highest cross sectioBrateYan and Z(W)+jets, but after selection cuts
only few events survive. The7 bins of the Z(W)+jets processes for which no events are teldn the samples
used are not shown in the table. Suppression is less efefttivinclusivett, which ends up being the main
source of background events after cuts, with 155 eventsnzatisem for 1 flo! of integrated luminosity. The
second background source in order of importance is WW+gtge 26 events are expected to survive cuts for
1 fb~!. The Z+jets background gives a contribution of about 24 &ehll the other backgrounds considered are
effectively suppressed by the cuts applied. The QCD backgtds not shown in the table. No events have been
selected out of the 668 thousands QCD events used, dividstidifferent”? bins. Requiring only the presence
of two SFOS isolated leptons, without applying trigger liegments, the MET selection or the Jet selection, only
one event is selected in the bin 608V /c < PT < 800GeV /¢, in which the cross section in only four times
larger than the SUSY LM1 one. In order to be confident of thdigigde contribution from the QCD events, the
MET and lepton selections have been applied one-by-one piidduct of the corresponding efficiencies gives a
very low expected number of events at I fi{Table 6). The trigger selection and the jet requirementmat been
considered in this calculation, since they are stronglyatated to the lepton and MET selection, respectively. An
extrapolation of the possible contribution of the QCD backmd on this analysis has also been tried, considering
a similar analysis by CDF [13], in which the contributionfndb andcé is estimated to be about 0.25 times the
contribution fromtt. Considering the same ratio for this analysis, the numb&®Db events selected in 1B
should be about 1/4 of the number of selectedhat is 155/4 = 38.8. This number is overestimated due to the
larger increase of the cross section from TeVatron to LHC energy with respect tocthreesponding increase of
thebb andcc cross sections. The method of the factorization of the effities has been used also for the B
bins of the Z(W)+jets processes, giving similar resultsupper limit of the order of the single event is given in
each bin.

The total number of SUSY events after all selection cuts Bi85l fb~!, corresponding to an efficiency of 1.6%
over the whole SUSY sample.



Table 5: Selection efficiencies and number of events sungicuts for signal and background processes. For the

W-jets and Z+jets samples, only t&&" bins in which at least one event is selected are shown.

| Process | o(pb) | Ev.analysed enmpas | Neyinlfb™t |
SUSY (LM1) 52 478k 0.016 853
tt 830 913k 1.910°¢ 155
WW+jets 188 197k 1.41074 26
DY— 21 3.9710° 916k <1.1.10° <14
DY — 27 3.9710° 514k 1.910°° 7.7
Zbb—eebb 4
60 < PT < 100 GeVie 26 73k 1.510 3.9
Zbb—eebb 4
AT < 100 GeVie 1 187k 1.610 0.2
Zbb— uubb 5
60 < PT < 100 GeVie 26 41k 1.1.10 0.3
Zbb— uubb 5
PT > 100 GeVie 1 88k 9.810 0.1
Zbb— T7bb 5
60 < PT < 100 GeVie 3.3 60k 7.810 0.3
Zbb— T7bb 4
AT < 100 GeVie 0.13 180k 1.810 0.03
W+jets 5
100 < PT <700 GeV/: 48.8 41k 2.4-10 1.2
W+jets 5
700 < PT <1100 GeVé 4.9 24k 8.3-10 0.4
Z+jets 6
50 < PT <85 GeVi 983.7 237k 4.2-10 4.2
Z+jets 5
85 < BT <150 GeVE 304.8 243k 1.6-10 5
Z+jets 4
150 < PT <250 GeV/ 69 34k 1.7-10 12.2
Z+jets —4
950 < PT <400 GeV/: 3.7 12k 2.5-10 0.9
77 +jets 11 37k 2.610~1 2.9
ttbb 3.3 50k 9.810~¢ 3.2
Table 6: Factorized efficiencies for QCD events.
PTpin | o(pb) | Ev.analysed ceypr | emep | eror N, in1fb!
50-80 | 2.09107 47K <2110°] <21.107° | <4.410°1° < 9.2
80-120 | 2.9510° 48k 2.1.10°° <21.107° | < 4.4.10°10 <13
120-170 | 4.0010° 49k <2010° | <2.010° | <4.0.10°1° <1.6-10°1
170-230 | 1.01.10° 47k 8.5-107° <2110° | <1.81079 < 1.810°1
230-300 | 2.3910* 34k 6.8.10°4 <2810°| <1.910°8 < 4.6-1071
300-380 | 6.3910° 66k 2.8.10°3 <1.510° | <4.2.10°8 < 2.71071
380-470 | 1.8910° 67k 781073 <1510° | <1.2:10°7 < 221071
470-600 | 6.9010° 62k 1.7.10°2 <1610° ] <2.710°7 < 1.910°t
600-800 | 2.0210° 56k 3.5-10°2 1.8-10°° 6.3-10°7 1.3-10° 1
800-1000]| 3.57.10! 23k 6.9-10~2 <4.310° | <3.010°° <1.1.10°¢
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4 ReaultsatLM1

The invariant mass distribution of the same flavour oppasda lepton pairs after all selection cuts and for an
integrated luminosity of 1 fb! is shown, superimposed over tttebackground, in Figure 11.

In SUSY events, the presence of two SFOS leptons can also ééodarocesses different frog — Irl —
x{1T1~ decay. If the two leptons are independent of each other, ouddexpect equal amounts of SFOS leptons
and different flavour opposite sign (DFOS) leptons. Thedtributions should also be identical. The background
SFOS contribution can hence be removed by subtracting tt@Pévents. Figure 12 shows the same SFOS
distribution for SUSY events together with the distributmf the DFOS lepton pairs. The flavour subtracted SFOS
dilepton pair distributions for both SUSY amtlbackground are shown in Figure 13 for an integrated luminosi
of 1 fb~!. Thett background contribution after the flavour subtraction @selto zero since the lepton pairs are
always uncorrelated. The Z+jets, instead, remains unauafier the flavour subtraction, since the two selected
leptons come from the Z.

The numbers of SUSY and background dilepton pairs survigirtg are respectively 913 and 224, giving a signal
to background ratio of 4.1. A statistical significance of &nsa, calculated usin§.p [14], can be obtained with
14 pb~! of integrated luminosity.
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Figure 11: Same flavour opposite sign lepton pair digigure 12: SFOS and DFOS distributions of events
tributions of SUSY andt events for 1 fiy ' for 1 fo~1.

The value of the end point can be extracted by fitting the flagoibtracted distribution with a convolution of a
triangle and a Gaussian function (Fig. 14). The width of thearing is left as a free parameter of the fit, although,
in a real analysis, a constraint can be obtained from therewpatal resolution in the dilepton invariant mass
reconstructed in well known channels, such as e and Z— pu. The value obtained from the fit is:

M7® = 80.42 + 0.48 GeV/c? (1)

where the error quoted is only statistical. The theoregoa point value is 81.0&ieV /c?.

The SFOS and DFOS distributions of SUSY events for an integtaminosity of 9.2 fb* are shown in Figure 15.
The result of the fit is shown superimposed over the flavoutraated distribution in Figure 16. The measured end
pointis

M = 80.56 + 0.17 GeV /2 )
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Figure 13: Flavour subtracted distributions of SUSYigure 14: Flavour subtracted distributions of SUSY
andtt events for 1 fo'!. andtt events for 1 for!. The fit function is shown
superimposed.
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Figure 15: SFOS and DFOS distributions of SUSYigure 16: Flavour subtracted distributions of SUSY
events for 9.2 fo'. andtt events for 9.2 fo!. The fit function is shown
superimposed.

5 Systematics
5.1 Misalignment

The effect of tracker and muon chambers misalignment on@ntlpas been studied in two scenarios [15]:

e FirstData, simulating the misalignment during the first 6ming of data taking, roughly up to 1 fb of
integrated luminosity;

e LongTerm, simulating the residual misalignment after ayrunning time, from 1 to 10 fb' of integrated
luminosity.
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Either the effects on endpoint position and on selectiogieficy have been studied. For both cases, all selection
cuts have been applied to signal events.

For the FirstData scenario, selection efficiencies are fediby ~ 30% for muons and by 10% for electrons.
Taking into account separately the effects of tracker andnmaystem on muons shows that the loss of efficiency
is almost exclusively due to the tracker misalignment. Ewetinis scenario, the endpoint in the invariant mass
distributions is still visible (Fig. 17, 18).

Inthe LongTerm scenario, effects are obviously less evjdeith respect to the FirstData scenario: the efficiencies
are lowered by~ 13% for muons andv 2% for electrons. Invariant mass distributions are margyraifected,
and the endpoint is clearly visible (Fig. 19, 20).

Entries 471 Entries 403
[7)] C Mean 61.45 [7)] C Mean 62.66
% 22 CMS RMS 31.08 % 201~ CMS RMS 3164
o 20 ; Underflow 0 o 18 F Underflow O
- s E Overflow 6 - F Overflow 9
o - o L
=) E 5 16f
£ 16 - 8 14
— F @ =
o 141 [} [
o L .,,6 12
L 121 — i £ — i
o E Ideal_alignment < 10F Ideal_alignment
E 10 ; . Entries 328 8 F . Entries 362
-} F --FirstData Mean 50.19 = 8k --FirstData Mean 62.69
c 8- RMS 3143 5 F RMS 3259
6 F Underflow 0 c 6 Underflow 0
C Overflow 6 C Overflow 8
aF 4-
20 2f
ok HiA P T AT Tk
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200
M(mu”~+ mu”-) (GeV/c2) M(e™+ en-) (GeVic2)

Figure 17: Muon invariant mass distribution for ideaFigure 18: Electron invariant mass distribution for

alignment and in first data scenario. ideal alignment and in first data scenario.
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Figure 19: Muon invariant mass distribution for ideaFigure 20: Electron invariant mass distribution for
alignment and in long term scenario. ideal alignment and in long term scenario.

The final selection efficiencies for SUSY events at LM1 ponet 5 2% for first data misalignment (1.5% for long
term), corresponding to an expectation of 641 (762) evemtgweng cuts for 1 fb-! of integrated luminosity (Tab.
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Table 7: Final selection efficiencies at LM1 for ideal aligemhand the two scenarios considered, and the relative
number of events passing cuts for I fhof integrated luminosity.

EMEAS N.ev.in1fb!
Ideal alignment| 0.016 853
First data 0.012 641
Long term 0.015 762

Table 8: Effect of JES systematic uncertainty on signal afllavidtt background for 1 fo! of integrated lumi-
nosity, with and without taking into account propagatioreafors to MET. The relative fractional change of the
number of events is shown.

JES
-0.07 | +0.07
LM1 (No MET propagation)| -0.005| 0.011
LM1 (MET propagation) -0.079| 0.079
tt (No MET propagation) | -0.044| 0.01
tt (MET propagation) -0.135| 0.198

7). For reference, without misalignment an efficiency oP4 i expected, corresponding to 853 events in1'fb

The position of the endpoint is also slightly affected byatignment. The shift, estimated through fits similar to
the ones described in the previous sections, is of about Y& @vthe FirstData scenario.

5.2 Jet and electron energy scale

The error due to the absolute electron energy scale (Elemfitbjet energy scale (JES) uncertainties has also been
evaluated. An uncertainty of 0.25% at all integrated lursities has been considered for the ElecES [16], while
7% for 1 fb~! and of 2% for> 10 fb~! are the values used as JES uncertainty.

For tt background, at 1 fb!, a variation in the number of expected events-df% +~ +1% is expected without
propagation of errors to MET, and ef14% = +20% if propagation to MET is taken into account. For signal at
LM1, at 1 fb~*, contribution of JES on the number of events passing cuts(s5 = 1.% without propagation to
MET, and 8% propagating errors to MET (Tab. 8).

At > 10 fb~1, the JES uncertainty gives a variation-e% - +5% in the number of expected background events
taking into account the propagation to MET. The effect inrtbenber of signal events is 0.4% (2%) without (with)
propagation of errors to MET (Tab. 9).

Effect of ElecES uncertainty is much less pronounced, bleisgjthan 1% fott background and a fairly negligible
~ 0.1% for LM1, at all integrated luminosities.

The integrated luminosity needed to reach 5 sigma signifeah LM1, when a 20% systematic error is taken into
account for the background, is of 17 pb This figure has been calculated usifig. In this case we also checked
the result usingZg; [17, 18], which gives a fairly similar value, 19 pb.

The effect of the energy scale uncertainties on the detetioimof the dilepton edge were evaluated using the full
sample corresponding to 9.27fb, in order to minimise as much as possible the statisticareffhe position of
the endpoint is shifted by abott).15 GeV/c? by a mismeasurement of ElecES, while the JES uncertaingsgiv
a negligible shift (Tab. 10).

5.3 Other sources

Other possible sources of systematic uncertainties argctie uncertainty on NLO cross section, PDF uncertainty
and luminosity error. For the main background, inclusivethese errors are taken to be respectively 2.5% [19],
5%, and 5% [20].
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Table 9: Effect of JES systematic uncertainty on signal atlLamdtt background for 10 fb' of integrated
luminosity, with and without taking into account propagatpf errors to MET. The relative fractional change of
the number of events is shown.

JES
-0.07 | +0.07
LM1 (No MET propagation)| -0.004| 0.004
LM1 (MET propagation) -0.023| 0.023
tt (No MET propagation) -0.01 | < 0.01
tt (MET propagation) -0.073| 0.044

Table 10: Effect of JES and ElecES systematic errors on tkitigo of the dilepton edge. The relative fractional
change of the number of events is shown.

ElecES
-0.01 0.00 +0.01
-0.07 80.38+0.18 80.53+0.17 80.63+0.17
JES 0.00 80.42:-0.17 80.56+0.17 80.68+0.17
+0.07 80.40+0.20 80.54+-0.17 80.66+0.17

6 Scan

In order to check the observability of SUSY events in thedaptrjets+missing transverse energy final state, a scan
of the MSUGRA plangmy, m, /) has been performed. Keepinty = 0, sign (1) = +, andtan (8) = 10,

the (mo, m12) plane has been scanned starting fram (m;,,) = 100 GeV/c* and using a step of 50 Get

for mg (mq/2) < 600 GeV/c? and a step of 100 Gew for 700 GeVE? < mg (mq,2) < 1000 GeVE?. The
number of events produced at each point ranges from 10k to, ifi¥easing with decreasing, /». Events have
been generated withyTHIA 6.225 interfaced withsAJET 7.69 and then passed#amos 1.4.0 [21], the software

for the fast simulation of the CMS detector. A pileup of 3.®eis per bunch crossing, corresponding to the low
luminosity caseq - 1032 cm~2s~1) was considered. Background used is the same as in the Eetly1 point.

The same selection cuts for background and signal have lsseh The HLT was simulated applying cuts to the
offline objects.

The visibility of signal over background has been lookedifothe unsubtracted dilepton histogram. Using the
numbersS of signal events ané of background events surviving cuts, significance has baklated withS,.p.

When systematic uncertainties are taken into account for,9be hypothesis done on the signal is tested against
the background modified by the systematic error. Obviowstly those uncertainties increasing the number of
expected background events are of interest. The uncertaikén into account in the number of background
eventsis 20% at Ib~' , and 5% at 10 and 3" , coming mainly from JES.

6.1 Results

Results of the scan are shown for 1, 10, andfi30' of integrated luminosity. If systematic uncertainties are
not taken into account, with 1 fd of integrated luminosity, & statistical significance can be reached up to
my /2 ~ 350 GeV/c? for all them, considered values, while with 30 fh the signal is observable up 105 ~

700 GeV/c? for mg < 200 GeV/c? and up tom;, ~ 550 GeV /c? for the remainingn, values (Fig. 21).
With systematic uncertainties, the range is reduced tp < 300 GeV /c*for 1 fb~'of integrated luminosity, and
miz < 400 GeV/c? for 30fb ™1,

7 Conclusions

The observability of thet) — lrl — X}IT1~ decay produced in SUSY chains through the two same flavour
opposite sign lepton pairs + Jets + Missing Transverse Brigrgl state has been studied at mMSUGRA benchmark
point LM1 (mg = 60 GeV/c?, my» = 250 GeV/c?, Ag = 0, tan8 = 10, sgn() = +1). The end point in
the dilepton invariant mass distribution can be measuredl avitatistical error of 0.5 GeV/c? at 1 fo~! and

~ 0.15 GeV/c? at 9.2 flo-t. The main systematic uncertainties have also been evdtuag misalignment of the
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Figure 21: Discovery reach at tdn= 10 for an in- Figure 22: Discovery reach at tdn= 10 for an in-
tegrated luminosity of 1, 10, and 307fh, when no tegrated luminosity of 1, 10, and 30fb, when sys-
systematic uncertainties are taken into account.  tematic uncertainties are taken into account.

CMS Tracker can affect the signal, decreasing the efficiei@bout 21% in the first months of data taking and
of about 9% in a longer period, when a better alignment of tlaeKer can be obtained from data. The systematic
uncertainty on the end point measurement due to the misagéighof the Tracker is of about@eV /c?. The effect

of the muon misalignment has been demonstrated to be n@gligihe systematic uncertainty due to the jet and
electron energy scale uncertainty is 8% on the number oftselesignal events for 1 fif of integrated luminosity
and 2% for 9.2 fb'l. The effect of the energy scales in the end point measureisien0.15GeV /2. The effect

of the systematic uncertainty on the main backgrounds sasteden evaluated. The effect of the energy scale in
thett is a 20% increase of the number of selected events.

The signal to background ratio at LM1, after all the selettiats, is 4.1. The integrated luminosity needed to reach
5 sigma significance is 14 pb (S.p) without systematics, and 17 pb (S.p) or 19 pb! (Zp;) with systematic
uncertainties taken into account.

The value of the end point measurement is:

Mo 80.42 4 0.48(stat) + 1(misal.) 4 0.15(ElecES) GeV/c? for 1 fb~! 3)
M = 80.56 & 0.17(stat) 4 0.5(misal.) & 0.15(ElecES) GeV/c? for 9.2 fb~! (4)

The observability of the SUSY events in the leptons + jets ssing transverse energy final state inthg m /;
plane has also been evaluated in the unsubtracted caseouVithistematic uncertainties on background, the
5 o discovery reach goes, for a large rangenaf values, frommi, < 350 GeV/c? at 1™t tomy <

550 GeV/c* at 30fb~*. When systematic uncertainties are taken into accountgteh is reduced, and ranges
frommy < 300 GeV/c® (1fb™ 1) tomys < 400 GeV/c? (30fb™1).
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