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Abstract

A search for SUSY is performed in a low mass mSUGRA test point by looking for top quark enriched
in the final states. A robust algorithm is developed to suppress the electrons faking a jet and a two
constraints kinematic fit is utilized to improve the top quark extraction. It is found that the signal over
background ratio is 11.0 and a 5 o excess can be observed with 0.2 fb—1. The fast simulation of the
detector response is used to find the CMS potential discovery for SUSY in this channel. The reach
contours for 1, 10 and 30 fb~! are presented.
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1 Introduction

Supersymmetric scenarios [1] provide a very promising extension for the standard model (SM) solving the quadratic
divergencies and hierarchy problem. Supersymmetry imposes a new symmetry between the fermionic and bosonic
degrees of freedom. In this analysis we focus on mSUGRA, where gravity is responsible for soft supersymmetry
breaking. Top can be generated inclusively from the decay of heavy squarks or gluinos accompanied by a neu-
tralino. This neutralino can be either the lightest supersymmetric particle (LSP) or a heavier neutralino that decays
inclusively and ends up to a LSP that is a stable particle (assuming R-parity conservation) and appears as missing
transverse energy (MET). Hence in the final state there is at least a top quark plus a large MET. The approach is
to use this feature to look for an excess in the number of the extracted top quarks in the tail of the MET distri-
bution from the ¢ events. The analysis is optimized to have a pure sample as signal. It would be very useful in
future analysis where one needs to use the extracted top quark to reconstruct the kinematic features of the involved
sparticles. A robust method is used to avoid double-counting the energy of electrons as jets and a two-constraint
kinematic fit is utilized to extract the top quark.

The structure of this note is as follows: in section 2 the used sample in the kinematic fit and the reconstruction
algorithms for jets and leptons are explained. Section 3 is devoted to kinematic fit and top extraction. In section
4, the production and decay of the related sparticles is reviewed, in section 5, the simulated samples for the
SUSY search are described, section 6 describes what cuts are used to enhance the signal against the background,
systematic uncertainties are discussed in section 7, final results of the full simulation are reported in section 8§,
section 9 is devoted to describe the search strategy to find the CMS reach in this channel and section 10 concludes
the note.

2 The Data Samples and Reconstruction Algorithms

The main sample (referred to as LM1-stop sample) used to study the kinematic fit in section 3 was produced for
the scalar top quark search in point CMS-LM1 (mSUGRA scenario, mo = 60 GeV, my /3 = 250, tan(8) = 10, Ag =

0 and & > 0, point B' [2)). Every event is required to have at least one scalar top quark that decays as follows:
i t+x3—=t+lg+lot+1+1+x? (1)

The £; is produced inclusively. The sample that contains 7120 events was generated using the ISAJET 7.69 [3]
interfaced with PYTHIA 6.225 [4] within the CMKIN 4_0_0 [5] package. The events were simulated using the
detailed simulation of CMS, OSCAR_3_6_0 [6], digitized with low luminosity pileup and reconstructed with the
CMS reconstruction package, ORCA_8_7_1 [7].

2.1 Muon reconstruction and selection

The muons in this analysis are reconstructed using the global information from the muon system, calorimeters and
tracker [8]. In the following, the minimum P7 requirement of the leptons used in this analysis is 5 GeV/c for both
muons and electrons. All leptons must be within |n| < 2.5.

The number of hits that is used to reconstruct a muon is chosen as a good muon identification variable (Fig. 1).
A reconstructed lepton (muon or electron) is defined as “matched” if and only if there is a generated lepton (with
the same flavour) from a hard process within AR = /(An)2 + (A¢)? < 0.03. To increase the ratio of matched
muons over the unmatched ones, at least 20 hits are required in a reconstructed muon. The efficiencies of this
requirement are 91% and 86% for matched and all muons, respectively.

2.2 Electron reconstruction and selection

To reconstruct the electrons the information of the electromagnetic calorimeter (ECAL) and fully reconstructed
tracks are combined [8]. The energy deposit in the electromagnetic calorimeter is assigned to the direction of
the associated track, it will recover mostly the bremsstrahlung radiation. To clean up the sample before applying
isolation criteria, the following electron-id requirements (discussed also in [9]) are used.

HoE : ratio of the energy deposited in the hadronic calorimeter (HCAL) tower behind the most energetic cluster
of the ECAL over the energy of the electron in ECAL;

An : absolute difference between the measured 7 in the calorimeter and the 7 of the associated track;
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Figure 1: The number of hits used to reconstruct a muon (in LM1-stop sample). To compare the shapes, the two
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7 spread (o,,): energy weighted spread of the electron’s shower in 7 direction;

These variables are accessible directly from the reconstructed electron in ORCA [7]. Figure 2 shows the distribu-
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Figure 2: Distribution of electron-id variables (in LM 1-stop sample) used for matched (left) and unmatched (right)
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tions of these variables for both matched and unmatched electrons. The requirements imposed are:

e HoE <0.1
e Ay <0.006

o 0,y <0.015



The efficiencies inside acceptance for the requirements on these Pr independent [9] variables are shown in Table
1. The purity is defined as the fraction of all reconstructed electrons that are matched.

Table 1: Electron-id requirements and their efficiency for all electrons. The number of the matched electrons and
the purity also is shown. The first line shows the number of electrons before any requirement and the last line
shows the overall efficiency of the cuts.
| variable | cut | No.Ele | Eff | No.Matched | purity
Nocut | 23885 — 5657 23.7%
HoE 0.1 11625 | 48.6% 5561 47.8%
An 0.006 9446 | 81.3% 5498 58.2%
nspread | 0.015 8200 | 86.8% 5147 62.8%
Allcuts | 8200 | 34.3% 5147 62.8%

Apart from the mentioned cuts, leptons are required to be isolated, namely that the ratio of Pr of the lepton to the
sum of Pr of other tracks inside a cone of size AR = 0.1 around the lepton track be greater than 2.

2.3 Jet and MET reconstruction and selection

Jets were reconstructed from ECAL and HCAL towers by the iterative cone algorithm with cone size AR = 0.5.
Those towers that contain energy from an isolated electron are rejected from the list of input towers used in
the jet clustering. Jets are calibrated using corrections from photon-jet balancing studies [10]. Calibrated jets
with Er > 30 GeV and |n| < 2.5 that before calibration have Er > 20 GeV are considered. The b-tagging
is done using an impact parameter algorithm as implemented in TrackCountingBTagging [8]. MET was
reconstructed from the vector sum of the ECAL and HCAL towers. It is corrected for the identified muons.

3 2C Kinematic Fit for Top Quark Extraction

Extracting the top quark in a multi-jets environment requires eliminating the huge combinatorial background which
can easily hide the signal. In order to select the real combination of the jets originated from a top quark, we utilize
a kinematic fit with constraints.

Since the purpose of the study is not to measure the mass of the top quark, its mass is used as a constraint, so in a
hadronic decay of a top quark the two main constraints are:

W mass: The invariant mass of two non b-tagged jets must be equal to the known mass of the W boson.

Top mass: The invariant mass of these two jets and a b-tagged jet must be equal to the mass of the top quark.

A similar method has been used in ATLAS to reconstruct the fully hadronic decay of the ¢ [11]. There, the W mass
constraint is used to find two distinct W’s and the best W candidates are selected by a x? cut. The second constraint
is that in every event the mass of ¢ and # must be equal and is applied to find the best b-jets. Here an alternative
algorithm, based on a kinematic fit of the jet energies using both constraints simultaneously, is developed and used.
Jet angles are not varied in the fit.

It is based on the minimization of a x2 in which the constraints are taken into account by the Lagrange multipliers,
originally introduced in [12]. After linearization of the problem, the solution is computed iteratively by inversion of
a matrix. This inversion is simplified by using the fact that the matrix contains blocks of zeros and can be reduced
to operations on smaller matrices, a method called “Partitioned Matrix Method”. Details of the mathematical
framework of a more generic procedure and some examples can be found in Reference [13].

All plots and numbers in this section refer to the LM1-stop sample, unless it is expressed explicitly.

3.1 Results for top quark extraction

In every event different combinations are fitted and the minimum x? for every combination is found. Each com-
bination contains two non b-tagged jets and one b-tagged jet. We use the jet resolution parametrization, reported
in Reference [14]. The parametrization was done for MC calibrated jets in a sample of the 2 — 2 jets events. If
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the fit converges, the combination with the least x? is selected as the right combination. Figure 3 shows different
distributions for these selected combinations. In the following figures and tables this kinematic fitting algorithm
is referred to as ‘Partitioned Matrix’. The x2 probability distribution in figure 3 (top-right), has a peak in the
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Figure 3: The distribution of the least x2 solution in every event (top-left) and distribution of its probability (top-
right). The dijet and bjj invariant masses for the least 2 are shown in the second row. The fit results with (thick
blue) and without (narrow black) the cut on the x? probability are compared with the results from a test algorithm
(dotted red) explained in the text. The fit gives a narrower distribution with controllable tails.

low probability region. These events have a large x? either because the tested hypothesis is wrong or because
the uncertainty on the jet resolution used in the fit is not correctly estimated. To remove the effect of these low
probability events, a cut on the x2 probability is introduced and combinations with a x? probability less than 0.01
(x? > 9.2) are rejected. The W, and top quark invariant mass distributions after applying the cut are shown in
figure 3 (bottom) with thick (blue) lines. This cut mostly removes combinations in the tails of the mass distribution
of the W and the top.

To evaluate the performance of the fit, a test algorithm is used to extract the top quark. In this algorithm the
di-jet with the closest invariant mass to My = 80 GeV is used as the W candidate and a b-jet that minimizes
|msj; — 175| is used to extract the hadronically decaying top quark candidates. The corresponding distributions
for this algorithm are shown with the dotted (red) lines in figure 3 (bottom). When using the fit the width of the
distributions is smaller.

Table 2 compares different algorithms of top extraction, quantitatively. The ‘minimum difference’ refers to the

Table 2: Investigation of the difference between the results from our code and the KinFitter package. The effect of
different algorithms is also compared. For definition of different abbreviations read the text.

| Algorithm | RecTop | Matched | purity | Eff | Imp Ew Res | Imp E7,, Res |
minimum difference 4117 443 11% 16% - -
Partitioned Matrix 3573 570 16% | 21% - -
Part Mat(x? < 9.2) 1279 341 27% | 12% 38% 53%
Fixed angles 3524 588 17% | 21% - -
Fixed angles(x? < 9.2) 1282 342 27% | 12% 38% 53%
EtEtaPhi 3643 661 18% | 24% - -
EtEtaPhi(x? < 9.2) 1358 374 28% | 14% 42% 59%

mentioned test algorithm. ‘RecTop’ stands for the number of events for which the fit converges for at least one
jet combination. In the case of ‘minimum difference’, this number shows the number of events with at least one
W candidate (i.e., at lest 2 light jets) and one b-jet. ‘Matched’ refers to the number of the extracted top quarks

5



that are closer than AR = /An? + A¢? = 0.5 to a generated top quark that decays hadronically and all of its
partons pass the kinematic cuts of the jets (Ex > 30 GeV and |n| < 2.5). The generated top quarks in an event
with these features are referred to as GenTopW’s and will be used in next sections. The number of such generated
top quarks in our sample is 3063 in 2767 events (some events have 2 or 3 top quarks). Since we select one top
quark per event, to find the efficiency (shown in the table as ‘Eff’) the ‘Matched’ number is divided by 2767. The
efficiency includes both the efficiency of the matching procedure and of the identification of the top quark. The
‘purity’ is defined as the percentage of the ‘RecTop’ that are ‘Matched’. This is the purity against the combinatorial
background. Other algorithms and parameters will be defined in next sections.

3.1.1 Impact of the fit on the kinematics of the reconstructed top

The main purpose of the kinematic fit is to reduce the combinatorial background and improve the jet selection for
top quark (and W boson) reconstruction, as well as improve the kinematic features of the reconstructed objects.
This expectation comes from the fact that the kinematic fit recovers partly the energy smearing of jets (by setting
the mass scale).

The combination of jets with least x? is selected as the correct hypothesis provided its x? probability is greater
than 0.01. To compare its features with a generated top quark, it is “matched” as defined in previous section.
Figure 4 shows the result of the comparison between the energy resolution before and after the fit for both the top
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Figure 4: The difference between the energy of the reconstructed/fitted W(top) and the generated W(top). Fitted
jet combinations pass the probability cut. The central parts of the distributions(-45,45) are fitted with a gaussian
function (thick-blue lines) to emphasize and quantify the improvement in the resolution.

quark and W boson. It is clear that the fit has improved the energy resolution of both reconstructed objects. Table
2 summarizes this comparison for different algorithms. ‘Imp E, Res’ is the difference between the sigma of the
gaussian fit to the central part of the distribution (-45, 45 GeV) before and after using the fit divided by the former
value. The ‘Partitioned Matrix’, improves the resolution of the energy of the W and top quark by 38% and 53%,
respectively. This large improvement of the top energy will be very important for the accuracy in reconstructing
the stop mass in our future analysis.

3.2 The comparison with an existing package

The KinFitter package, adapted from the BaBar experiment [13] is a general package to perform a kinematic fit
with constraints. In this package, one can parameterize a problem in different coordinate systems and jets can
be massive. To have a fair comparison, the spherical coordinate system is selected and the jets are forced to be
massless. The KinFitter program fits also the angles of the jets, which is not the case in the ‘Partitioned Matrix’
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formulation. To suppress this effect, the errors on angles are set to a very small value (10~%). Table 2 compares
the features of this algorithm with the other algorithms. This algorithm is referred to as ‘Fixed angles’. The results
are compatible with the ones from the ‘Partitioned Matrix’ method.

3.3 Fitincluding the jet angles

In KinFitter usually the objects are parameterized by energy and angles (6, ¢) and a free parameter that relates
the energy to jet’s momentum. In an experiment like CMS, usually massless jets are used and the parametrization
is versus (ET, 1, ¢). We have added two classes to KinFitter to be able to handle this parametrization as well as
an alternative parametrization using (E7, 6, ¢). Errors on angles are taken also from [14]. Table 2 compares the
features of this algorithm (referred to as ‘EtEtaPhi’) with the others. The results are slightly better. It shows that
the error on the direction of jets has no major effect compared to the error on the energy of jets. Hence our analysis
is based on the simpler approach of partitioned matrices and allowing only energies of jets as variables.

3.4 The fit validation

Two important distributions to validate the performance of the fit are the x2 probability distribution and the PULL-
distributions. The PULL for every fitted parameter (y;) is:

PULL(yl) — yi,meas - yl,f‘lt (2)

[ 2 2
Ji,meas Ji,fit

The 2 probability distribution was shown in figure 3. The distribution has a peak at low probability. Such a peak
is expected for events where the top hypothesis is wrong, but it could also reflect a problem with the uncertainties
input or with the fit itself. To investigate this problem a fit was performed with the correct hypothesis. The
kinematical quantities of the partons found in section 3.1, i.e., before the hadronization and fragmentation, are
passed to the fit. To increase the statistics, we look at 100k events of ¢# sample which contains the inclusive decay
of W’s. Like before, the errors are the errors for the reconstructed jets. The result of the fit with the right hypothesis
is shown in figure 5 (top thick-blue lines). It is clear that with the right hypothesis, the fit is convergent and the
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Figure 5: Distributions as in figure 3, starting from the right hypothesis (The generated partons from top quark).
Starting from the right hypothesis with masses close to the nominal values give much better results (narrow-black
line, see the text for more information).

value of x2 is small (its probability distribution is skewed toward high values). The same distributions are also
shown for parton combinations inside a mass window (|msj;; — 175 < 2.5 and |mj; — 80| < 2.5). It shows that
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some of the low probability fits are due to the width of the W and top quark. The number of the used top quarks
in this analysis is 50533 where 1356 (2.68 + 0.07 % only statistical uncertainty) of them have x? probability less
than 0.01.

To investigate the same problem after the hadronization and fragmentation the matched jets are used in the fit, but
to avoid detector effects the stable particles at generator level are clusterized according to the jet finding algorithm
used in the analysis. The closest jet, to each of the mentioned partons is found. If there are 3 distinct jets closer
than AR = 0.2 to the related generated partons from a top quark, the jets are used as the input of the fit. The
number of these top quarks is 25090 where 2792 (11.13 £ 0.22 % only statistical uncertainty) of them are rejected
after applying the cut of x? probability > 0.01. Figure 6 shows the x? and its probability distributions for the
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Figure 6: Distributions as in figure 5, starting from the clusterized stable particles, close to the generated partons
from top quark. (see the text for more information)

mentioned jets. The x? distribution for the combinations with top and W inside the mass window shows two
separately populated regions, the first one is in the high probability region that is similar to the corresponding
peak in figure 5 (top-right) and shows the expected treatment of the correct hypotheses. The second peak is in the
low probability region that shows the effect of the hadronization and fragmentation . In figure 5 (top-right) these
combinations have a fit with a high x? probability, but when the hadronization and fragmentation is included and
one parton can be correspond to more than one jet, these combinations may give a low probability fit.

The next step is to look at the reconstructed jets to see the detector effects. The same procedure as in the previous
paragraph is used to match the jets to the partons. The number of the reconstructed top quarks is 9792. Applying
the cut on the x? probability rejects 1494 (15.26 4 0.42 % only statistical uncertainty) of the jet combinations.
In figure 7 the same distributions as the previous figure are shown after using the new inputs. The comparison
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Figure 7: Distributions as in figure 6, starting from the reconstructed jets close to the generated partons from top
quark. (see the text for more information)

between this figure and two previous figures and the efficiency of the cut on the y? probability shows that the main
reason for the low probability fits is the hadronization and fragmentation. The detector effects contribution is less
than the hadronization and fragmentation contribution. The detector effects can be improved in long term data
taking after we have a better understanding of the jet calibration and error parametrization.

Other evidences for the goodness of the fit are the PULL-distributions. Figure 8 shows the PULL-distributions
for the energies of the three jets, used in the fit (LM1-stop sample). The third jet is a b-tagged jet. In an ideal
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Figure 8: The PULL-distributions for the energy of different jets used in the fit. The third jet was chosen among
the b-tagged jets. The x2 probability with 2 degrees of freedom must be greater than 0.01. (x2 < 9.2)

situation, a PULL-distribution must be gaussian with mean = 0, sigma = 1.0. In these distributions the ¢’s are not
consistent with one within the errors. It shows that the errors are underestimated. The shift in the mean values can
be understood as overcorrection of jets by the ‘Gammalet’ algorithm. In figure 9 the PULL-distributions for the
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Figure 9: The PULL-distributions for the energy of different jets used in the fit in figure 7. The third jet is the
closest jet to the b parton. Neither cut on x2 probability nor mass are applied.

energy of the jets matched to the generated partons (jets used in figure 7) are shown. Comparing this figure with
figure 8§ indicates that the large shift in the central values of the PULL-distributions in the latter one is caused by
the wrong combinations dominating the distributions (according to table 2 the purity is less than 1/3).

4 Sparticles Production and Decay in the Low Mass Point (LM1)

For illustration we use point CMS-LM1 (B " [2]) as benchmark point. mSUGRA is determined by 5 free parameters
defined at the Grand Unification Theory (GUT) scale. The corresponding parameters for point LM1 are as follows:
common scalar mass mg = 60 GeV/c?, common gaugino mass m4 /2 =250 GeV/c?, common trilinear coupling Ag
= 0.0, the ratio of the vacuum expectation values of higgs fields H,, and Hy, tan(3) = 10 and finally sign of the
higgsino mixing parameter, sign(x) = +1. Table 3 shows the masses of some important particles in point LM1. At

Table 3: Part of the spectrum in point LM1 generated by ISAJET7.69 [3]. m; is set to 175 GeV/c2.
| Sparticle | Mass(GeV/c?) | Sparticle | Mass(GeV/c?) |

UR.CR 541.52 UL.CL 557.99
dr.sh 541.18 dr.s1. 563.99
by 534.96 by 514.17
t 575.85 t 41191
i 611.32 X& 360.99
i 179.50 X9 361.81
X3 341.29 X9 179.56
X0 94.93 ho 112.87




this point the top can be generated indirectly in the decay of heavier sparticles (gluino, stops and sbottoms have
a chance to decay to top). The cross section for the inclusive production of top in point LMI is 6.787 pb (LO,
PYTHIA [4] (NLO, PROSPINO [15] >9 pb)), whilst the inclusive SUSY production cross section is 42 pb (LO,
PYTHIA (NLO, PROSPINO 52 pb)). Table 4 shows the branching ratios for all possible decays to top. The SUSY

Table 4: The relevant branching ratios in point LM1 generated by PYTHIA 6.225. The numbers for gluino decays
include the charge conjugate decays also. x%,, means all neutralinos.
| Mother — Daughters | BR(%) | Mother — Daughters | BR(%) |

g—t+t 6.16 Gg—=b+b 18.09
G—b+by 12.67 ty = Z° + 1, 12.17
3 = ho + 11 2.62 by > W™+ 16 16.33
bh =W +6 6.64 1= x3+t 12.53
t1 =X+t 17.70 to = X%, +t 40.58
by = xi +t 48.36 by = xi +t 23.85

sample was generated by PYTHIA which computes only LO cross sections. For simplicity the whole sample is
scaled to the NLO cross section without changing the proportion for different channels. This assumption leads to
an underestimation of signal events, because taking into account the NLO cross section increases the signal with
respect to the rest of the SUSY channels, significantly (Table 5).

Table 5: Cross sections in (pb) from different programs. The first two columns are the results of PROSPINO.
These are the channels that participate in the signal production (direct sbottom production is not included). It can
be seen that the K-factor is almost 1.5, but the K-factor for inclusive SUSY is only (% =) 1.24, so our assumption
to scale the whole SUSY sample is on the safe side and leads to a conservative result.

| | LO | NLO | Isa-Pythtia |
t1t; | 1.351+.0016 | 2.149 + .0037 1.09
4§ | 22.14£.0016 | 29.74=+ .0031 20.06
G§ | 6.499+.0017 | 10.58 & .0024 4.573

S The Data Samples

The samples used in this analysis and their cross sections are shown in Table 6. The multi jets and W + jets

Table 6: Cross sections for important samples.

| Sample | LO [ NLO |
W 26.89 | 515
WW 188.1 | 269.91
tt 492.2 830
single top - 250
SUSY LM1 | 42.07 52

samples are listed in tables 8 and 9, respectively. All samples are the officially produced samples listed in Reference
[16]. The SUSY sample was generated using the ISAJET 7.69 [3] interfaced with PYTHIA 6.225 [4] package.
The events were simulated using OSCAR_3_6_0 [6], digitized with low luminosity pileup and reconstructed with
ORCA_8_7_1 [7]. The production chain is exactly the same for SM samples, starting from PYTHIA. The single
top sample (containing only the t-channel production) and W + bb (Table 9) were generated by using TopReX 4.11
[17]. Apart from the W + jets sample, all SM samples include both hadronic and leptonic decay of W. The SUSY
sample is also inclusive and contains all allowed productions and decays corresponding to their leading order (LO)
cross sections and branching ratios. For Next-to-Leading-Order (NLO) cross sections, the official values in CMS
are used. WW is a mixture of vector boson fusion (EW process with K-factor close to one) and gq fusion. We use
the K-factor of the second part (~ 1.5) for whole sample. It leads to overestimating the contribution of this sample,
but it will be shown that these events can be rejected completely.
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6 Analysis Path

In this note our strategy to search for SUSY is to look at the number of extracted top quarks for 1 fb~1. In the
following, SUSY events are divided in two parts, SUSY (withTop), SUSY events with a generated top quark and
SUSY(noTop), SUSY events without a top quark at the generator level. This separation allows to optimize the cuts
to suppress the second part as the fake signal. Different cuts and selections used in this analysis are as follows:

L1T In the first level of trigger, every event has to satisfy the thresholds for the Jet/Met trigger [8]. The trigger
consists of a logical AND between a central jet and MET with the thresholds of 88 and 46 GeV, respectively.

HLT Every event is required to pass the Jet/Met conditions of the High Level Trigger (HLT). This trigger consists
of a logical AND between a single jet and MET with the thresholds of 180 and 123 GeV, respectively.

MET > 150GeV The most important background is the inclusive ¢Z, because it has a very high cross section
(830 pb) and it has two real top quarks per event. SUSY events have at least two x?, appearing as missing
transverse momentum (MET), but MET in ¢ events comes from neutrinos or mis-measurements and usually
does not exceed a few 10 GeV. Figure 10 compares the MET distributions from different samples. To

% 104 E LI L L B e 1‘ L pe— ;E‘g‘f(us‘:T : g 104 ? TotalSUSY
E MS 1 fb withTop = SUSY(withTop)
O} £ r~ CMS 1 fb SUSY(noTop) Q@ C SUSY(noTop)
o r NN] L
Caee e e 10° E wwj
* E = 2w
c F r Single Top
e 1 10%E E
w 10° E 3
= E
10 F ]
E 1 E
1 E. C ]
I P I B Loieia1d 107g ! ! L
0 100 200 300 400 500 600 700 0 12 14 16 18 20

MET (GeV) Jet Multiplicity

Figure 10: MET distributions for different samples. Figure 11: The jet-multiplicity in the events that pass
Every event is asked to pass L1T and HLT. the cut on MET. The distribution contains the both
light jets and b-jets with E£a% > 30 GeV.

increase the ratio of the SUSY events to ¢t and other SM backgrounds, a cut on MET is introduced (MET >
150 GeV).

at least 1 b-jet The top quark almost always decays to a b-jet plus a W, so in every event at least one jet must be
tagged as a b-jet.

at least 4 jets We are looking for a hadronically decaying top candidate, so every event must have at least two
light jets apart from the b-jets. Figure 11 shows the jet multiplicity distribution in this step. The events
with less than 4 jets are rejected to suppress the SM background. Since later we would like to use the fast
simulation (FAMOS [18]) to perform the scan in mo — my /2 plane, the cut on E7 of the jets is changed to
only Eﬁ‘“” > 30 GeV. With this cut the results from ORCA and FAMOS are more consistent. Moreover,
this cut is less sensitive to the jet energy scale systematics.

a convergent fit with a x? probability > 0.1 To find a top quark, the best jet combination is found by the kine-
matic fit. A cut on the x? probability is applied to increase the purity of the selected top quarks. Figure
12 shows the distribution of the x2 probability for the extracted top quarks in different samples. It will be
shown that this cut significantly removes non-TOP background (e.g. multi-jets and W+jets).

A¢ between the fitted top and MET < 2.6 rad Since we look for a hadronically decaying top quark in the events
with a large MET, mostly semileptonic ¢ events can mimic the signal. In these events, MET is from one side
and the reconstructed top is from the other side and in the transverse plane they are close to back-to-back.
Figure 13 shows the A¢ between the fitted top quark (the energy of the jets have been changed by the fit
which affects the direction of top) and MET in SUSY and ¢t events. Applying a cut on this parameter, A¢ <
2.6, suppresses efficiently the ¢ events.
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Figure 12: x? probability distributions for different
samples. Every event passes the cuts on HLT and jet
multiplicity and has a convergent fit. SUSY (withTop)
and SUSY(noTop) are concentrated in different re-
gions.

Figure 13: The A¢ between the fitted top quark and
MET in events that pass the cut on the x2 probability.
To suppress the remaining ¢t background a cut on this
parameter is applied.

Table 7 shows the number of remaining events after every cut. In this table SUSY events are divided in two parts,

Table 7: Effect of different cuts on different samples. In every row, the number of the remaining events after that
cut is shown. “No.of.used.events” shows the number of events used in this analysis, “NEve(Nor.xsec)l fb=1" is

L : : —1 « 99 SUSY(’LU’LthTOp)
the same number after normalizing to the cross section times 1 fb~* and “wT/noT” means ~gray -, o7on noTop) -

| cut | SUSY(withTop) [ SUSY(moTop) | ¢ | WW | ZW [ Single Top | wT/noT |

x-sec(pb) NLO 52 830 269.91 51.5 250 -

No.of.used.events 494261 1674500 | 305000 | 70000 100000 -

NEve(Nor.xsec)l fo—! 8375 43625 830000 | 269910 | 51500 250000 0.19
L1T (Jet/Met) 6269 33582 75806 18498 598 10875 0.19
HLT (Jet/Met) 5070 29427 14430 4733 142 1750 0.17
MET> 150 GeV 4183 25677 4930 2312 99 653 0.16
ng; > 1 3457 14388 3718 792 32 355 0.24
n? 0TI > 4 1789 4576 769 25 0 33 0.39
A convergent Fit 1335 3062 557 12 0 28 0.44
x? probability >0.1 105 69 56 0 0 5 1.52
A¢p <2.6 79 52 12 0 0 5 1.51
n; >0 38 17 5 0 0 0 2.19

“SUSY(withTop)” and “SUSY(noTop)”. Although, the sum of both parts is used as the number of signal events
(S), we try to increase the ratio of the first part as the real signal against the second part. Asking for a convergent
fit and applying the cut on the x? probability > 0.1, increases the ratio of the real top quarks in SUSY events. This
can be understood in the sense that x2 probability quantifies the goodness of a reconstructed top quark, so fake top
quarks are fitted with a smaller x? probability. Table 8 shows the effect of the cuts on the multi jets backgrounds.
It can be seen that the former cuts are not sufficient to suppress these backgrounds.

at least one isolated lepton To suppress the multi jets backgrounds, events are asked to have at least one isolated
electron or muon with Pr > 5 GeV/c and |n| < 2.5. There should not be any jet closer than AR =0.2to a
lepton. This requirement can suppress the muons coming from the b-jets.

Table 9 summarizes the specifications of W + jets samples and the effect of the cuts on them. It can be seen that
the cuts suppress the contribution of these samples effectively, although the number of used events are limited.
Also from the Table 7 the same result can be concluded. WW is an inclusive sample and can be considered as
W+ > 2 jets in our analysis. It can be seen that all events are suppressed after applying the cut on the x?

12



Table 8: The multi jets backgrounds. Pr is the Pr of the generated partons. In every column the number of
remaining events after that cut is shown. Note that in this table, real numbers are shown, although in tabel 7
numbers are scaled to 1 fb~1. “No.Used” shows the number of events used in the analysis.

Pr range | x-sec(pb) | No.Used | LIT | HLT | MET | Np;j | n; | X2 | Ag | ng |

80-120 3.0e+6 242486 874 0 0 0 0 0 0 0
120-170 5.0e+5 213842 9189 29 1 0 0 0 0 0
170-230 1.0e+5 338478 | 48009 | 495 12 3 0 0 0 0
230-300 23800 389978 | 108256 | 1866 | 78 42 2 0 0 0
300-380 6400 283983 | 114690 | 2984 | 241 | 152 | 22 | O 0 0
380-470 1880 191989 | 97488 | 4056 | 466 | 350 | 40 1 1 0
470-600 690 175987 | 104025 | 6759 | 905 | 740 | 156 | O 0 0
600-800 202 94957 64547 | 6758 | 1031 | 907 | 222 | O 0 0
800-1000 35.7 49499 38539 | 5602 | 976 | 908 | 262 | 1 1 0
1000-1400 10.8 23250 19869 | 3761 | 841 | 812|269 | O 0 0
1400-1800 1.06 2700 2476 570 155 | 145 | 57 1 1 0

probability. (Note that the scale factor for this sample is less than 1.)

Table 9: W + jets samples. The definitions are same as in Table 8. Although some samples suffer from the low
population, the robustness of the cuts against these backgrounds is visible.

| sample | x-sec(pb) | No.Used | LIT | HLT | MET | ny; | n; [ X* | A | n ]
Wbb 106.59 (LO) | 224000 | 1437 593 349 271 1 0 0[O0
Wj 25< Pr <170 10069 (LO) | 757936 | 6057 423 67 9 0 0 0[O0
Wj 200< Pr <1400 | 48.86(LO) 86000 | 55203 | 39839 | 25376 | 7142 | 124 | 3 0 0

To optimize the cuts each of them was varied separately leading to the values presented in table 7. These cuts
were optimized to increase %w and decrease the SM background simultaneously, whilst keeping the

significance sufficiently high. The significance is defined as follows [19]:
Significance =2 x (VS + B — \/E) 3)

where S and B are the number of the remaining events after all cuts for the signal and background, respectively.

7 Systematic Uncertainties

Here we only consider the systematic uncertainties for the ¢ sample. For the Jet Energy Scale (JES), we follow
the recommendation of the CMS Jet/Met group [20]. Assuming 5% uncertainty for the jet absolute energy scale in
1 fb~1, the energy of jets was scaled by (1 & 0.05). The difference between the maximum and minimum number
of remaining ¢¢ events was found, (JA™ — A~|), half of this value, normalized to the reference value is used as
the relative systematic uncertainty for this cut. To avoid the statistical uncertainty on this value the cut on HLT
and MET are relaxed to increase the number of the remaining events. The resulting relative systematics from JES
is 5.1%. To evaluate the effect of JES on MET, its value was scaled to (1 & 0.05) and the same procedure as
the previous step was repeated. In this step the cuts on L1T, HLT, n;’ orlight 5 4 A¢ < 2.6 andn; > 0 were
relaxed to have a reasonable statistics (more than 500 real events corresponding to ~250 events for 1 fb~—1). The
resulting relative systematics from JES on MET is 18.3%. For b-tagging, the reported uncertainty by the b-tau
group [20] is used (8% uncertainty for 1 fb~!). We will consider here only the JES and b-tagging uncertainty
to be relevant. The rest of the systematics (cross section, showering, ISR/FSR,...) will be eliminated or rendered
very small by using the real data. For example low Pr, high statistics samples prescaled at the trigger level can be
used to extrapolate to the high missing energy region. The systematic uncertainties from the JES and b-tagging are
added quadratically and the result is a total systematic uncertainty of 20.6%. One can decrease the cut on the x2
probability to increase the efficiency, but it would increase the systematic uncertainties. To investigate the problem
and quantify it, different values are tried and for every value the relative uncertainty from JES uncertainty on jets
is evaluated. The results are shown in table 10. It can be seen that x? probability > 0.10 corresponds to the lowest
systematic uncertainty.
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Table 10: The effect of different cut on x? probability. The used value (0.1) is optimized to decrease the systematic
uncertainties.

| cut value | S/B [ SUSY(wTop/noT) | Total SUSY | uncertainty from JES |

0.01 10 1.7 112 8.5 %
0.05 12 1.9 73 7.3 %
0.10 11 22 55 51%
0.15 9.2 23 46 6.3 %

8 Results

The number of events remaining after all cuts are summarized in table 11. In the events extracted as signal,
% = 69% are from SUSY events which have a top quark at the generator level. The efficiencies for the

different samples are also listed in table 11. Figure 14 shows the MET distribution after applying all cuts. The

Table 11: Number of the remaining events after all cuts for 1 fb~!. The overall efficiency for different samples
is shown in the last column. The efficiencies for the QCD and W + jets are not shown due to the lack of the
statistics.

| sample | No.remaining.events | efficiency |

SUSY (withTop) 33 1503
SUSY (noTop) 17 3.9¢e4
tt 5 6.0e-6
WW 0 <3.2e-6
7ZW 0 <1.4e-5
single top 0 <1.0e-5
multi jets 0 -
W-jets 0 -
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Events / 30 GeV
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Figure 14: MET distribution after all cuts.

SUSY signal is significantly higher than the SM (¢t) background, although the shapes are similar. One can cut on
a higher MET value to suppress completely the ¢ background, but to avoid the large uncertainty on the tail of the
MET distribution the cut is left low. Figure 15 shows the invariant mass distribution for the extracted W and top
quark in different samples after all cuts. It is clear that ¢¢ is sufficiently suppressed.

We try to find the minimum integrated luminosity to achieve a 5 o discovery. The significance corresponding to
equation (3) varies with the square root of the integrated luminosity. Using S and B for 1 fb~!, the minimum
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Figure 15: dijet (W) and bjj (top) invariant mass distributions for different samples after applying all cuts.

integrated luminosity can be found by solving the equation:

5=vax2x(/(38+17) + (5) —V5) = a=0.21fb" (4)

For this integrated luminosity, the corresponding number of events for signal and background are 11 and 1 , leading
to 100% statistical uncertainty on the background which is larger than the systematics uncertainty, so the latter one
can be neglected. Including the systematic uncertainties by the proper algorithm implemented in a program [21]
leads to 0.25 fb~! as the minimum integrated luminosity to achieve a 5 ¢ discovery. Note that the analysis uses
b-tagging and systematics that are realizable with 1 fb—!. For start-up (0.1 fb~!) a separate study needs to be
performed.

It is seen in table 4 that the channels which dominate the signal production (§ and #; production), always contain
another b-jet. It can be shown that asking for two b-jets is powerful against the W+nj and multi jets backgrounds.
By knowing the b-tagging accurately, one can require at least two b-jets, but this would need higher integrated
luminosity. Moreover, here we have used top+MET as an indicator for SUSY, although other indicators like top
+ number of jets, Pr of top etc, also can be used, but are beyond the scope of this note and will be considered in
future studies.

9 CMS Reach in mgy-m; ; Plane

In this section the same cuts are applied on SUSY samples generated in different points of the allowed region of the
parameter space to determine the reach of the CMS experiment. To speed up the analysis, the fast simulation and
reconstruction of CMS, FAMOS [18], is used. Also events are analyzed without adding the effect of the pileup.
For the SUSY events, this has a negligible effect. To find the reach of the CMS experiment in the mSUGRA
space, only the mg and m /5 are changed and the other parameters are fixed equal to their corresponding values
for LM1. In total 36 points in mg-my /o plane are tested. In every point at least 10000 events are generated using
PYTHIA linked to ISAJET. The generated ntuples are used as the input for FAMOS. After applying the cuts, the
number of remaining events is divided by 1.3 to compensate the higher efficiency of FAMOS with respect to the
full simulation observed at point LM1 and the ¢f background. The extracted number is normalized to the NLO
cross section and the corresponding number of events for 1 fb~1 is found. The NLO cross section is calculated
by PROSPINO, assuming only the § — g, § — ¢ and ¢ — ¢ productions to be relevant. The minimum signal over
background is as high as 40%. The same method as used in the previous analysis is applied to find the minimum
integrated luminosity for a 5o discovery. To find the curves corresponding to reach for 1, 10 and 30 fb—!, the
minimum integrated luminosity in neighbouring points is extrapolated linearly. The result is shown in figure 16.
The larger reach in the high mg region can be understood as follows. The gluino mass is independent of mg so the
isomass curves for the gluino are almost horizontal. It leads to an almost mg-independent cross section for g — g
production. But squarks and then stop become heavier than the gluino when for constant m 3, mq is increased.
In the high mg region, gluino is not kinematically allowed to decay to the squarks or stop, so the three body decays
of gluino to chargino + g¢' and neutralino + ¢ are dominant. The branching ratio to the final states containing a
top quark can be as high as 40% leading to a large cross section x branching ratio for the top quark production
in this region. Figure 17 shows the CMS reach after including the systematic uncertainties. For 10 and 30 fb—!,
the jet energy scale uncertainty is taken to be 3% [20] for both jets and MET. The same procedure as what was
explained in section 7 is used to find the relative systematic uncertainties for these integrated luminosities. The
relative systematic uncertainty from JES on jets is 3.1% and on MET is 11.3%. The relative systematic uncertainty
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Figure 16: The CMS experiment reach for mnSUGRA in top+MET final states in mq-m; /5 plane. Different exclu-
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Figure 17: Same as figure 16 after including the systematic uncertainties.

from the b-tagging is 7% [20]. The total relative systematic uncertainty which is the quadratic sum of the previous
ones is 13.7%. Thanks to the sufficiently high S/B, the effect of the systematic uncertainties is minor.

10 Conclusion

The capability of CMS to find low mass SUSY in events with a top quark in the final state was studied. A two
constraint kinematic fit was utilized to improve the top quark extraction. It is shown that for point LM1 with an
integrated luminosity of 0.2 fb=1, a 5 & discovery is achievable provided the uncertainty is statistics dominated.
The final signal over background ratio is 11.0. The CMS reach contours for 1, 10 and 30 fb~! are presented
by using the fast simulation of the detector response, checked against the full simulation. The presented analysis
method will allow to study in detail the kinematic properties of the stop (or other involved sparticles) decays.
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