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1 Introduction

The ALICE (A Large Ion Collider Experiment) detector has been designed to study

strongly interacting matter created in the nucleus-nucleus collisions at LHC (Large Hadron

Collider) [1]. The ITS (Inner Tracking System), placed close to the interaction point,

is made of position sensitive detectors which will have to handle several thousands of

particles per unit rapidity, produced at central rapidity. The two innermost layers will be

equipped with ladders of Silicon Pixel Detector (SPD) placed at 3.9 cm and 7.6 cm from

the beam line [2].

Spatial precision and hit efficiency of the SPD are crucial for ALICE, since the capability

of the ITS to detect particles with open heavy-flavour [2, 3] will mainly depend on these

parameters. In the 2003 test, a pixel chip has been exposed to a proton beam at the

SPS, with four additional pixel planes used as tracking devices. The configuration of the

tracking telescope and the cluster analysis of the hits allowed us to study in detail the

intrinsic spatial precision of the plane under test and its detection efficiency. Moreover, we

have found that the frequency of different cluster topologies highly depends on threshold

settings and particle incident angle on the detector: this is mainly due to the influence

of these parameters on the spread of the generated charge among neighbouring pixels.

In the present paper the behaviours of the detector spatial precision and efficiency under

different conditions are discussed.

2 The ALICE pixel detector and the 2003 beam test

The basic detector unit of the ALICE SPD is the ladder. A ladder is a silicon two-

dimensional matrix of p+n reversed bias diodes flip-chip bonded to five readout chips.

Each individual cell of the detector matrix is connected via a Sn-Pb solder bump

of ≈ 25 µm diameter to a front end chip cell of the same size, containing the front-

end readout electronics. The size of the individual pixel cell is 50 x 425 µm2.

To fulfil the total material budget allowed for the SPD, in the final configuration the sen-

sor substrate will be 200 µm thick and the front-end chip substrate will be thinned down

to 150 µm from the native 750 µm. The readout chip (ALICE1) is a mixed analog-digital

signal ASIC built using a 6-metal-layer commercial 0.25 µm CMOS technology which

have been made radiation tolerant by the layout design [4].

A test phase has been carried out in October 2003 on the H4 beam line at the CERN

SPS, by using both 120 GeV/c protons and 158 A GeV/c indium ions [5]. Differ-

ent configurations have been implemented during the test, mainly changing the de-

2



tectors and/or their position in the layout: the analysis described in the following is

based on the data collected with protons in the configuration schematically shown in

Fig.1. The first and the last pair of detectors, called minibus 0 and minibus 1, were used

as tracking telescope: in each of the two pairs the detectors were arranged in crossed

geometry in order to optimize the measurement of the transverse position of the incident

beam particles in both x and y coordinates. The detector under test was a prototype

of the ALICE SPD made by an assembly of a 300 µm thick sensor and 750 µm thick

ALICE1 front-end chip. It was placed in between the two minibuses, each made of thiner

assemblies of the same front-end chip and 200 µm thick sensor. The transverse position

and the tilt angle of the test plane with respect to the beam line could be changed by

a remote controlled stepping motor. The trigger signal was set by an incoming beam

particle passing through scintillator counters.

Data has been collected with different inclination angles of the normal to the test plane

with respect to the beam line (0, 10, 20, 30, 40 and 45 degrees) along an axis parallel

to the 425 µm cell size direction (x coordinate): for each inclination angle a full scan of

the global threshold setting on the detector has been performed, namely in DAC units

from 214 (corresponding to about 2000 electrons) down to 0. Each 15 units decrease in

DAC value corresponds to about 1000 electrons increase in the effective global threshold:

this linearity holds for DAC values above 150. For details on the measurement of mean

threshold and mean noise as a function of the global threshold setting on the chip see [6].

Data with large statistics taken with beam focussed on the center of the detector areas

has been used for studies on the precision in reconstructing the track impact position,

while checks of the detector efficiency uniformity over the full plane have been based on

the analysis of lower statistics samples taken with wide beam configuration.

3 Data analysis and results

The analysis of data with focussed beam at normal incident angle with respect to the pixel

planes and typical operating threshold of 200 DAC units (corresponding to about 3000

electrons) is first discussed. Fig.2 shows an example of a raw hit maps for this data. In the

following subsections the cluster analysis and the alignment procedure will be described.

Tracks reconstructed by using the minibus planes have been used to estimate the detector

efficiency which has been then studied as a function of the threshold setting. The estimate

of the tracking error and the study of the distribution of track impact residuals on the

test plane allow us to extract the intrinsic spatial precision of the detector.
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3.1 Cluster analysis

As a preliminary step, the hits on each plane are processed by a cluster finder algorithm,

where a cluster is by definition either a single fired pixel or a group of fired pixels, each of

them being adjacent to at least another one. For each event and each plane, the cluster

finder analysis works out the number of clusters and, for each cluster, the number of hit

pixels (cluster size), the x and y dimensions and the topology. Fig.3 illustrates the cluster

topology numbering conventionally used in the present study.

Events are first selected by requiring one and only one cluster on each of the tracking

planes, with maximum cluster size 2: with this condition we avoid more complicated

cluster topologies corresponding to worse estimations of the track impact points on those

planes. As shown in Fig.4 (left side) most of the clusters fulfil this requirement; dimx

and dimy variables on the right hand side plot of the same figure correspond to the

dimensions of the minimal area box containing the cluster. Due to the shorter pixel size

in the y coordinate for plane 1, the cluster is in average much more developped in this

direction.

As discussed in the following, once planes are aligned we make a best fit to reconstruct

the beam track by using the minibus doublets and then we apply a second event selection

by requiring that the beam passes through the sensitive area of the detector under test.

We define a cluster on the test plane to be correlated to the beam track when the residual

between track prediction from the telescope (interpolated impact) and the mean cluster

position is below a defined maximum distance (namely ∆x < 600 µm and ∆y < 150

µm). In Fig.5 the frequency of each topology for clusters on the test plane, for 200 DAC

units threshold, is shown: only clusters correlated to the traversing track are taken into

account. In these conditions most of the clusters are just single (58%) or double pixel

along y (35%) ones, while topologies 6, 11, 12 and 13 (more developped along the 425 µm

cell size dimension) are missed. This pattern rapidly changes with threshold setting and

track incidence angle on the detector, since most of it is determined by charge sharing

and geometrical effects: the corresponding behaviours will be discussed in the following

of the paper.

3.2 Alignment procedure and tracking error estimation

Before starting the track reconstruction procedure, the relative misalignments of the de-

tectors in the transverse directions has to be taken into account. As a first step, an internal

alignment for each of the two minibuses has been achieved by using the correlations of

the cluster positions on each of the two component detectors. We use kind of plots like
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those in Fig.6, where the correlations between cluster coordinates in the first minibus,

before the alignment corrections, are shown. The procedure assumes that clusters on the

planes are only due to the beam track (no noisy hits) and that the track itself crosses the

detectors at normal incidence: both assumptions are very reasonable in this case.

The next step is to produce the relative alignment of the two minibuses. This is again

achieved by cluster coordinate correlations: for a given cluster on each minibus, we take

the x coordinate from the second plane and the y coordinate from the first plane so to

use the best measurements in both directions thanks to the crossed geometry.

Once tracking planes are preliminarly aligned, a least squares fit procedure is applied to

reconstruct the beam track both in the xz and yz projections. The residual distributions

on the test planes (difference between predicted impact and nearest cluster positions) can

be calculated: centering these distributions provides the alignment of the test plane. This

procedure allowed us also to correct for a rotation of the test detector (by ≈ 12 mrad)

in the transverse plane. With an iterative procedure, which escludes one plane at a time

from the fit, we were able to fine tune the alignment constants also for the tracking de-

tectors. Of course, the alignment of the test plane needed to be re-calculated for each of

the data sets of this configuration, whenever the transverse coordinates or the inclination

angle of the plane were changed. As an example of the data sample quality, we report

in Fig.7 the χ2 distributions from the track fits in both projection planes once all the

tracking detectors have been aligned.

To calculate the intrinsic precision of the test plane from the track impact residuals, an

estimation of the tracking errors is required. A simulation taking into account the tele-

scope geometry, multiple scattering and residual plane misalignments effects has been

developped. Details on the amount of material budget to take into account for multiple

scattering can be found in [7]. A track is propagated through the telescope, its impacts

on each plane generate a digit (hit pixel) and the four digits are then used to fit a “re-

constructed” track: the distribution of the differences between the predicted impact and

the crossing point of the generated track on test plane gives the tracking precision. Since

one of the inputs of the simulation (the errors for the points on the tracking planes) is

based on the intrinsic precision itself, an iterative procedure has to be applied: we stop

the iteration when the difference between the input intrinsic precision and the intrinsic

precision as calculated from residuals (by using the current tracking precision estimation)

gets below a given tolerance which has been set to 0.1 µm.

The described procedure gives an estimate of the precision in the track impact prediction

on the test plane as provided by the telescope. Residuals distributions in Fig.8 show that

it corresponds to σtrack ≈ 10 µm in both transverse coordinates.
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3.3 Track impact residuals and detector spatial precision

Fig.9 illustrates, from top to bottom, the position of the predicted impact scaled to a

single pixel cell reference system, in the cases of single (topology 1), double-x (topology

3) and double-y (topology 2) pixel clusters. As expected, when a single pixel responds to

the incident particle, most of the hits are located in a region well inside the cell area, while

in case two pixels are fired the impact points are mainly concentrated on the pixel borders.

The width of the border region depends on the threshold setting and, of course, on the

precision of the impact prediction. The projections of the impacts along x coordinate for

topologies 1 and 3 are shown in Fig.10: when a single pixel is fired then the track has

crossed the pixel itself, with roughtly uniform probability along x, in a region slightly

smaller then the pixel size in the same direction (a similar effect is present also in the

other coordinate). This clearly has an effect on the track impact precision, as discussed

hereafter.

The spatial precision of the detector, in absence of the analog information about the

collected charge in each sensor cell, is basically determined by the cell size and by some

degree of charge sharing between neighbouring cells. Neglecting this last factor, the

theoretical value for the spatial precision in the x coordinate is given by:

σthpixel(x) = Lx/
√

12 (1)

and by a similar expression for the y coordinate, where Lx and Ly are the different sizes

of the detection element along the two orthogonal measuring directions. By applying

expression (1) to the ALICE pixel detector, with Lx = 425 µm (“column direction”) and

Ly = 50 µm (“row direction”), we obtain:

σthpixel(x) = 122.7 µm σthpixel(y) = 14.4 µm . (2)

Fig.11 shows the total residual distribution, while Fig.12 and Fig.13 show the two

cases of single pixel clusters and double ones, respectively. In particular, for Fig.13 the

x-residual distribution is based on class 3 cluster topology while the y-residuals are cal-

culated for class 2 topologies only. As expected, since the single pixel clusters on the test

plane are generated by track impacts located in a narrower region than Lx · Ly, the cor-

responding residual distribution also becomes narrower. All the distributions have been

obtained by reconstructing tracks in events with single clusters (by one or two pixels) on

each of the tracking planes, as mentioned in section 3.1.

To disentangle the intrinsic spatial precision of the detector from the widths of the mea-
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sured residual distribution we have taken into account the telescope tracking precision.

As an approximation (see also [7]) we have assumed the following expression:

σ2
pixel(x) = σ2

resid(x)− σ2
track (3)

and a similar one for the y coordinate, where σresid(x) and σresid(y) are the sigmas of the

gaussian fits to the measured x and y-residual distributions respectively, while σtrack is

about 10 µm in both coordinates, as already mentioned in section 3.2.

As shown in Fig.12, for single-pixel clusters the x-residual distribution is much wider and

approximately flat: in this case as σresid(x) we use the rms of the distribution. In this

way, the intrinsic precisions for single-pixel clusters are found to be:

σcls1pixel(x) = ( 120.1 ± 0.5 ) µm σcls1pixel(y) = ( 11.0 ± 0.5 ) µm . (4)

Of course, a particle crossing the detector within a small region from the border (charge

sharing region) may generate two-pixel clusters with much improved precision in the

impact localization. This explain the narrower double-pixel cluster residual distributions

shown in Fig.13, from which we obtain:

σcls2pixel(x) = ( 7.7 ± 0.9 ) µm σcls2pixel(y) = ( 9.2 ± 0.6 ) µm . (5)

Errors on the estimates of the intrinsic precision have been calculated by taking into

account both the contributions due to uncertainties in σresid and σtrack. Comparable

results have been also obtained with a different approach [7].

There are many factors influencing the cluster topology distribution (e.g. inter pixel

capacitance, pixel capacitance to backplane, readout electronics crosstalk, etc) but it

is mainly determined by the charge sharing effect. Different behaviours observed by

varying the global threshold setting and the particle incidence angle on the detector will

be discussed in sections 4 and 5.

3.4 Detector efficiency

As already anticipated, it was required for the selected events that the reconstructed beam

track (obtained by fitting the four telescope points) had a predicted impact on the test

plane falling in a fiducial region slightly smaller than the detector sensitive area. This

last requirement was applied to make sure that edge effects due to relative misalignments

of the planes do not bias the detector efficiency estimate.
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The efficiency of the test plane has been defined as the ratio between the number of

events where a cluster correlated to a reconstructed track (see definition in section 3.1)

is detected and the total number of events with a reconstructed track crossing the test

plane in the fiducial region mentioned above. The efficiency calculation has been based on

large number of tracks (∼ 20,000) and cross checked for uniformity all over the detector

active area. For threshold value at 200 DAC units and normal track incidence angle the

efficiency has been found to be larger than 99%.

4 Study of global threshold scan

All the studies illustrated in the previous sections have been carried out also as a function

of the global threshold setting on the detector readout. The cluster distributions, with

corresponding boundary box dimensions, are shown in Fig.14 for threshold values of 214,

210, 200 and 150 DAC units, from left to right respectively.

The increase of average cluster size as a function of a decreasing threshold setting is shown

in Fig.15. At very high thresholds (below 100 DAC units) the average cluster size gets

stabilized at the minimum value of 1, even if the detection efficiency for those settings is

very low: it simply reflects the event selection which takes into account only events with

a correlated cluster on the test plane. The increase with respect to the minimum begins

to take place around thresholds of 80-100 DAC units.

A detailed study of the cluster shapes has also been carried out by looking at the cluster

topology distributions for different threshold settings: as an example in Fig.16 we report

those corresponding to thresholds 214, 210 (top left and right), 180 and 140 (bottom left

and right) DAC units, to be compared with that at 200 DAC units already shown in Fig.5.

The study of the detector behaviour as a function of the cluster shape as well as the study

as a function of the track incidence angle, which is discussed in the next section, is very

useful for the fine tuning of the detector response function in the simulation model [8].

The spatial precision of the detector has been studied as a function of the threshold.

Results are reported in Fig.17 where residuals and intrinsic precisions in the 50 µm pixel

size coordinate are shown. In the plots the precision estimates corresponding to single and

double-y pixel clusters have been shown separately. We see that for single pixel clusters

at high thresholds (e.g. 150 DAC units) the intrinsic precision goes close to Ly/
√

12,

as expected. For decreasing threshold (increasing DAC values) it decreases: this reflects

the fact that, lowering the threshold, tracks impacting the cell close enough to boundary

regions can fire a double pixel cluster.

Of course, the width of this boundary region, which we can call as “region useful for double
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pixel cluster”, increases for decreasing thresholds: at about 210 DAC units it reaches its

maximum and the same amount of single and double-y pixel clusters occur (see Fig.14 and

Fig.16). In these conditions the intrinsic precision is about the same for both topologies

(single and double pixel clusters) and the global precision of the detector reaches its best

value. The curve for double pixel clusters in the same Fig.17 correspondigly increases

with decreasing thresholds, at least for DAC values larger that 170. Below 170 DAC

units cluster topologies that would have been made by 3 or 4 pixels for softer threshold

values come in the double-y pixel cluster sample, then making the corresponding average

precision slightly worse. For completeness in Fig.18 we report the corresponding behaviour

of the intrinsic precision along the large pixel size coordinate, for both single and double-x

pixel clusters.

The detection efficiency has also been studied as a function of the threshold: Fig.19 shows

the wide plateau at values larger than 99%, starting from threshold settings well above

the usual operating range of the detector.

5 Study of track inclination angle scan

The dependence of the detector performance as a function of the angle of incidence of the

beam track with respect to the normal to sensor surface has been studied. As already

mentioned, data samples at 0, 10, 20, 30, 40 and 45 degrees were taken with different

threshold settings.

Fig.20 schematically illustrates the maximum number of pixel cells traversed by a track

at three different incidence angles. Simple geometry basically explains the evolution of

the cluster sizes at different incidence angles, shown in Fig.21 as a function of the readout

threshold. The threshold value where the curve starts increasing with respect to the

miminum clearly depends on the track incident angle: for larger angles a lower threshold

is required to let the traversed cells to respond. It is also interesting to plot the average

cluster size as a function of the track incidence angle for some of the threshold settings:

the result is reported in Fig.22 for thresholds corresponding to 214, 200, 170 and 160 DAC

units. As already observed in previuos studies [9], for very hard thresholds the average

cluster size at large angle decreases due to the decreasing charge deposition per cell when

many cells are traversed. In usual operating conditions (thresholds at 200 or 214 DAC

units) at large angles the cluster size is compatible with the firing of 6-7 cells as expected

by the geometry. The change in the cluster topology is shown in Fig.23 for 0 and 20

degrees incident angles.

Fig.24 shows the efficiency curves as a function of the threshold at three different angles.
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Also for very large incidence angles the detector has full efficiency with a large plateau

including the usual operating range. As expected, the full efficiency region starts at lower

thresholds as far as the incidence angle increases.

Finally, the study of the spatial precision for the y coordinate as a function of the DAC

settings for different track incidence angles is shown in Fig.25. In the top we report the

sigmas of the gaussian fits to the corresponding residual distributions at all the considered

incidence angles: it clearly appears that for increasing threshold (decreasing DAC units

value) the precision for 45 degrees incident tracks becomes much worse. This can be

explained taking into account that for such large angles many pixel cells are traversed

and the harder the thresholds the fewer of them are fired, so producing an increasing

uncertainty on the cluster prediction for the track impact.

A detail in expanded scale (only for 0, 10 and 20 degrees incident tracks) is shown in the

middle plot of the same Fig.25. For each angle, the best precision is achieved at some

defined threshold value. For instance, at 20 degrees the best value is around 185 DAC

units threshold: for harder threshold less pixels are fired so giving a poorer information,

while for softer thresholds also cells with a small traversing path of the track inside them

are fired, so spoiling the impact prediction. The plot on the bottom of Fig.25 finally

shows the same behaviour for the intrinsic y-precision, i.e. after subtracting the telescope

tracking error contribution. Like for normal incidence tracks, also for 10 and 20 degrees

inclination angle tracks the optimal condition for the spatial precision is achieved when

the main cluster topologies occur with equal frequency: this is shown in Fig.26 and Fig.27.

6 Summary

A study of the ALICE Silicon Pixel Detector performance using data collected in the

2003 beam test at the SPS has been described. The detection efficiency and the intrinsic

precision in reconstructing track impact position have been studied as a function of both

threshold setting and track incident angle. Results confirm the very high efficiency (>

99%) of the detector in a wide range containing the typical operating point and an intrinsic

spatial precision below 10 µm in the 50 µm cell size coordinate.
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Figure 1: Schematic view of the test layout for the proton beam data taking.

0

50

100

150

200

250

0 5 10 15 20 25 30

Column  (x-direction)

R
ow

  (
y-

di
re

ct
io

n)

Figure 2: Raw hit map for data with focussed beam.
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Figure 3: Numbering of the main pixel cluster topologies.
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normal track incidence and 200 DAC units threshold.
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Figure 12: Residuals distributions for single pixel clusters.
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Figure 13: Residuals distributions for double pixel clusters, for topology 3 (left) and topology 2 (right)

only.
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Figure 14: Cluster distributions: from left to right threshold settings correspond to 214, 210, 200 and

150 DAC units.
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Figure 15: Average cluster size as a function of the threshold setting for normal track incidence angle.
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Figure 16: Cluster topology distributions for threshold settings of 214, 210 (top left and right), 180, 140

(bottom left and right) DAC units.
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Figure 17: Width of the residual distribution along y coordinate as a function of the threshold (left)

and corresponding intrinsic precision after subtraction of the telescope prediction uncertainty (right), for

normal track incident angle samples.
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Figure 18: Intrinsic precision along the x coordinate for normal track incident angle samples: for single

pixel clusters the precision has been scaled by a factor 10 in the picture.
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Figure 19: Detection efficiency as a function of the threshold for normal track incidence angle.

Figure 20: Schematic pictures of pixel planes crossed by tracks at different angles. Pixel cells traversed

by the track are shown in red.
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Figure 21: Average cluster size as a function of the threshold setting for different track incidence angles.
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Figure 22: Average cluster size as a function of the track incidence angle for thresholds settings of 214,

200, 170 and 160 DAC units.

22



CORR-CLUSTER TYPE  plane 3

10

10 2

10 3

10 4

0 2 4 6 8 10 12 14

CORR-CLUSTER TYPE  plane 3

10 2

10 3

10 4

0 2 4 6 8 10 12 14

Figure 23: Cluster topology distributions for threshold settings of 200 DAC units, at 0 and 20 degrees

incidence angles (top and bottom respectively).
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Figure 24: Detection efficiency as a function of the threshold for 0, 20 and 45 degrees track incidence

angles.
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Figure 25: Widths of track residuals in the y coordinate at different track incidence angles (top and

middle) and corresponding intrinsic precision (bottom) as a function of the threshold setting.
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Figure 26: Cluster distributions for 10 degrees inclination angle tracks: from left to right threshold

settings correspond to 214, 200, 180 and 150 DAC units.
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Figure 27: Cluster distributions for 20 degrees inclination angle tracks: from left to right threshold

settings correspond to 214, 200, 180 and 150 DAC units.
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