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1. Introduction and summary

It is by now well-known that topological D-branes for the B-model are characterized by

matrix factorizations of the Landau-Ginzburg superpotential [1 – 4]. In the mathematics

literature the problem is approached from the category theoretic point of view [5 – 8]. The

purpose of this paper is to discuss methods to compute the effective superpotential for

B-type Landau-Ginzburg models with boundary.

The effective superpotential Weff can be understood in various ways. In N = 1 string

compactifications with D-branes it can be interpreted as the four dimensional space-time

superpotential. This description is valid for critical string theories. Furthermore, the

effective superpotential Weff represents the generating functional for open string disk am-

plitudes. Once all the amplitudes are known, they can be integrated to give the effective

superpotential. The values of the amplitudes are constrained by worldsheet consistency

constraints they have to satisfy. In the case without D-branes the constraints are the

WDVV equations [9]. Generalizing to worldsheets with boundary, these constraints have

to be extended. This was done in [10] for the case without integrated insertions while the

general case with insertions of integrated operators was derived in [11], where it was found

that amplitudes have to satisfy the A∞-relations. Correlators with bulk insertions have

to satisfy the bulk-boundary crossing constraint in addition. The CFT Cardy constraint

of [11], however, does not necessarily hold due to possible anomalies. We will demonstrate

that it indeed breaks down for all but the simplest problems. A further sewing constraint

for the amplitudes are the quantum A∞-relations [12, 13] but we will not use them in this

work. The focus of this paper is the derivation of Weff by means of deformation theory.

An interesting aspect of the effective superpotential is the fact that it encodes the ob-

structions of the deformations of D-branes. Turning on generic deformations usually leads

away from the critical point and the problem cannot be approached within a CFT context.

It is thus not surprising that the deformation problem has not yet been considered in a

systematic way in the physics literature. First steps towards understanding this problem

were made in [14 – 16]. In [17] some interesting results were found for the quintic. See

also [18] for a recent account of the deformation problem in the context of K3 surfaces. In

the field of mathematics, however, deformation theory of matrix factorization is an active

area of research. It is the aim of this work to present methods known to mathematicians

in the context of deformation theory, extend them and use them to calculate Weff for a

number of examples. It seems ironic that mathematics provides efficient and elegant tools

to calculate deformations of matrix factorizations, whereas the existence of an effective

superpotential seems to be unknown in the mathematics literature in that context.

In our discussion we will mostly deal with the ADE minimal models. In these mod-

els all the possible deformations are massive and there are no marginal deformations.

Consequently, it is possible to work in a purely algebraic setup which simplifies matters

significantly. So far, various aspects of the A– and D– series minimal models have been

discussed in the literature [2, 4, 11, 19]. The classification of the matrix factorizations for

the minimals model was solved some time ago [20]. The complete spectra for all the ADE

minimal models were given in [21], where also the relation to the Dynkin diagrams of the

– 2 –



J
H
E
P
0
5
(
2
0
0
6
)
0
6
4

simply laced Lie algebras was discussed. See also [8]. The mathematical framework for

the deformation theory of matrix factorizations was established in [22, 23]. An explicit

method to calculate deformations of matrix factorizations was presented in [24, 25]. In the

mathematics literature the deformation problem is sometimes referred to as “the method

of computing formal moduli of modules”. The idea of the method is to find the most

general deformation of a matrix factorization such that the factorization condition still

holds. This can be done by an iterative procedure which amounts to calculating higher

cohomology elements of the complex defined by the BRST operator Q =
(

0 E
J 0

)

, where

W = E · J = J · E is the matrix factorization. The central object in these calculations is

the Massey product which is the generalization of the cup product to higher cohomologies.

We will give a detailed description of the algorithm in section 2. The spectrum of Q is

graded, H(Q) = He ⊕ Ho, where the superscripts denote even and odd states. The odd

states give the deformations, the even states the obstructions. Associating to every odd

state in Ho a deformation parameter u the deformed Q-operator has the following form:

Qdef = Q +
∑

~m

α~mu~m, (1.1)

where u~m = um1
1 . . . umr

r with r = dim Ho and α~m are matrices which can be calculated

with the Massey product algorithm. Whenever a Massey product is non-zero it contributes

to Qdef through α~m unless it lies in He. In that latter case it contributes to the obstructions

which are represented by a polynomial ring: k[[u1, . . . , ur]]/(f1, . . . , fr), where the vanishing

relations fi are polynomials in the deformation parameters ui, which give precisely the

critical locus of Weff : fi ∼ ∂Weff
∂ui

. That these relations can be integrated to a superpotential

seems a priori not obvious, but turns out to be the case for all examples we investigated.

The deformed Q-operator then squares to the Landau-Ginzburg superpotential up to these

vanishing relations. Further interesting mathematics references on this subject are [26 – 30].

Without bulk insertions the effective superpotential agrees with the result obtained

from the A∞-relations. We will show that it is possible to incorporate bulk deformations

into the algorithm. In this case, however, the results disagree with those obtained from

the consistency constraints. We suspect that the reason for this discrepancy is that the

deformation algorithm only sees the A∞-structure whereas the bulk-boundary crossing con-

straint gives additional conditions that may be imposed consistently. This is in agreement

with the structure of open-closed homotopy algebras (OCHAs) proposed in [31].

In addition we will point out a close connection between effective superpotentials

associated to rank two matrix factorizations and the LG superpotentials of Kazama-Suzuki

type coset models [32 – 35]. For all tested cases our results agree with these superpotentials

up to field redefinitions and we will present a general reason why this is so.

The paper is organized as follows: The next section is devoted to explaining the algo-

rithm to compute deformations of matrix factorizations and the effective superpotential.

Some explicit examples will be given. Using the example of the E6 minimal model, we

will demonstrate in section 3 how the Massey product formalism can be extended to in-

corporate bulk deformations. Section 4 is devoted to the relation between the boundary

superpotential and the superpotentials obtained from coset models. In section 5 we give
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a summary of the techniques necessary to calculate the the effective superpotential using

consistency constraints for the open string amplitudes. We will then merge both of the

discussed methods in order to calculate the effective superpotential for the E6-example and

compare the results. In section 6 we give further examples for superpotentials for minimal

models of type E. Section 7 is devoted to conclusions and open questions. Finally, in the

appendix we summarize the data for the E6 model and give some new results for the A

minimal models, which is the only case where the Cardy constraint works.

1.1 Matrix factorizations

For a given ADE superpotential W one must first find its matrix factorizations W 1N×N =

E · J = J · E. Two matrix factorizations (E, J) and (E′, J ′) are called equivalent if they

are related by a similarity transformation:

E′ = U1EU−1
2 J ′ = U2JU−1

1 , (1.2)

where U1, U2 ∈ GL(N, R) are invertible matrices with polynomial entries. We consider

only reduced factorizations, i.e. E(0) = J(0) = 0. The matrix factorizations for the ADE

singularities were already completely classified by mathematicians in [20]. Now, having a

set of factorizations which we label by capital letters, one constructs a BRST operator,

QA =

(

0 EA

JA 0

)

, (1.3)

These operators define a graded differential d by

dψ = QAψAB − (−1)|ψ|ψABQB . (1.4)

The physical states lie in the cohomology H(d) = Ker(d)
Im(d) of the differential d. In the

category theoretic description, d is the differential of a differential graded category and

the fermionic states correspond to Hom1(A,B) ∼= Ext1(A,B), the bosonic states are in

Hom2(A,B) ∼= Ext2(A,B).

A method for computing the R-charges qψAB of a open string ψAB ∈ H(d) stretching

between the branes A and B was presented in [36]; they are determined by the equation

EψAB + RAψAB − ψABRB = qψABψAB , (1.5)

where

E =
∑

i

qixi
∂

∂xi
and W (eiλqixi) = e2iλW (xi) ∀λ ∈ R. (1.6)

The defining equation for the matrix RA is

EQA + [RA, QA] = QA. (1.7)
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2. Massey products

We will demonstrate that an effective superpotential can be derived by calculating Massey

products. That is the way a mathematician would approach this problem and we will

introduce it in this paper in a form digestible to physicists.

In particular, an easy example will be calculated, showing that computing deforma-

tions by this method is not too hard in practice although the mathematical framework

needed for a rigorous treatment is quite extensive. The method has the advantage, that a

general, straightforward algorithm exists, at least for the effective superpotentials of simple

singularities. The calculation not only gives the superpotential, but as a by-product also

the full deformed matrices of the factorization. This allows to double-check that the result

is indeed a valid deformation, minimizing the risk of an error during the computation. The

entire algorithm is already implemented in the Singular–package [37, 38] to which the

tedious work can be outsourced. The whole formalism is, however, restricted to compute

only fermionic deformations.

The inclusion of bulk deformations into the algorithm has not yet been done by math-

ematicians and we will extend the algorithm in this paper in order to include them.

2.1 Mathematics

We will review deformations only very briefly and start in the context of differential graded

Lie algebras (DGLAs). For a rigorous treatment of this and the slightly involved definitions

of Massey products in this context we refer to the work of mathematicians [39 – 41].

A DGLA is a Z2- or Z-graded vector space V over a field K with a commutator of

degree zero and a differential d : V → V of degree 1, satisfying the conditions

[α, β] = −(−1)|α||β|[β, α],

d[α, β] = [dα, β] + (−1)|α|[α, dβ],

[[α, β], γ] + (−1)|α|(|β|+|γ|)[[β, γ], α] + (−1)|γ|(|α|+|β|)[γ, α, β] = 0.

(2.1)

A formal deformation of V is defined as the power series

[g, h]u = [g, h] +
∞

∑

i=1

ui(αi(g, h) + θβi(g, h)), (2.2)

where θ is an odd parameter. Requiring the bracket to remain bilinear and antisymmetric

and to fulfill the Jacobi identity places constraints on the αi and βi. Deformations exist, if

certain conditions of Massey products are fulfilled and the deformations can be calculated

explicitly from the Massey products.

It is not necessary to restrict to just a single parameter u, i.e. Lu as a deformation of

an algebra over k[u]; we can also generalize this to k[u1, u2, . . . , ur]. Such deformations are

called versal deformations and they are defined as follows.

Definition. A deformation LR of L parametrized by R ∈ C is a versal deformation, if

for any LA parametrized by A ∈ C there is a morphism f : R → A such that

– 5 –
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(i) LR ⊗R A ∼= A,

(ii) the map mR/m2
R → mA/m2

A induced by f is unique.

The whole procedure can be extended to A∞ algebras by a simple redefinition of the

commutator (see [41]):

{φ,ψ} = (−1)(k−1)ψ[φ,ψ]. (2.3)

The A∞ structure is defined by an odd element Q satisfying {Q,Q} = 0 and the action of

the differential d by dφ = {Q,φ}. The formal deformation of such an A∞ algebra V is still

given by

Qu = Q +

∞
∑

i=1

ui(αi + θβi), (2.4)

with the condition {Qu, Qu} = 0.

Dealing with matrix factorizations involves modules, which can be treated in a similar

manner. There, the object of interest is the infinitesimal deformation functor of a module

M over a k-algebra A, defined as

DefM (S) = {(M,θ)|M an A ⊗R S − module, flat over S,M ⊗S R ∼=θ M}/ ∼= .

For finite-dimensional Ext1(M,M), Schlessingers theorem [42] ensures the existence of a

hull ĤM of the deformation functor, which has also been called the formal moduli of M , as

well as the existence of a formal versal family. This has been studied extensively in [24, 25]

and we refer to these references for proofs, details and the explicit algorithm. We restrict

ourselves to give a less rigorous down-to-earth reasoning in the next section to make the

algorithm plausible. Afterwards an explicit example will be calculated for illustration.

2.2 The idea

Suppose we have a matrix factorization Q2 = W
�

of a superpotential W . A deformation

Qdef of the original module Q can always be written in the form

Qdef = Q +
∑

~m

α~mu~m. (2.5)

Here, we consider only fermionic deformations and leave the bosonic ones for future work.

Just like Q, the α~m are modules and the deformation is parametrized by u1, . . . , ur where

we used the notation

u~m = um1
1 um2

2 . . . umd

d , ~m ∈ N
d (2.6)

for convenience. Squaring Qdef , and comparing with W , we find

∑

~m

(Qα~m + α~mQ)u~m +
∑

~m1,~m2
~m1+ ~m2=~m

α~m1
α~m2

u~m1+~m2 = 0, (2.7)

which must be valid at all orders of u. This constraint can be solved iteratively. At order

|~m| =
∑N

i=1 mi = 1 the condition Qα~m + α~mQ = 0 holds, which means that the basis for

the odd α~m with |~m| = 1 is precisely the basis for the odd cohomology.

– 6 –
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The α~m for some order n − 1 now determine those of order |~m| = n as follows. We

define

y(~m) :=
∑

~m1+~m2=~m

α~m1
α~m2

, (2.8)

neglecting a subtlety for a moment. The y(~m) are called Massey Products. For later

convenience we define β~m = y(~m).

All we would need in order to satisfy eq. (2.7) at order |~m| = n is an arbitrary α~m

such that

dα~m = Qα~m + α~mQ = −β~m. (2.9)

Since we started at lowest order with αei
spanning a basis of Ext1(M,M), all β~m will

lie either in Ext2(M,M) or be a polynomial multiple of an element lying in Ext2(M,M).

In the latter case, a matrix α~m satisfying eq. (2.9) can always be found and this matrix

will again be an element of Ext1(M,M). In the former case, where β~m lies in the even

cohomology, a counterterm cancelling the Massey product does not exist, therefore eq. (2.9)

holds only mod Ext2(M,M).

In each iteration step, such non-cancelling terms add up so that for a matrix factoriza-

tion with dimk Ext2(M,M) = r, there are r polynomials fi ∈ k[u1, . . . , ud], each associated

with a basis element φi ∈ Ext2(M,M), so that Q2
def = W +

∑

i fiφi.

For the deformed factorization to be exactly equal to W , the fi must vanish and the

hull ĤM of the deformation is therefore,

ĤM ' k[[u1, . . . , ud]]/(f1, . . . fr). (2.10)

The building up of the fi must be kept track of during the iteration. At each order n, we

add the new terms to the fi,

f1
i = 0, fn

i =
∑

y∗i (〈x∗; ~m〉)u~m + fn−1
i , (2.11)

where the expression y∗i (〈x∗; ~m〉) denotes the proportionality constant between y(~m) and

the appropriate φi.

Up to now, we have neglected one important subtlety. Namely, the ring relations

k[u1, . . . , ud]/f
n
i must also be applied to the y(~m) and the β~m, so the above equations have

to be modified. As an ingredient to be able to do this we need to define appropriate bases

Bi at each order. We start with

B̄1 = {~n ∈ N
d||n| ≤ 1}, B1 = {~n ∈ N

d||n| = 1}. (2.12)

at lowest order; in general, the Bi denote the bases for

~mi/~mi+1 + ~mi
⋂

~m(f i−1
1 , . . . , f i−1

r ). (2.13)

At each order, we take

β~k,~l
∈ k[~u]/(~mn+1 + (fn

1 , . . . , fn
r )), (2.14)

– 7 –
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where these β~k,~l
are defined by the unique relation

u~n =
∑

~m∈
S

Bi

β~n,~mu~m. (2.15)

with the sum running from i = 1 up to the the order n of the iteration step. The new

defining equation for β~m is given by

β~m =
∑

~m∈
S

Bi

β~n,~my(~n), (2.16)

which, of course, reduces to the previous β~m = y(~m) if β~n,~m = δ~n,~m. That is only the case

when there is no relation for the appropriate ~n, i.e. u~n or a term proportional to it does

not appear in one of the fi. A similar correction must be made for eq. (2.8):

y(~n) :=
∑

~m1+~m2=~m

γ~m,~nα~m1
α~m2

, (2.17)

where γ is defined by

u
~k =

∑

~l∈
S

Bi
γ~k,~l

u
~l +

∑

j γ~k,j
fn

j . (2.18)

We will now clarify the algorithm by calculating an explicit example.

2.3 A simple example

Here, the A-series superpotential W = −1
5x5 shall be calculated step by step. The factor-

ization Q and the four basis elements of the cohomology are given by

Q =

(

0 x2

−1/5x3 0

)

,

α(1,0) = ψ1 =

(

0 −x

−1/5x2 0

)

,

α(0,1) = ψ2 =

(

0 −1

−1/5x 0

)

,

φ1 =

(

x 0

0 x

)

,

φ2 =

(

1 0

0 1

)

. (2.19)

The second order Massey products are

y(2, 0) = α(1,0)α(1,0) =
1

5
x2φ1,

y(0, 2) = α(0,1)α(0,1) =
1

5
φ1,

y(1, 1) = α(1,0)α(0,1) + α(0,1)α(1,0) =
2

5
x2φ1. (2.20)

– 8 –



J
H
E
P
0
5
(
2
0
0
6
)
0
6
4

y(0, 2) is the only Massey product that lies in the cohomology, therefore f2
1 = 1

5~u(0,2) = 1
5u2

2

while f2
2 remains zero. The new basis for ~m2/(~m3 + (u2

1, 0)) is

B2 = {~m ∈ N
2 : |~m| = 2} − {(0, 2)}. (2.21)

For the two elements not in the cohomology, we take

α(2,0) =

(

0 1

0 0

)

and α(1,1) =

(

0 0

−2/5 0

)

, (2.22)

to satisfy dα(2,0) = −y(2, 0) and dα(1,1) = −y(1, 1). A different choice is possible and

corresponds to a field redefinition of the effective potential.

As a basis for the third order, we choose

B3 = {|~m ∈ N
3 : |~m| = 3} − {(0, 2) + ~m} = {(3, 0), (2, 1)}, (2.23)

and we can always find a basis of the same structure for higher orders:

Bn = {~m ∈ N
n : |~m| = n} − {(0, 2) + ~m}. (2.24)

We get

y(3, 0) = α(2,0)α(1,0) + α(1,0)α(2,0) = −1

5
x2φ2,

y(2, 1) = α(2,0)α(0,1) + α(0,1)α(2,0) + α(1,1)α(1,0) + α(1,0)α(1,1) =
1

5
φ1. (2.25)

All Massey products not listed are zero. f1 at third order becomes f3
1 = 1

5u2
2 + 1

5u2
1u2 while

f3
2 is still zero. The β~m are

β(3,0) = y(3, 0),

β(2,1) = y(2, 1) − y(0, 2) = 0, (2.26)

according to their definition in eq. (2.16). The relation for the β~n,~m derives here from

f3
1 = 0, according to which 1

5u(2,1) = −1
5u(0,2), fixing therewith β(0,2),(2,1) = −1 from

eq. (2.15). The choice

α(3,0) =

(

0 0

1/5 0

)

, (2.27)

satisfies dα(3,0) = −β(3,0). The fourth order result is

y(4, 0) = α(3,0)α(1,0) + α(1,0)α(3,0) + α(2,0)α(2,0) = −1

5
φ1

y(3, 1) = α(3,0)α(0,1) + α(0,1)α(3,0) + α(2,0)α(1,1) + α(1,1)α(2,0)

−(α(1,1)α(0,1) + α(0,1)α(1,1)) = −φ2 (2.28)

and

f4
1 =

1

5
(u2

2 + u2
1u2 − u4

1),

f4
2 = −u3

1u2. (2.29)

– 9 –
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At fifth order - the last non-vanishing order - we find

y(5, 0) = α(3,0)α(2,0) + α(2,0)α(3,0) + α(1,1)α(0,1) + α(0,1)α(1,1) =
3

5
φ2,

f1 := f5
1 =

1

5
(u2

2 + u2
1u2 − u4

1),

f2 := f5
2 =

3

5
u5

1 − u3
1u2. (2.30)

Now we have all necessary data and can assemble Eq (2.5),

Edef = x2 − u1x − u2 + u2
1,

Jdef =
1

5
(−x3 − u1x

2 − u2x − 2u1u2 + u3
1). (2.31)

Squaring Qdef gives

Q2
def =

�1

5
(−x5 + (u2

2 + u2
1u2 − u4

1)x + (2u1u
2
2 − 3u3

1u2 + u5
1)). (2.32)

Using the ring relations

f1 =
1

5
(−u4

1 + u2
1u2 + u2

2) = 0,

f2 = −u3
1u2 +

3

5
u5

1 = 0, (2.33)

we see that Q2
def reduces to the undeformed W = −1

5x5, confirming that the result is indeed

a valid deformation.

The conditions fi = 0 are also called critical locus. In terms of the effective superpo-

tential Weff , the critical locus is given by

Zcrit = {u ∈ C
d|∂uWeff(u) = 0}. (2.34)

With no bulk insertions it is of course trivial and identical to the origin. We will now

derive the effective superpotential by using the commutativity of the partial derivatives

and charge reasoning. Using the R-charges (denoted by brackets),

[ui] = i/5 [Weff ] = 6/5 [f1] = 4/5 [f2] = 5/5 (2.35)

we find that [∂u1∂u2Weff(u, t)] = 3/5 and therefore

∂u1Weff(u; t = 0) = Rf2 + Ru1f1 and

∂u2Weff(u; t = 0) = Rf1. (2.36)

The coefficients can be determined by using the commutativity of the second order partial

derivatives. The effective superpotential is now

Weff(u; t = 0) =
u6

1

15
− u4

1u2

5
+

u2
1u

2
2

10
+

u3
2

15
. (2.37)

The result is equivalent to that in [11] and related to it by the field redefinition u2 → u2+u2
1.

This can be understood by remembering that during the iteration, we chose an arbitrary

element α~m to satisfy eq. (2.9). Since the operator d is nilpotent, each α~m is only fixed up

to the addition of an exact matrix. With a specific choice of the α~m, the cited results can

be reproduced directly without need for a field redefinition.
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2.4 The case E6

The E6 superpotential W = x3 + y4 − z2 has a matrix factorization

Q =











0 0 −y2 − z x

0 0 x2 y2 − z

−y2 + z x 0 0

x2 y2 + z 0 0











. (2.38)

A basis for the cohomology is

α(1,0) = ψ1 =











0 0 0 1

0 0 −x 0

0 1 0 0

−x 0 0 0











,

α(0,1) = ψ2 =











0 0 0 y

0 0 −xy 0

0 y 0 0

−xy 0 0 0











,

φ1 =
�
,

φ2 = y
�
. (2.39)

The full deformation is found to be

ĤM ' k[[u1, u4]]/

(

u3
4 −

3

4
u4u

8
1 −

5

64
u12

1 , 3u2
4u1 +

3

2
u4u

5
1 +

1

8
u9

1

)

, (2.40)

and explicitly as

Edef =

(

−y2 + z +
u3
1
2 y +

u6
1
8 + 3

2u4u
2
1 x + u1y + u4

x2 − u1xy + u2
1y

2 + 2u4u1y − u4x + u2
4 y2 + z − u3

1
2 y − u6

1
8 − 3

2u4u
2
1

)

,

Jdef =

(

−y2 − z +
u3
1
2 y +

u6
1
8 + 3

2u4u
2
1 x + u1y + u4

x2 − u1xy + u2
1y

2 + 2u4u1y − u4x + u2
4 y2 − z − u3

1
2 y − u6

1
8 − 3

2u4u
2
1

)

. (2.41)

Note that we have slightly changed notation and labelled the deformation parameters by

their R-charge. Squaring Qdef gives

JdefEdef = EdefJdef = W (x, y, z) + f2y +

(

f1 +
1

2
u3

1f2

)

, (2.42)

proving that it is indeed a deformation. The corresponding effective superpotential is

Weff(u) = u3
4u1 +

3

4
u2

4u
5
1 +

1

8
u4u

9
1 +

5

832
u13

1 . (2.43)

We can check this result by using of the computer algebra package Singular which can

also perform this calculation. The output gives the full deformed matrices as well as the

critical locus. All that remains to do is to integrate a combination of the latter to a

superpotential.
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3. Bulk deformations

Instead of restricting ourselves to deformations of matrices whose product is again the

superpotential W , we now allow for perturbations of W as well.

3.1 Polynomial division

Polynomial division was used in [16] to derive the bulk deformations of the A model. The

polynomial division gives

Jdef(x, u, t) =
W (x, t)

Edef(x, u)
=

1

5
(x3+u1x

2+(u2
1+u2−5t2)x+2u1u2−5t3−5t2u1+u3

1)+r, (3.1)

where W (x, t) is the deformed bulk superpotential. Vanishing of the remainder r,

r = r1(u, t)x + r2(u, t),

r1(u, t) = t2t3 − t5 − t3u2 − t2u1u2 +
u3

1u2

5
+

2u1u
2
2

5
,

r2(u, t) = t22 − t4 − t3u1 − t2u
2
1 +

1

5
u4

1 − t2u2 +
3

5
u2

1u2 +
1

5
u2

2, (3.2)

gives the critical locus for this case. It defines the effective superpotential by

∂u1Weff(u; t) = r1(u, t) + r2(u, t)u1,

∂u2Weff(u; t) = r2(u, t), (3.3)

Of course, the A model is special, in that it is the only factorization with 1 × 1 matrices

and for higher dimensional matrix factorizations we would have to take the determinant of

the equation. The graver problem is that polynomial division does not necessarily have a

solution. The E6 model with the superpotential derived earlier is an example for that. This

is not too surprising since the polynomial division implies that only either J or E have

bulk deformations whereas we have chosen the boundary deformation to be symmetrical

in E and J in the E6 computation. Therefore, polynomial division generally requires at

least non-trivial guesswork in starting with a suitable boundary potential, and normally a

solution does not even exist.

3.2 Adapting the Massey product method

The method of computing formal moduli can be adapted to incorporate bulk insertions.

It shall be demonstrated again at hand of the E6 example. The most general deformation

for this singularity is obtained by deforming with all elements in the chiral ring,

Wdef(x, s) = W (x) − s2xy2 − s5xy − s6y
2 − s8x − s9y − s12. (3.4)

In the physical theory the si are functions of bulk parameters ti as given in [43]. Parallel

to the reasoning in computing the formal moduli, we are looking for a deformation

Q̃ = Qdef +
∑

~m

α̃~ms~m, (3.5)
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which squares to W (x, s). The analogue to eq. (2.7) becomes
∑

~m

(Qdef α̃~m + α̃~mQdef)s
~m +

∑

~m1, ~m2

α̃~m1
α̃~m2

s~m1+~m2 = Wdef(x, s) − W (x). (3.6)

The s12- and s8-terms lie in Ext2(E,E) and are therefore of no concern. They will simply

be subtracted from the f ′
i in Q2

def = W + f ′
1y + f ′

2. For the other four deformations we

chose odd α̃ei
such that

[Qdef , α̃e1 ] = −x,

[Qdef , α̃e2 ] = −y2,

[Qdef , α̃e3 ] = −xy,

[Qdef , α̃e4 ] = −xy2. (3.7)

Possible choices are

α̃(1,0,0,0) = −1











0 0 0 0

0 0 1 0

0 0 0 0

1 0 0 0











,

α̃(0,1,0,0) =
1

2











0 0 1 0

0 0 0 −1

1 0 0 0

0 −1 0 0











,

α̃(0,0,1,0) = yα̃(1,0,0,0) − u1α̃(0,1,0,0),

α̃(0,0,0,1) =

(

1

8
u4

1 +
1

2
x

)

α̃(0,1,0,0)

+











0 0 0 1
4u2

1

0 0 −(u2u
2
4 +

u6
1
8 ) − 1

4u2
1x 0

0 1
4u2

1 0 0

−(u2
1u4 +

u6
1
8 ) − 1

4u2
1x 0 0 0











.

At second order we find,

y(0, 0, 0, 2) =

(

1

4
x2 +

1

16
x

)

�
mod Ext2(E,E),

y(0, 1, 0, 1) =
1

2
x
�

mod Ext2(E,E),

y(0, 0, 1, 1) = −1

2
u1x

�
mod Ext2(E,E),

(3.8)

all others are zero (mod Ext2(E,E)). The associated second order α̃’s are,

α̃(0, 0, 0, 2) =

(

1

16
u4

1 −
1

4
u2 +

1

4
x

)

α̃(1, 0, 0, 0) − 1

4
u1α̃(0, 0, 1, 0),

α̃(0, 1, 0, 1) =
1

2
α̃(1, 0, 0, 0),

α̃(0, 0, 1, 1) =
1

2
u1α̃(1, 0, 0, 0). (3.9)
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At third (and last order) only one term remains,

y(0, 0, 0, 3) =
1

16
u2

1x
�
,

α̃(0, 0, 0, 3) =
1

16
u2

1α̃(1, 0, 0, 0). (3.10)

Adding these terms up to get the complete deformed factorization Q̃ and squaring, the

result is Wdef(x, t) + f̃1y + f̃2 with some f̃1 and f̃2. The relations

∂u1Weff(u; s) := f̃1,

∂u2Weff(u; s) :=

(

1

2
u3

1f̃2 + f̃1

)

, (3.11)

allow to integrate to the full superpotential,

WMassey(u; s) =
5

64 · 13u13
1 +

1

8
u4u

9
1 +

3

4
u2

4u
5
1 + u3

4u1 +
1

32 · 11s2u
11
1

+
3

64 · 9s2
2u

9
1 −

3

8 · 8s5u
8
1 +

3

8 · 7s6u
7
1 +

3

64 · 7s3
2u

7
1

+
1

16
s2
2u4u

5
1 −

1

10

(

s8 +
1

4
s6s2

)

u5
1 −

1

2
s5u4u

4
1

+
1

2 · 4s9u
4
1 −

1

4
s2u

2
4u

3
1 +

1

2
s6u4u

3
1 −

1

12

(

s8s2 − s2
5

)

u3
1

+
1

4
s5s2u4u

2
1 −

1

4
s6s5u

2
1 +

1

4
s2
2u

2
4u1 −

1

2
s2s6u4u1

−s8u4u1 + (s12 +
1

4
s2
6)u1 −

1

2
s5u

2
4 + s9u4 + const. (3.12)

The integration constant is an arbitrary function of the si but, of course, independent from

the ui. In the bulk theory, usually the coordinate transformation si → ti(si) is used for

the sake of adherence to the constant metric coordinate system [43],

s2 = t2,

s5 = t5,

s6 =

(

t6 −
t32
2

)

,

s8 =

(

t8 − t6t2 +
t42
12

)

,

s9 =
(

t9 − t5t
2
2

)

,

s12 =

(

t0 −
t26
2
− t25t2

2
− t8t

2
2

2
+

t6t
3
2

6

)

. (3.13)

4. Relation to the hermitian symmetric space coset models

In this section we show that the effective superpotentials associated with rank two matrix

factorizations can be related to the Landau-Ginzburg potentials of simply-laced, level one,
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hermitian symmetric space (SLOHSS) models [32].1 These Kazama-Suzuki type models

are represented by cosets G/H, where the group G is divided by its maximal subgroup H.

In the E6 case this is
E6

SO(10) × U(1)
.

Landau-Ginzburg potentials for the deformed SLOHSS models were derived in [35]. They

are obtained by first expressing the Casimirs Vi of the group G, in terms of the Casimirs of

H, which are called xi. Next, we set V (xi) = vi, identifying the Casimirs with deformation

parameters vi of the superpotential. This yields a system of equations, where the xi that

appear linearly can be eliminated. The remaining equations can then be integrated to a

superpotential. The explicit form of it was given as [35]:

W (x, z, w) = x13 − 25

169
x z3 +

5

26
x2 w2

+z

(

x9 + x7 w1 +
1

3
x5 w2

1 − x4 w2 −
1

3
x2 w1 w2 +

1

12
x3 w3 −

1

6
xw4 +

1

3
w5

)

+
247

165
x11 w1 +

13

15
x9 w2

1 −
39

20
x8 w2 +

169

945
x7 w3

1 +
13

105
x7 w3 −

26

15
x6 w1 w2

+
13

225
x5 w1 w3 −

13

50
x5 w4 −

91

180
x4 w2

1 w2 +
13

30
x4 w5 +

13

15
x3w2

2 −
13

90
x3 w1 w4

− 13

120
x2 w2 w3 +

13

90
x2 w1 w5 −

13

270
xw6 −

13

360
w4

1 w2 +
13

90
w2

1 w5. (4.1)

This superpotential is, up to a (quite complicated) field redefinition and the choice of an in-

tegration constant precisely the effective superpotential associated to the 2×2-factorization

of the minimal model in our results. The ansatz for such a field redefinition looks as follows:

u1 → α1x u4 → α2z + α3x
4 + α4w

2
1 + α5w1x

2 (4.2)

s12 → β1w6 + β2w4w
2
1 + β3w

2
3 + β4w3w

3
1 + β5w

2
2w1 + β6w

6
1

s9 → β7w5 + β8w2w
2
1 s8 → β9w4 + β10w3w1 + β11w

4
1

s6 → β12w3 + β13w
3
1 s5 → β14w2 s2 → β15w1.

(4.3)

Plugging this into eq. (3.12) and comparing with eq. (4.1) all the parameters αi, βi can be

fixed. It turns our that the integration constant in eq. (3.12) is a crucial degree of freedom

to get the potentials in agreement. Without it, agreement can only be achieved by setting

one deformation parameter to zero.

Note that for the E8 there is no SLOHSS model. However, there is also no rank 2

matrix factorization of the E8 Landau-Ginzburg potential. With the formalism of matrix

factorizations we can also derive superpotentials for matrix factorizations of higher rank.

It thus seems that only the effective superpotentials associated to 2 × 2 matrix fac-

torizations have a direct connection to the superpotentials coming from SLOHSS models.

It is interesting to ask why and how the matrix factorizations are encoded in these coset

1Quite recently an interesting relation between Kazama Suzuki superpotentials, matrix factorizations

and knot homology was discovered [44 – 46].
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models. We now give a qualitative explanation of how this happens.2 One way to calculate

such superpotentials (at least in principle) is to eliminate as many variables as possible [35].

Take for instance the E6-example:

W = x3 + y4 − z2 (+ bulk deformations). (4.4)

The equation W = 0 describes an ALE space, a two complex dimensional surface in C
3.

The idea is to start with the simplest algebraic objects and find lines and quadrics on this

surface. Using the ansatz

x = λy + α(λ), (4.5)

where λ is a variable of weight one and α is a homogeneous polynomial of weight four, the

variable z can be eliminated from W :

z =
√

x3 + y4 (+ bulk deformations) (4.6)

In this relation the ansatz for x can be inserted. The equation on z describes a quadric if

the expression under the square root is a perfect square. In this case one gets

z = y2 + γ1(λ)y + γ2(λ). (4.7)

Lines and quadrics on the surface W = 0 are then given by

A1 = λy + α(λ) = 0

A2 = y2 + γ1(λ)y + γ2(λ) = 0. (4.8)

The Nullstellensatz tells us that this is consistent with W = 0 if W has the form

W = A1B1 + A2B2, (4.9)

for some B1, B2. This is precisely a 2 × 2 matrix factorization of the superpotential! Our

results for the ADE minimal models thus suggest that there is a direct relation between the

coset model LG superpotentials and Weff for 2×2 matrix factorizations of the ADE minimal

models. The results are therefore consistent with the argument presented above. Note that,

at least in the presently discussed form, such a computation cannot be generalized to higher

dimensional matrix factorizations.

5. Using the method of CFT consistency conditions

As we have demonstrated, the results of the different approaches are in agreement, con-

firming the correctness of the method we introduced and establishing a link between these

approaches. However, there is no reason why these general solutions should be consistent

with all physical constraints. Therefore, we will now use the CFT consistency conditions

to rederive the superpotential. This approach does not give the deformed matrices Jdef

and Edef , but on the other hand one gets all the correlators.

2We thank Nicholas Warner for helpful discussions.
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The idea is to determine the values of the allowed correlators of the model by imposing

consistency constraints. These constraints can be viewed as generalizations of the WDVV

equations for the bulk [9]. Adding boundaries on the worldsheet, one gets additional sewing

constraints which were derived in [10] for the case without integrated insertions. For the

case where insertions of integrated boundary states are allowed, the consistency conditions

were derived in [11]. In the following, we will give a short summary of the necessary steps

to compute the superpotential. The input data are the matrix factorizations, the spectrum

and the R-charges as defined in [36].

5.1 Two- and three-point functions

We begin by determining the values of the boundary three-point functions and the bulk-

boundary two-point functions [4, 47]:

〈φiψ
AA
a 〉 =

1

(2πi)n

∮

dnx
φiSTr

((

(∂QA)∧n
)

ψAA
a

)

∂1W . . . ∂nW
(5.1)

Here n is the number of variables in Q, φi are the elements of the bulk chiral ring C[xi]
∂iW

,

STr is the supertrace and the wedge product is

(

∂QA
)∧n

=
1

n!

∑

σ∈Sn

(−1)|σ|∂σ(1)Q
A . . . ∂σ(n)Q

A. (5.2)

The boundary three-point function is:

〈ψAB
a ψBC

b ψCA
c 〉 =

1

(2πi)n

∮

dnx
STr

(

(∂QA)∧nψAB
a ψBC

b ψCA
c

)

∂1W . . . ∂nW
(5.3)

5.2 Correlators and selection rules

In the second step we use a set of selection rules to find out which correlators are possi-

bly non-vanishing. First define correlators with arbitrary numbers of bulk and boundary

insertions:3

Ba0...am;i1...im := (−1)ã1+···ãm−1

〈

ψa0ψa1P

∫

ψ(1)
a2

. . . ψ(1)
am−1

ψam

∫

φ
(2)
i1

. . . φ
(2)
in

〉

= −
〈

φi1ψa0P

∫

ψ(1)
a1

. . .

∫

ψ(1)
am

∫

φ
(2)
i2

. . .

∫

φ
(2)
in

〉

. (5.4)

The integrated insertions of bulk and boundary fields are defined in [9, 11]. The second

equality can be derived from Ward identities. Here we introduced the suspended grade of

the boundary field ψa:

ã := |ψa| + 1. (5.5)

Furthermore we can introduce a metric on the boundary ring:

ωab = 〈ψaψb〉 = (−1)ãB0ab = (−1)ω̃(−1)ãb̃ωba, (5.6)

3From now on we will suppress the indices labelling the brane.
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where the “0” stands for the insertion of the unit operator. It can be used to raise and

lower indices:

Ba
a1...am

:= ωabBba1...am . (5.7)

The correlators (5.4) are cyclic in the boundary insertions:

Ba0...am;i1...im = (−1)ãm(ã0+···+ãm−1)Bama0...am−1;i1...im . (5.8)

Furthermore they are symmetric under permutations of the bulk indices.

It turns out to be convenient to define

Ba0a1 = Ba0 = Bi = 0. (5.9)

A correlator (5.4) satisfies the following selection rules:

• Charge selection rule.

The R-charge of the correlator must be equal to the background charge. For the

minimal models the background charge is given by:

qb =
k − 2

k
, (5.10)

where k is the dual Coxeter number.

The R-charges of the integrated insertions are

qI
ψ = qψ − 1, (5.11)

qI
φ = qφ − 2. (5.12)

For minimal models these charges are always negative.

• The correlators must have the same suspended degree as the boundary metric:

Ba0a1...am;i1...in = 0 unless ã0 + · · · + ãm = ω̃. (5.13)

• Insertions of the unit operator are only allowed if there are no integrated insertions.

B0a1...am;i1...in = 0 for m ≥ 3 or n ≥ 1. (5.14)

5.3 Consistency conditions

Next, we determine the correlators by imposing the generalized WDVV-constraints. For

this we introduce generating functions for the bulk perturbations, given set of boundary

insertions, which satisfy the property

Ba0...am;i1...in = ∂i1 . . . ∂inFa0...am(t)|t=0. (5.15)
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For m ≥ 2 the generating functions are given by

Fa0...am = (−1)ã1+···+ãm−1

〈

ψa0ψa1P

∫

ψa2 . . .

∫

ψam−1ψame
P

p tp
R

φp

〉

(5.16)

= (−1)ã1+···+ãm−1

∞
∑

N0...Nhc−1=0

hc−1
∏

p=0

t
Np
p

Np!

〈

ψa0ψa1P

∫

ψa2 · · ·
∫

ψam−1ψam

[
∫

φp

]Np

〉

,

where hc is the dimension of the bulk chiral ring. For m = 0 and m = 1 we define Fa(t)

and Fab(t) by

∂iFa(t) = −〈φiψae
P

p tp
R

φp〉, (5.17)

∂iFab(t) = −〈φiψaP

∫

ψbe
P

p tp
R

φp〉. (5.18)

Now we impose the consistency constraints on the correlators. We start with the A∞-

relations:
m

∑

k,j=0

k≤j

(−1)ã1+···ãkFa0
a1...akcaj+1...am

(t)Fc
ak+1...aj

(t) = 0. (5.19)

The second consistency condition is the bulk-boundary crossing constraint:

∂i∂j∂kF(t)ηkl∂lFa0...am(t) =
∑

0≤m1≤...m4≤m

(−1)ãm+1+···+ãm3Fa0...am1 bam2+1...am3cam4+1...am

×∂iFb
am1+1...am2

∂jFc
am3+1...am4

. (5.20)

Here, F(t) is the bulk WDVV potential and ηkl is the inverse of the topological metric

ηkl = 〈φ0φkφl〉.
These two constraints alone do not determine the values of all the amplitudes. For the

A-minimal models one can use the Cardy constraint to fix all the correlators. The Cardy

constraint was derived in [11] and takes the form

∂iFa0...anηij∂jFb0...bn =
∑

0≤n1≤n2≤n

0≤m1≤m2≤m

(−1)s+c̃1+c̃2ωc1d1ωc2d2Fa0...an1d1bm1+1...bm2c2an2+1...an

×Fb0...bm1c1an1+1...an2d2bm2+1...bm (5.21)

It turns out that this sewing constraint is only valid in the case of the A-models. (We give

some new results for these models in appendix C.) For other minimal models the Cardy-

condition turns out to be in contradiction with (5.19) and (5.20). This does not come as a

surprise since in the derivation of the above formula it was assumed that the annulus am-

plitude is metric independent, which is not necessarily true due to the possible existence of

anomalies in the Q-symmetry. Still, it had been hoped that the Cardy constraint eq. (5.21)

could nevertheless be imposed to get the topological part of the amplitude, but our results

show that this is not the case.
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5.4 Calculation of the effective superpotential

With these preparations we are now able to compute the superpotential. When the values

of all the correlators have been fixed, the effective superpotential is given by the following

expression:

Weff(s, t) =
∑

m≥1

1

m!
sam . . . sa1Aa1...am , (5.22)

where

Aa1...am := (m − 1)!F(a1 ...am) :=
1

m

∑

σ∈Sm

η(σ; a1, . . . am)Faσ(1) ...aσ(m)
(t) (5.23)

Note that the parameters si are super-commuting since those associated to even boundary

states are anticommuting. The sign factor η comes from permuting the boundary operators.

5.5 Deformations and the bulk-boundary crossing constraint

As noted before, we can not rely on eq. (5.21) for models other than the A-minimal models.

Therefore some of the amplitudes will not be fixed by the A∞– and the bulk-boundary

crossing relations. We now give a prescription how to determine the values of all the

correlators with bulk insertions by merging the generalized WDVV equations with the

methods from section 2. The procedure can be cast into the following recipe:

• Without bulk insertions, the bulk-boundary crossing constraint does not contain any

extra information. This is why we may assume that in this case the superpotential

coming from the A∞-relations and the one coming from the versal deformation of the

Q-operator will agree. We thus start by computing the superpotentials for the bulk

parameters set to zero with either method.

• The superpotential obtained from solving the A∞-relations will contain as undeter-

mined parameters non-linear functions of the unknown correlators. Comparing with

the result of the Massey product algorithm one obtains an overdetermined system

of non-linear equations for the correlators which has, at least for the examples we

checked, a unique solution.

• Next we set up the WDVV-constraints with the bulk parameters turned on and use

the boundary correlators whose values we found by comparison of the two superpo-

tentials as input for solving the equations. It turns out that this is enough to uniquely

determine all the values of the remaining correlators and the complete superpotential

is fixed up to reparameterizations.
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5.6 Comparing results

For the E6 case, we find

WCFT(u; t) = u3
4u1 +

3

4
u2

4u
5
1 +

1

8
u4u

9
1 +

5

832
u13

1

+
1

2
u1

(

t12 −
1

2
t26 −

1

2
t25t2 −

1

2
t8t

2
2 +

1

6
t6t

3
2 +

1

8

(

t26 − t6t
3
2 +

1

4
t62

))

+
1

2

(

u4 +
1

8
u4

1

)

(

t9 − t5t
2
2

)

+
1

4

(

u4u
3
1 +

3

28
u7

1

)(

t6 −
1

2
t32

)

, (5.24)

From the point of view of the consistency constraints it is natural to use the “flat” parame-

ters ti since the bulk-boundary crossing constraint contains the bulk prepotential F(t) [9].

We can now make a field redefinition of the open string parameters in order to get maximum

agreement with (3.12). This yields

WCFT(u; s) =
5

64 · 13u13
1 +

1

8
u4u

9
1 +

3

4
u2

4u
5
1 + u3

4u1 + u1

(

s12 +
1

4
s2
6

)

+s9u4 +
1

8
s9u

4
1 +

1

2
s6u4u

3
1 +

3

56
s6u

7
1. (5.25)

where the si are given in eq. (3.13). Here only the A∞- and Crossing constraint were used,

not the Cardy equation. This solution corresponds to eq. (3.12) with some deformation

parameters set to zero,

WCFT(u; s) = WMassey(u; s2 = 0, s5 = 0, s6, s8 = 0, s9, s12).

Thus, incorporating the bulk-boundary crossing constraint leads to a reduced version of

the effective superpotential. This may be explained as follows: If one deforms the matrix

factorization one only captures the A∞-structure. The bulk-boundary crossing equations

impose an additional constraint on the superpotential.4 This additional interaction be-

tween bulk and boundary is incorporated in a mathematical structure termed Open Closed

Homotopy Algebra (OCHA) which has recently been introduced in the literature [31].

6. Further results

6.1 The exceptional singularities

In this section we list some more results for the superpotentials of the minimal models of

types E6, E7, E8. For simplicity, all bulk parameters are set to 0.

First, we consider the the self-dual matrix factorization M3 for E6 given in (A.3) where

we choose ε = −1 in order to have only real entries in the matrix. The fermionic spectrum

can be read off from table (A.8). There are four fermionic states and their deformation

parameters ui have charges {1, 3, 4, 6} and the four corresponding polynomials fi of the

ring k[ui]/(fi) have charges {12, 10, 9, 7}.

f1 = −u2
6 + u3

4 − u4
3 − 18u4u

2
3u

2
1 + 7u6u3u

3
1 − 6u2

4u
4
1 − 26u2

3u
6
1 − 9u4u

8
1 − 3u12

1

4In technical terms, this means that the bulk-boundary crossing constraint sets certain correlators to

zero which are left undetermined when only imposing the A∞ relations.
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f2 = 4u3
3u1 + 12u4u3u

3
1 + 8u3u

7
1

f3 = 3u2
4u1 − 6u2

3u
3
1 − u9

1

f4 = −2u6u1 + 4u3u
4
1 (6.1)

These polynomials can be integrated to the effective superpotential

Weff(u) = −u2
6u1 + u3

4u1 − u4
3u1 − 6u4u

2
3u

3
1 + 4u6u3u

4
1

−8u2
3u

7
1 − u4u

9
1 −

5

13
u13

1 . (6.2)

Our last example for the E6 model is the factorization M4 given in eq. (A.4), where, once

again, we set ε = −1. We find the following expression for the superpotential:

Weff(u) =
5

1664
u13

1 − 1

4
u8

1u5 +
3

4
u6

1u2u5 − 2u4
2u5 + 2u2u

2
3u5 − u2

4u5

−2u3u
2
5 + u3

1

(

−u2u3u5 −
1

2
u2

5

)

+ u9
1

(

− 1

16
u2

2 +
1

16
u4 +

1

16
v4

)

−u4u5v4 + u5v
2
4 + u4

1

(

−3

2
u2

2u5 + u4u5 +
1

2
u5v4

)

+u5
1

(

− 3

8
u4

2 −
3

8
u2

4 −
1

2
u3u5 + u2

2

(

3

4
u4 +

3

4
v4

)

− 3

4
u4v4 −

3

8
v2
4

)

+u2
1

(

2u3
2u5 − u2

3u5 + u2 (−2u4u5 − u5v4)
)

+ u2
2 (3u4u5 + 3v4u5)

+u1

(

− 1

2
u6

2 +
1

2
u3

4 + u2u
2
5 +

3

2
u2

4v4 +
3

2
u4v

2
4 +

1

2
v3
4

+u4
2

(

3

2
u4 +

3

2
v4

)

+ u3 (u4u5 + 2u5v4)

+u2
2

(

−3

2
u2

4 + u3u5 − 3u4v4 −
3

2
v2
4

))

. (6.3)

With (3.12), (6.2) and (6.3) we have actually given the superpotentials of five of the six

branes since a brane yields the same superpotential as its anti-brane.

For the E7 singularity with W = x3 + xy3 + z2 we consider its simplest factorization,

a self-dual one,

E = J =

(

z x

x2 + y3 −z

)

. (6.4)

The odd spectrum consists of three states with charges {0, 8, 16} to which we associate

parameters ui with charges {1, 5, 9}. The deformed matrix is given by:

Edef =

(

z + u1y
2 + u5y + u9

y3+ x2− u2
1xy − 2u1u5x + u4

1y
2+ 4u3

1u5y− 8u3
1u9 + u6

1x− 2u8
1y+ 20u7

1u5− 11u12
1

x + u2
1y + 2u1u5 − u6

1

−z + u1y
2 + u5y + u9

)

(6.5)

The polynomials defining the deformation ring are:

f1 = −u2
9 − 16u4

1u5u9 + 40u8
1u

2
5 + 8u9

1u9 − 42u13
1 u5 + 11u18

1
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f2 = −2u5u9 + 8u4
1u

2
5 − 8u5

1u9 + 12u9
1u5 − 9u14

1

f3 = −u2
5 − 2u1u9 + 6u5

1u5 − 3u10
1 (6.6)

These polynomials of degrees {18, 14, 10} are easily integrated to the corresponding effective

superpotential of degree 19,

Weff(u) = −55

19
u19

1 + 12u14
1 u5 − 15u9

1u
2
5 + 5u4

1u
3
5 − 3u10

1 u9 + 6u5
1u5u9 − u2

5u9 − u1u
2
9. (6.7)

This can be related as follows to the coset model

E7

E6 × U(1)
.

From [35] we take the expression for the coset Landau-Ginzburg potential:

W (x, y, z) =
1016644

817887699
x19 +

33326

177147
x14y +

266

6561
x10z +

16850

2187
x9y2

+
80

27
x5yz +

124

9
x4y3 + xz2 +

3

2
y2z (6.8)

And indeed, this expression can be obtained from (6.7) by a field redefinition.

Finally we also give an example for the E8 model. The Landau-Ginzburg potential

for this model is W = x3 + y5 + z2 and its dual Coxeter number is k = 30. The simplest

matrix factorization has rank 4:

E = J =











z 0 x y

0 z y4 −x2

x2 y −z 0

y4 −x 0 −z











(6.9)

The corresponding superpotential is

Weff = −11

31
u31

1 + u25
1 u6 − 10u19

1 u2
6 + 45u13

1 u3
6 − 55u7

1u
4
6 − u1u

5
6 + 3u21

1 u10

−15u15
1 u6u10 + 15u9

1u
2
6u10 + 10u3

1u
3
6u10 − u1u

3
10 − 3u16

1 u15

+10u10
1 u6u15 − 10u4

1u
2
6u15 − u1u

2
15 + 3u21

1 u10 − u1u
3
10 − 3u16

1 u15. (6.10)

We cannot relate this result to a coset model, since such models do not exist for E8. This

supports the conjecture that matrix factorizations of rank greater than 2 can not be related

to such coset models.

7. Conclusions and open questions

In this paper we discussed various methods to calculate the effective superpotential for

ADE minimal models with D-branes. The method of computing formal moduli provides a

very efficient and elegant method to calculate the effective superpotential. It circumvents

the problem that the Cardy condition as given in [11] does not hold in the general case,

which had been uncertain before. We were able to calculate various examples of effec-

tive superpotentials, most of which would have required an exceedingly high amount of
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computing time if tackled by implementing the consistency constraints. Superpotentials

of matrix factorizations whose spectrum contained more than 4 (even or odd) states were

not calculated since computing time quickly increases as more states are added. The de-

formation calculus using the Massey products as implemented in Singular allowed us to

go further than that and compute for example the potentials for all E6 branes except the

most complicated one, for which the calculation exceeded the powers of an ordinary PC.

As always, a number of open questions remain. One issue is the deformation of the

matrix factorization by bosonic states. In the context of obstruction theory the fermionic

states provide the deformations and the bosonic states give the obstructions. In this for-

malism the deformations with even states can not be computed. From the point of view

of the CFT constraints, even and odd states are treated on equal footing, the only differ-

ence being that the even states are associated to anticommuting deformation parameters

whereas the parameters for the odd states are commuting. We will leave a possible gener-

alization of the Massey product formalism to incorporate the even deformations as a future

task.

An even more interesting question would be the generalization to Calabi-Yau manifolds

which is of course the ultimate goal. In principle the computation should proceed just as

in the ADE-case but then we also have marginal deformations. The results of [17] may be

useful for a better understanding of this problem.

In this paper we dealt only with the boundary preserving sector but it would be

interesting to consider systems with various D-branes. Some rather näıve experimentation

with the A-minimal models leads to the conclusion that a generalization of the algorithm to

the case of multiple D-branes is straightforward although the technical complexity grows

quickly. It seems likely that this is a powerful framework to describe phenomena like

tachyon condensation and bound state formation of D-branes.

Another interesting issue is the relation to coset models. We have been very brief

about the relations between the superpotentials and we only gave an idea of how the matrix

factorizations could be recovered from these models. It may be useful to investigate this

relation further. In particular, one should try to find out whether also matrix factorizations

of rank higher than two have connections to coset models.

Last but not least it remains to be understood why the formulation of the Cardy

constraint from [11] works perfectly for the A-minimal models and fails for other cases.

Although it generically leads to contradictions, the information contained in the Cardy

condition does not seem to be entirely wrong (see for example appendix A in [13]). It may

be worthwhile to look for possible modifications of this constraint.
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A. E6 — three-variable case

A.1 Matrix factorizations

These results were already given in [21]. The superpotential is:

W = x3 + y4 + ε z2, (A.1)

where ε = ±1. Introducing this parameter is just for calculational convenience since we

can always choose the matrix factorization to be real. The choice of sign has no influence

on the dimensions and charges of the spectrum or the form of the superpotential. The

following matrices satisfy W = Ei · Ji:

E1 = J2 =

(

−y2 +
√−εz x

x y2 +
√−εz

)

E2 = J1 =

(

−y2 −√−εz x

x y2 −√−εz

)

(A.2)

E3 = J3 =











−√
εz 0 x2 y3

0 −√
εz y −x

x y3 √
εz 0

y −x2 0 −√
εz











(A.3)

E4 = J5 =











−y2 +
√−ε 0 xy x

−xy y2 +
√−ε x2 0

0 x
√−εz y

x2 −xy y3
√−εz











(A.4)

E5 = J4 =











−y2 −√−εz 0 xy x

−xy y2 −√−εz x2 0

0 x −√−εz y

x2 −xy y3 −√−εz











(A.5)

E6 =



















−√−εz −y2 xy 0 x2 0

−y2 −√−εz 0 0 0 x

0 0 −√−εz −x 0 y

0 xy −x2 −√−εz y3 0

x 0 0 y −√−εz 0

0 x2 y3 0 xy2 −√−εz



















(A.6)

J6 =



















√−εz −y2 xy 0 x2 0

−y2
√−εz 0 0 0 x

0 0
√−εz −x 0 y

0 xy −x2
√−εz y3 0

x 0 0 y
√−εz 0

0 x2 y3 0 xy2
√−εz



















(A.7)
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A.2 Spectrum

The spectrum for this model has already been discussed in [21]. There are six matrix

factorizations, one for each node in the Dynkin diagram. We summarize the data of the

boundary preserving spectrum in the following table:

Factorization Rank Spectrum bosonic Spectrum fermionic

M1 2 0 6 4 10

M2 2 0 6 4 10

M3 4 0 4 6 10 0 4 6 10

M4 4 0 2 4 62 8 2 42 6 8 10

M5 4 0 2 4 62 8 2 42 6 8 10

M6 6 0 22 43 63 82 10 0 22 43 63 82 10

(A.8)

We labelled the matrix factorizations by Mi, the second column indicates the ranks of

the matrices. The last two columns give the even and the odd spectrum. The numbers

correspond to the R-charges multiplied by the number 12 — the Coxeter number of E6

— and the exponents give the multiplicities. Note that there are six possible values of

the charges, qψ ∈ {0, 2, 4, 6, 8, 10}. To fermionic states with these charges we associate

fermionic deformation parameters ui with charges qui
= 1

2(12 − qψi
) ∈ {6, 5, 4, 3, 2, 1}. We

observe that, concerning the spectrum, there are two types of matrix factorizations. The

factorizations M1,M2 and M4,M5 have the same spectra, respectively. These branes are

the antibranes of each other. M3 and M6 belong to a different class of D-branes. The even

spectrum is identical to the odd spectrum, these branes are “self-dual” — the brane is its

own antibrane [4].

We observe that the highest charge, which is equal to the background charge, is always

in the fermionic sector, whereas the charge 0 state is always in the bosonic sector. In

fact, it is possible to determine the degree of the effective superpotential just by charge

considerations. Remember the selection rules for the correlators given in section 5.2. The

allowed correlators must have an R-charge which is equal to the background charge qb. We

can now determine the correlator with the maximal number of insertions. This correlator

will have three unintegrated insertions of the field with the highest charge qb, we will call

this field ψb, and a certain number of integrated operators, which have negative charge.

To get the maximum number of insertions one must use only insertions of
∫

ψb, which

has charge b − 1, which is the least negative. From the charge selection rule we can now

calculate the the number x of integrated insertions of the top element:

3 · b + x · (b − 1)
!
= b (A.9)

This yields x = 2b
1−b

. Now take into account that for the minimal models the background

charge is related to the Coxeter number k via b = k−2
k

. Inserting this, we find that the

number of integrated insertions of the top-element is k− 2. Adding the three unintegrated

operators, one finds that the top-correlator is a k +1-point function. Looking more closely,
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one also finds that the selection rule for the Z2-charge is satisfied and that this correlator will

not vanish and contribute to the superpotential. The deformation parameter u associated

to ψb has charge one and we will get a term uk+1
1 in the superpotential. Since the effective

superpotential is a homogeneous polynomial, we conclude:

The effective superpotentials for the ADE minimal models always have degree k + 1,

where k is the Coxeter number.

B. E6 — two-variable case

There is also a two-variable description for the E6 minimal model:

W = x3 + y4 (B.1)

For completeness we list all the matrix factorizations and give the complete spectrum.

From the point of view of conformal field theory these two incarnations of the E6-model

correspond to two different GSO projections [4, 19, 48].

B.1 Matrix factorizations

We find the following matrix factorizations:

E1 = J2 =

(

x y

y3 −x2

)

E2 = J1 =

(

x2 y

y3 −x

)

(B.2)

E3 =

(

x y2

y2 −x2

)

J3 =

(

x2 y2

y2 −x

)

(B.3)

E4 = J5 =







x y 0

0 x y

y2 0 x






E5 = J4 =







x2 −xy y2

y3 x2 −xy

−xy2 y3 x2






(B.4)

E6 =











x y2 0 0

y2 −x2 0 0

0 −xy x2 y2

y 0 y2 −x











J6 =











x2 y2 0 0

y2 −x 0 0

0 −y x y2

xy 0 y2 −x2











(B.5)

B.2 Spectrum

For the even spectrum we find:

1 2 3 4 5 6

1 0 10 4 6 3 7 1 3 5 5 7 9 2 4 6 8

2 4 6 0 10 3 7 5 7 9 1 3 5 2 4 6 8

3 3 7 3 7 0 4 6 10 2 4 6 8 2 4 6 8 1 3 52 7 9

4 5 7 9 1 3 5 2 4 6 8 0 2 4 6 8 10 2 42 62 8 1 32 52 72 9

5 1 3 5 5 7 9 2 4 6 8 2 42 62 8 0 2 4 6 8 10 1 32 52 72 9

6 2 4 6 8 2 4 6 8 1 3 52 7 9 1 32 52 72 9 1 32 52 72 9 0 22 43 63 82 10

(B.6)
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The odd spectrum is summarized in the following table:

1 2 3 4 5 6

1 4 6 0 10 3 7 5 7 9 1 3 5 2 4 6 8

2 0 10 4 6 3 7 1 3 5 5 7 9 2 5 6 8

3 3 7 3 7 0 4 6 10 2 4 6 8 2 4 6 8 1 3 52 7 9

4 1 3 5 5 7 9 2 4 6 8 2 42 62 8 0 2 4 6 8 10 1 35 52 72 9

5 5 7 9 1 3 5 2 4 6 8 0 2 4 6 8 10 2 42 62 8 1 32 52 72 9

6 2 4 6 8 2 4 6 8 1 3 52 7 9 1 32 52 72 9 1 32 52 72 9 0 22 43 63 82 10

(B.7)

C. Some results for the A-series

The minimal models of the A-Series satisfy an additional constraint, the Cardy Condi-

tion [11]:

∂iFa0...anηij∂jFb0...bm =
∑

0≤n1≤n2≤n

0≤m1≤m2≤m

(−1)(c̃1+ã0)(c̃2+b̃0)+c̃1+c̃2ωc1d1ωc2d2 (C.1)

×Fa0...an1d1bm1+1...m2c2an2+1...anFb0...bm1 c1an1+1...an2d2bm2+1...bm

Setting t = 0 and m = 0, n = 0 one recovers the CFT Cardy constraint, which is satisfied for

all the minimal models. The full constraint in the form given above is only satisfied for the

A-Series. For the generic case it has to be replaced by the Quantum A∞ Structure [12, 13].

The Cardy constraint fixes the reparameterization freedom of the superpotential. The

superpotential for the Ak-model is:

W (k+2)(x) =
xk+2

k + 2
, (C.2)

where the exponents in brackets give the degrees of the polynomials. The matrix factor-

izations are:

W k+2(x) = Eκ+1(x)Jk+1−κ(x), κ = 0, . . . , [k/2] (C.3)

We denote by h the greatest common denominator of E and J , i.e Eκ+1(x) = p(x)h`+1(x)

and Jk+1−κ(x) = q(x)h`+1(x). The pair (k, `) then uniquely labels the D-brane we consider.

For the A3-model with W = x5

5 and (k, `) = (3, 1) only one incarnation of the superpotential

satisfies the Cardy constraint because this condition fixes the reparameterization freedom

of the effective superpotential [11]:

Weff(t, u) = −1

5

(

u6
1

6
+ u4

1u2 +
3

2
u2

1u
2
2 +

u3
2

3

)

− t2

(

−u4
1

4
− u2

1u2 −
u2

2

2

)

+ t3

(

u3
1

3
+ u2u2

)

−
(

t4 − t22
)

(

−u2
1

2
− u2

)

+ (t5 − t2t3) u1 (C.4)

It turns out that the Cardy constraint is only valid in the boundary preserving sector when

bulk perturbations are turned on. But this information is enough to obtain superpotentials
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for the boundary changing sector. We now state some new results for superpotentials in

the boundary changing sector. For the model (3, 1) ⊕ (3, 0), we find:

Weff = −1

5

(

u6
1

6
+

w6
1

6
+ u4

1u2 +
3

2
u2

2u
2
1 +

u3
2

3
+ 2u2u1v 3

2
ṽ 3

2
+ u3

1v 3
2
ṽ 3

2
+

1

2
v2

3
2

ṽ2
3
2

+u2v 3
2
ṽ 3

2
w1 + u2

1v 3
2
ṽ 3

2
w1 + u1v 3

2
ṽ 3

2
w2

1 + v 3
2
ṽ 3

2
w3

1

)

−t2

(

−u4
1

4
− w4

1

4
− u2

1u2 −
u2

2

2
− u1v 3

2
ṽ 3

2
− v 3

2
ṽ 3

2
w1

)

+t3

(

u3
1

3
+

w3
1

3
+ u1u2 + v 3

2
ṽ 3

2

)

−
(

t4 − t22
)

(

−u2
1

2
− w2

1

2
− u2

)

+(t5 − t2t3)(−u1 − w1) (C.5)

Here we chose the convention that the indices correspond to the charges, the parameters

u and w are related to odd states on the branes labeled with ` = 1 and ` = 0, respectively,

whereas the parameters v and ṽ are related to the open string states stretching between

the two branes.

For the model (4, 1) ⊕ (4, 0) we find:

Weff = −1

6

(

u7
1

7
+

w7
1

7
+ 2u3

1u
2
2+ u5

1u2+ u1u
3
2+ u4
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ṽ 3

2
+ 2u2u1v 3
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2
ṽ 3

2
+ u1u

2
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2
ṽ 3

2
w1 + u2v 3

2
ṽ 3

2
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2
ṽ 3

2
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1

)
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(
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w4
1

4
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2
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+ u1v 3

2
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2
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2
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2
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(
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(u1 + w1) (C.6)

Finally, we give the result for (4, 0) ⊕ (4, 0)

Weff = −1
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7
+
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1v1ṽ8+ u4
1v1ṽ8w1+ 2u3

1v
2
1 ṽ
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+

(

t6 −
1

2
t23 − t2t4 +

1

3
t32

)

(u1 + w1) (C.7)

All of these results can be obtained from a residue formula [16]:

Weff(t;u) = −
∮

dx

2πi
log(det J(x;u))W (x; t), (C.8)

where J(x;u) is the matrix factorization of the system with linear odd deformations turned

on and W (x; t) is the bulk superpotential [9]. Note that this equation cannot be generalized

to the multi-variable case in a straight forward manner. The fact that only linear defor-

mations in the boundary parameters appear in J(x;u) is a peculiarity of the Ak-models

and does not hold in general. A possible hint for the generalization of this formula may

be found in [35] where it was shown that in the context of coset models it is possible to

obtain the superpotentials as period integrals over Calabi-Yau 4-folds which are fibrations

of ALE singularities. In may prove worthwhile to investigate these results from the point

of view of D-branes and matrix factorizations.
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