Slow Modulation of Cochlear Response by the Olivocochlear
Efferent System Elicited by Sustained Noise or
Threshold Elevation in the Contralateral Ear

by

MASSACHLISETTS INSTITUTE

OF TECKNOLOGY

Erik Larsen [ ———y
0CT 2 3 2008
M.Sc. Agplieq P.hysics
Technische Universiteit Delft, 1998 LIBRARI ES

SUBMITTED TO
THE HARVARD-MIT DIVISION OF HEALTH SCIENCES AND TECHNOLOGY
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF

DOCTOR OF PHILOSOPHY IN
BIOMEDICAL ENGINEERING
AT THE
MASSACHUSETTS INSTITUTE OF TECHNOLOGY

SEPTEMBER 2008

© 2008 Erik Larsen. All rights reserved.

The author hereby grants to MIT permission to reproduce
and to distribute publicly paper and electronic
copies of this thesis document in whole or in part
in any medigm now known or hereafter created.

Signature of author: __ —_
s /e Harvard-MIT Division of Health Sciences and Technology
' August 19, 2008

Certified by: __
e M. Charles Liberman

Harold Schuknecht Professor of Otology and Laryngology, Harvard Medical School

, Director of the Eaton-Peabody Laboratory, Mass. Eye & Ear Infirmary

Thesis Supervisor

Accepted by:

- - Martha L. Gray
Edward Hood Taplin Professor of Medical & Electrical Engineering
Director of the Harvard-MIT Division of Health Sciences and Technology



Slow Modulation of Cochlear Response by the Olivocochlear
Efferent System Elicited by Sustained Noise or Threshold
Elevation in the Contralateral Ear

by
Erik Larsen

Submitted to the Harvard-MIT Division of Health Sciences and Technology
On September, 2008 in partial fulfillment of the
Requirements for the Degree of Doctor of Philosophy in
Biomedical Engineering

ABSTRACT

This thesis describes results from two projects related to the efferent innervation of the
cochlea. First, we investigated peripheral olivocochlear effects of sustained contralateral
broadband noise in anesthetized guinea pig. We found evidence of medial olivocochlear (MOC)
effects on two timescales: the classic MOC ‘fast effect’, followed by a gradually increasing
suppression, which we call the MOC ‘delayed effect’. Delayed suppression typically takes 2-3
minutes to build up, occurs at all frequencies of guinea pig hearing, and suppresses distortion
product otoacoustic emissions (DPOAEs), compound action potentials (CAPs), and round
window noise. In contrast to the MOC slow effect, which has been reported for sustained shock-
evoked MOC activity, MOC delayed suppression does not build up in the outer hair cells but is
due to a central modulation (enhancement) of MOC responsiveness and can thus be viewed as a
gradual increase in the strength of the MOC fast effect. We found that, on average, the
magnitude of the delayed suppression is comparable to that of the MOC fast effect, but that there
is an overall negative correlation between fast and delayed effect magnitudes. Thus, it may have
significant implications for the functional roles of the MOC system, such as protection against
acoustic trauma, anti-masking, and dynamic range extension.

Second, we investigated the LOC bilateral balancing model, which proposes that the LOC
system acts to balance long-term average neural output from both cochleae, which would be
important for binaural processing of sounds. For this, we tested various cohorts of mice by
repeatedly measuring bilateral auditory brainstem responses (ABR) and ‘DPOAE growth
functions across a wide range of frequencies and levels for periods of about 1-2 months. About
halfway through the period, a unilateral reduction in neural output was created, either by acoustic
overexposure or conductive impairment. Although the LOC balancing model predicts that the
unilateral reduction in neural output should be matched contralaterally, we found no evidence for
short-term or long-term efferent-induced contralateral response changes in any of the cohorts,
either for DPOAE or ABR metrics. In view of these results, a revision of the LOC bilateral
balancing model is called for.

Thesis Supervisor: M. Charles Liberman
Title: Harold Schuknecht Professor of Otology and Laryngology
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| General review of olivocochlear anatomy and
physiology

The cochlea, as a sensory organ, has an afferent innervation, which transmits information
about the sounds impinging on the ear canals to the central nervous system. The cochlea also
receives an efferent component, the olivocochlear (OC) system, originating in the superior
olivary complex (SOC) of the brainstem, which innervates cochlear sensory cells and afferent
neurons. Considering the flow of neural information, the OC system forms a feedback loop,
which may have any of the traditional functions of feedback systems, such as output
stabilization, guaranteed performance, and tolerance to design variations (Oppenheim and
Willsky 1997) and perhaps other functions specifically related to the inner ear such as anti-
masking, protection from acoustic overexposure, or developmental roles; for recent reviews, see
(Guinan 2006; 1996; Liberman and Guinan 1998).

This efferent component can be subdivided in two groups, which are distinct in locations of
their cell bodies and projections, their neurotransmitter systems, and physiological effects. The
better understood of these is the medial olivocochlear (MOC) system, originating in the medial
part of the SOC, which sends its axons to the basolateral membranes of outer hair cells (OHCs).
Less well understood is the lateral olivocochlear (LOC) system, originating in the lateral part of
the SOC, which sends its axons to the dendrites of type I afferent neurons and basolateral
membranes of inner hair cells (IHCs). Much that is known regarding effects of OC activation
stems from electrical stimulation of the OC axons at the floor of the IV" ventricle. However, due
to differences in anatomy and axonal pathways, such stimulation exclusively activates MOC
fibers. Consequently, there is now a reasonably good understanding of MOC effects on cochlear
physiology, while much less is known for the LOC system.

The principal effect of MOC activation is a sustained reduction in cochlear amplification,
which is measurable as a reduction in basilar membrane vibration, IHC receptor potential, and
afferent neural discharge. This reduction occurs on a relatively fast timescale of about 100 ms;
more recently, it has been discovered that prolonged stimulation leads to a further decrease in
amplification, on a time scale of about 30 — 60 s.

LOC effects have been measured only indirectly, via stimulation of the inferior colliculus
(which has efferent projections to the SOC), and appear to modulate cochlear output, either up or
down, as measured via compound action potential (CAP), on time scales of about 30 — 60 s
(Groff and Liberman 2003). The functional role of the LOC system is less clear; recently, there is
evidence that it may play a role in balancing cochlear afferent output bilaterally (Darrow et al.
2006a), which would be important for binaural aspects of hearing such as sound localization in
the azimuthal plane and hearing in noise. There is also evidence that it protects afferent neurons
from acoustic injury (Darrow et al. 2007). It is not known whether, and if so, how, LOC
neurons respond to sound, although results on slow suppression of round window noise by
contralateral sound in awake guinea pigs (Lima da Costa et al. 1997a), can be interpreted as
arising from LOC activity, especially when viewed in relation to electrically evoked slow
suppression that has different pharmacological properties and is of MOC origin (Yoshida et al.
1999).

The aim of this thesis project is to gain more understanding of the potential roles and
response properties of the LOC and MOC systems by conducting two experiments. First, we are
specifically interested in sound-evoked slow effects, which have thus far received very little



attention. Given that most animals, especially humans, are often surrounded by sustained
moderate-to-high levels of background noise, gaining more understanding of the OC system in
these situations is highly relevant. Also, MOC-mediated slow effects correlate better with
protection against temporary acoustic trauma then MOC fast effects (Reiter and Liberman 1995),
yet very little is known about sound-evoked slow effects. Furthermore, electrically evoked MOC
slow effects have been found only at higher frequencies (Sridhar et al. 1995), yet in awake
animals the OC system offers protection from permanent acoustic trauma at low frequencies also
(Kujawa and Liberman 1997). As sound-evoked slow effects have only been studied by their
effects on round window noise (which offers no insight into frequency dependence), we may be
able to resolve this paradox by studying slow effects on tonal stimuli covering a wide frequency
range, pursued under project 1 of this thesis (Chapter 2). Second, we are interested in further
evaluating the bilateral balancing model. We aim to find direct evidence for this by showing the
predicted modulatory effects of the LOC system in real-time in response to acute, unilateral
manipulations that affect cochlear afferent output, pursued under project 2 of this thesis (Chapter
3).

I.A Anatomy of the olivocochlear system

The olivocochlear (OC) system forms the efferent innervation of the cochlea, originating in
various nuclei of the superior olivary complex (SOC), which is located in the brainstem. It is
comprised of two subsystems, a medial and lateral part, each with distinct locations of their cell
bodies, axonal projections to the cochlea (and cochlear nucleus for the medial part), and
neurotransmitter systems. The medial olivocochlear (MOC) system receives afferent input from
the cochlear nuclei by which it forms a sound-evoked feedback loop, the principle action of
which is to reduce cochlear amplification of sound. Although sound-induced activity and
cochlear effects of the lateral olivocochlear (LOC) system have not been shown directly, it seems
likely that it also forms a feedback loop, probably with a different functional role than the MOC
system. Both OC systems also receive efferent input from other parts of the central nervous
system, including the cortex, which may allow non-sound induced modulation of cochlear
processing to occur, e.g. attentional modulation. The goal of studying the OC system is to gain
insight into how, and under what circumstances, it modulates sound transmission. In this section
we briefly review what is known regarding the anatomy, physiology, and functional roles of the
OC system in mammals; more extensive reviews are available (Eybalin 1993; Guinan 2006;
1996; Irvine 1992; Schwartz 1992).

The superior olivary complex contains two principle nuclei, the medial and lateral superior
olive (MSO and LSO), and several others collectively called the periolivary nuclei (Guinan et al.
1972b; Schwartz 1992). Both MSO and LSO are relatively well studied, important nuclei of the
ascending auditory pathway. They represent the first level at which considerable binaural
processing takes place, and a variety of response types have been recorded (Guinan et al. 1972a;
Irvine 1992). The MSO receives input from spherical bushy cells in both anteroventral cochlear
nuclei (AVCN), and its principal cells are highly sensitive to the relative timing of sound in both
ears. The LSO receives input from the spherical bushy cells of the ipsilateral AVCN, and from
the principal cells of the medial nucleus of the trapezoid body (MNTB), which in turn receive
their input from the globular bushy cells of the contralateral AVCN. The MNTB cells are
glycinergic, such that LSO principal cells receive an IE input (contra: Inhibitory, ipsi:
Excitatory) and are thus sensitive to the relative level of sound in both ears. Both humans and
other animals are known to have perceptual sensitivity to interaural disparities in timing and



level and can localize sounds on the basis of these cues (for a review of human psychophysics,
see Blauert 1997). The neurophysiological basis for this sensitivity begins in the SOC.

The OC neurons are located close to, or within, both MSO and LSO, cf. Figure 1. Most
MOC neurons are located ventral to the MSO, in the ventral nucleus of the trapezoid body
(VNTB). Sound-evoked responses are mediated by cells from the contralateral posteroventral
cochlear nucleus (PVCN), most likely stellate cells, which correspond to chopper units (Brown
et al. 2003; De Venecia et al. 2005). Because their sound-evoked responses can be facilitated by
sound from the ipsilateral PVCN, there must be an ipsilateral innervation as well; however, it is
not known which cell types are involved. A majority of MOC neurons send their myelinated
axons back across the midline, superficially under the floor of the TV*" ventricle, via the crossed
olivocochlear bundle (COCB), to the contralateral cochlea; the remainder does not cross but
travels via the uncrossed olivocochlear bundle (UOCB) to the ipsilateral cochlea. In most species
the ratio of contra vs. ipsi projections is about 2/3 vs. 1/3. The superficial location of the axons in
the COCB makes lesions as well as electrical stimulation at the floor of the IV" ventricle very
convenient.

As indicated in Figure 1, the LOC neurons are located within and around the LSO. The cells
lie within two subgroups, called ‘intrinsic’ and ‘shell’ neurons, respectively, which are distinct in
several aspects that we will describe later. Although their inputs are not known with certainty,
the proximity to the LSO principal cells suggests that they may receive similar IE-type inputs via
cochlear nucleus and MNTB. The vast majority (90-99% depending on species) of LOC cells
sends their axons to the ipsilateral cochlea via the UOCB; in contrast to MOC axons, they are not
superficial, making lesions more difficult (the remainder crosses the midline with the COCB,
similar to MOC axons, and innervates the contralateral cochlea). The deeper location of the
axons and the fact that they are unmyelinated makes direct electrical stimulation difficult,
considerably complicating the study of their physiological effects in the cochlea.

|Vth
) Ventricle
// Crossed
O(,B

S

i Uncrossed ', %
0CB 57\

Figure 1. Schematized transverse section of the Figure 2. Schematized section of the organ of Corti
brainstem, showing locations of MOC and LOC cells, showing afferent (green) and efferent (blue/red)
and the locations of their axons projecting into the jinnervation of hair cells and neurons. LOC neurons
cochlea via the COCB and UOCB. Note that the (blue) project to type I afferent neurons and IHCs,
innervation for one side only is shown. while MOC neurons (red) project to OHCs.

When reaching the organ of Corti through the habenula perforata, the MOC axons cross the
tunnel of Corti to reach the outer hair cell (OHC) area, as shown in Figure 2. Each axon branches



and makes synaptic contact with the basolateral membranes of many OHCs; thus each MOC cell
may be in contact with dozens of OHCs in total (up to 50 in guinea pig, Brown 1989; up to 80 in
cat, Liberman and Brown 1986). This projection is towards similar characteristic frequencies
(CFs) relative to the site from where it receives its dominant afferent input (Liberman and Brown
1986). The density of MOC innervation is not constant; it is relatively sparse in the apex, reaches
a peak in the basal half of the cochlea, and then slightly tapers off in the extreme base (Liberman
and Brown 1986).

The neurotransmitter released at the MOC/OHC synapses is acetylcholine (ACh), and the
OHC receptors are cholinergic 09/a10. These are non-specific cation channels; when open the
resulting Ca*-influx leads to activation of nearby Ca*'-activated K" channels (SK2), ultimately
leading to K" outflow and hyperpolarization of the OHC (Guinan 2006). MOC terminals also
contain y-amino decarboxylase (GAD), a marker for GABA (Eybalin 1993; Maison et al. 2003a),
and accordingly a variety of GABA receptors have been shown in the cochlea and spiral
ganglion (Yamamoto et al. 2002). Not much is known about the role of GABA in vivo, but it
does not appear to have a direct modulatory role on either cochlear mechanics (as measured by
DPOAES) or afferent transmission (as measured via ABR); rather it appears to be important for
long-term maintenance of hair cells and neurons (Maison et al. 2006). Finally, in mouse, VAT
and GAD co-localize with calcitonin gene-related peptide (CGRP) throughout the OHC area
(Maison et al. 2003a), although the functional role of CGRP is unclear.

As shown in Figure 2, LOC axons remain within the inner hair cell (IHC) area and do not
cross the tunnel of Corti (Liberman 1980; Maison et al. 2003a). They branch and innervate an
extended region of the cochlear spiral, synapsing mostly on dendrites of afferent type I neurons,
and to a lesser extent on IHCs directly. LOC innervation density is fairly uniform throughout the
entire cochlea. Some LOC axons branch in both directions and innervate a very large region
along the cochlea, while the other group only spirals in one direction, and not quite as far (Brown
1987). In mouse, the bidirectional axons localize tyrosine hydroxylase (TH), a precursor to
dopamine synthesis, which is consistent with the TH staining of shell neurons of the LOC,
whereas the unidirectional neurons stain for both vesicular acetylcholine transporter (VAT) and
GAD, which are markers for ACh and GABA, respectively, consistent with the staining of
intrinsic LOC neurons for these markers (Darrow et al. 2006b). Thus, at least in this species, the
two LOC neuron groups appear to differ in the location of cell bodies, axonal branching pattern
in the cochlea, as well as neurotransmitter systems. There is further histochemical evidence for
peptidergic neurotransmitters of the LOC system, such as CGRP and urocortin (Eybalin 1993,
Maison et al. 2003a; Vetter et al. 2002), but it is not known how these localize with respect to the
two LOC subsystems. CGRP appears to play a role in controlling afferent discharge rate (Maison
et al. 2003b), while urocortin seems to be involved with establishing normal thresholds, perhaps
via a developmental role (Vetter et al. 2002). The pharmacology of the LOC system is not well
understood beyond what is known about their putative neurotransmitters in general: that
dopamine and GABA are presumably inhibitory, while ACh and CGRP are excitatory, although
ACh is inhibitory to OHCs (via coupling to SK2 channels). What seems clear is that the LOC
system is pharmacologically more diverse and functionally perhaps more complicated than the
MOC system.



I.B Physiology of the medial olivocochlear system

I.B.1 Responses of MOC neurons

Recordings of MOC cells from cats and guinea pigs indicate that several of their response
properties are similar to those of type I afferents in the auditory nerve. However, there are some
important differences, mainly (Brown et al. 1998a; Brown et al. 1998b; Liberman 1988b; Warren
and Liberman 1989b):

* Main ear: when recording MOC responses from their central axons, most fibers respond
to sound in the ipsilateral ear only (~ 2/3), but some only to sound in the contralateral ear
(~ ). The remainder (~ 1/12) responds to sound in either ear, and these units are aptly
called ‘either-ear’ units. Over a population of fibers, contra vs. ipsi units are equally
sensitive, but in ‘either-ear’ units one ear is always more sensitive.

* Response properties: although MOC fibers are sharply tuned, their spontaneous rates are
much lower than can be found in type I afferents, at least in anesthetized preparations. In
contrast to the afferents, dynamic range is much larger, showing little saturation even at
high stimulus levels. Interspike-intervals are much more regular than for the afferents,
leading to a ‘chopping’ peri-stimulus time histogram.

* Facilitation: MOC cells increase their discharge rate (spontaneous and driven) to sound in
the preferred ear when presented simultaneously with sound in the non-preferred ear
(defined as that ear in which sound does not lead to a response when presented in
isolation). Facilitation is stronger for continuous broadband noise vs. continuous tones or
pulsed noise; it also lowers MOC thresholds. Facilitation is strongest for fibers that have
a lower response rate to preferred-ear stimuli alone. Finally, facilitation has been shown
to outlast the facilitating stimulus by at least several minutes; on even longer time scales,
by exposure to conditioning noise over a period of several days, the effect of facilitation
is further increased.

I.B.2 Response variability

A confounding factor in studying the MOC system is that driven and spontaneous discharge
is reduced by drugs commonly used to induce anesthesia. To reduce variability associated with
anesthetic state, the MOC system is often stimulated electrically at the floor of the IV" ventricle
when studying its peripheral effects. Potential drawbacks are that this stimulates a fixed portion
or possibly the entire COCB and probably leads to an unnatural spiking pattern. Boyev et al.
(2002) found that MOC-mediated DPOAE adaptation was reduced by about 50% in barbiturate-
anesthetized guinea pigs relative to awake guinea pigs, while fentanyl and droperidol did not
affect the adaptation magnitude. On the other hand, Lima da Costa et al. (1997b) found no
difference in (putatively) MOC-based suppression of round window noise in response to
contralateral sound in awake vs. xylazine-anesthetized guinea pigs, while a combination of
ketamine and xylazine reduced suppression by roughly 30%.

In addition to the variability introduced by anesthesia, MOC neurons appear to have some
intrinsic variability between animals, as measured by thresholds and maximum rate (Liberman
1988a). This is likely the cause of the variability that is observed in the MOC reflex strength over
a population of animals (Maison and Liberman 2000). Additionally, variation in MOC



responsiveness, as assessed by contralateral sound-induced CAP suppression, has been shown
within the same animal over a period of about one day (Liberman 1989).

1.B.3 Peripheral effects of MOC activation. l. ‘Fast effect’

As described above, activation of MOC axons leads to ACh release at the synapse with
OHCs, ultimately leading to K* efflux through SK2 channels, which should hyperpolarize the
OHCs. Hyperpolarization would shift the set point of electromechanical transduction to a less
sensitive region, thereby reducing OHC electromotility (for recent reviews, see He et al. 2006;
Santos-Sacchi 2003). The opening of SK2 channels also lowers the resistance of the basolateral
membrane, reducing receptor potential, which also reduces electromotility. Although these
mechanisms are postulates and not based on experimental evidence, they seem plausible and are
consistent with the observation that MOC activation leads to reductions in cochlear gain. This
gain reduction affects basilar membrane motion (Murugasu and Russell 1996), and subsequently
all ‘downstream’ responses, notably IHC receptor potential (Brown and Nuttal 1983; Brown et
al. 1983), afferent response rate (Guinan and Gifford 1988b; Warren and Liberman 1989a;
Wiederhold and Kiang 1970), and CAP amplitude (Liberman 1989; Puria et al. 1996) are also
reduced. In contrast, cochlear microphonic (CM) increases, presumably because the opening of
SK2 channels increases the conductance of OHCs and leads to larger transmembrane currents
(Mountain et al. 1980). Importantly, due to response adaptation in afferent transmission, MOC
activation can increase the afferent response to transient signals presented in a continuous
background noise, which has been called ‘anti-masking’ or ‘unmasking’ (Kawase et al. 1993,
Kawase and Liberman 1993). Consistent with the peak of the innervation density of MOC fibers
in the basal half of the cochlea, MOC effects are largest at mid- to high-frequency regions
(Guinan et al. 1983; Liberman 1988b). When measured in terms of suppression magnitude, MOC
effects decline with increasing stimulus levels, at least for shock-evoked suppression (which is
typically fixed, independent of stimulus level). However, when suppression is converted to
equivalent attenuation (the increase in input required to reach the same response during MOC
activation), MOC effects are typically largest at medium levels, and are substantial at high levels
also (Guinan and Stankovic 1996). All of the mentioned peripheral MOC effects can be elicited
by electrical stimulation and contralateral- or ipsilateral sound, although these methods vary in
elicited reflex strength.

MOC-induced cochlear suppression has a time constant on the order 100 ms, and is similar in
various species of animals as well as humans (Backus and Guinan 2006; Kim et al. 2001,
Kujawa and Liberman 2001; Liberman et al. 1996). Although slow compared to many cochlear
processes, this is termed the ‘fast’ effect. The build-up of the MOC effect occurs peripherally
(likely the OHC soma and/or the presynaptic terminal), not in the MOC cell bodies, because
these are fully activated with considerably smaller delays (Liberman 1988b), and is also
consistent with the 100 ms buildup as seen with shock-evoked activity. Presumably, repeated
ACh release at the OHC synapse leads to increasing intracellular Ca®' concentration, which is
further facilitated by the sub-synaptic cistern, preventing Ca* from diffusing away from the
synapse (for a review, see Fuchs 1996). Ultimately, this opens up increasing numbers of Ca*-
activated SK2 channels. When MOC activity stops, the peripheral effects decay with a similar
time constant.

In addition to the suppression of driven responses, MOC activation also appears to be able to
suppress AN spontaneous activity. Reductions in auditory nerve spontaneous rate of up to about
35% (about 4 dB) have been reported in sensitive fibers (the average suppression was much
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smaller) when electrically shocking the OC bundle in cat (Guinan and Gifford 1988a), while
similar suppression has been found in round window noise in awake guinea pig in response to
contralateral broadband noise (Lima da Costa et al. 1997a). It is assumed that neural spontaneous
activity can be reduced because endocochlear potential decreases upon MOC activation
(Mountain et al. 1980), and reduction in endocochlear potential- has been shown to reduce
auditory nerve spontaneous rates (Sewell 1984).

I.B.4 Peripheral effects of MOC activation. Il. ‘Slow effect’

Sustained shock-evoked MOC activation in guinea pig leads to a slow suppression of CAP
responses beyond those induced via the MOC fast effect (Sridhar et al. 1995); slow suppression
can also be seen in mouse, although it is often obscured by slow enhancement (described below)
(Maison et al. 2007b). Slow suppression of CAP responses occur with a time constant of about
30 s; after reaching a maximum at about 2 minutes, the effect adapts with a similar time constant.
An important difference with respect to the fast effect is its frequency distribution; slow
suppression occurs only above 10 kHz in guinea pig. Thus, the ratio of slow to fast suppression
magnitude increases with frequency, but remains < 1. The MOC “slow effect” pathway involves
the same receptor as MOC fast effect pathway (Sridhar et al. 1995), and appears to involve
calcium-induced calcium-release, which activates distant SK2 channels on the outer hair cell
membrane (Sridhar et al. 1997). Consistent with the MOC fast effect, slow suppression is
abolished by low doses of systemic gentamicin (Yoshida et al. 1999). MOC slow effects are also
seen in basilar membrane motion, and this data suggests that different mechanical processes
underlie the fast and slow effect (Cooper and Guinan 2003).

Persistent (non-adapting) suppression of round window noise in awake guinea pigs on two
time scales (fast and slow) has also been demonstrated (Lima da Costa et al. 1997a).
Interestingly, in this case, the slow component of the suppression was more resistant to
gentamicin than the fast component. Lima da Costa et al. argued that the slow suppression was
due to the MOC slow effect described by Sridhar et al. (1995), although they did not provide
direct evidence to rule out a central origin (MOC response modulation) of their slow component.
Such a central origin would imply that MOC neurons are capable of increasing their response
rate during sustained monaural sound stimulation, which would be an interesting property. Also,
because they only measured RW noise, it is somewhat ambiguous whether it was a strictly neural
or outer hair cell effect, or a change in blood flow to the cochlea via sympathetic innervation. A
strictly neural effect could be of LOC origin, and if true, would be the first evidence of sound-
evoked LOC activity and a possible indication for a role of this system. The goal of the project
described in Chapter 2 of this thesis is to resolve the ambiguities concerning the responsible
neural pathway(s) and extensively characterize suppressive effects on the cochlea during
sustained contralateral sound stimulation.

Recently, another type of MOC effect has been identified in mouse during sustained shock-
evoked stimulation, which manifests as a slow (peaking after about 5 s) enhancement of
DPOAE, and which does not depend on the nAChR (as verified by strychnine blockade and a9-
null mice), apparently constituting a separate mechanism of the MOC system to interact with
cochlear physiology (Maison et al. 2007b).

I.C Physiology of the lateral olivocochlear system

Because LOC fibers are thin and unmyelinated, they are not amenable to single-fiber
recording nor to direct electrical stimulation (Guinan 1996). Therefore, there is no direct
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evidence whether they respond to sound; however, given the proximity of LOC cells to LSO
principal cells, which have well-characterized IE-type responses to sound (for a review, see
Irvine 1992), it is plausible that LOC cells also receive IE-type binaural inputs, although their
response dynamics may be different from the LSO principal cells. Indirect activation of LOC
cells via electrical stimulation of the inferior colliculus leads to slow (~30 — 60 s) suppression or
enhancement of CAPs, without affecting OHC-based measures (Groff and Liberman 2003).
However, another experiment with gentamicin (a blocker of the MOC system) abolished both
inhibitory and excitatory cochlear effects of inferior colliculus stimulation (Mulders and
Robertson 2006), although the stimulation sites could have been different than those used by
Groff and Liberman.

There is no direct evidence that positively identifies any substance as an LOC-
neurotransmitter according to the usual criteria (pre-synaptic presence, depolarization- and Ca*-
dependent release, post-synaptic receptors). However, several putative neurotransmitters have
been identified: acetylcholine (ACh), y-amino butyric acid (GABA), dopamine, urocortin,
calcitonin gene-related peptide (CGRP), enkephalin, dynorphin, and opioids (for a review, see
Eybalin 1993). In most cases this is based on histochemical evidence for the presence of key
enzymes in the biosynthetic pathway of the transmitter and/or presence of specific postsynaptic
receptors; Ca**-dependent release of these putative neurotransmitters upon depolarization of the
terminal is very hard to demonstrate convincingly given the difficulty in recording
from/stimulating these neurons. In the following, we briefly review studies involving some of -
these putative neurotransmitters.

Presence of acetylcholine (ACh) is usually indicated by immunostaining for vesicular
acetylcholine transporter (VAT). In mouse, VAT immunoreactivity is seen throughout the IHC
area and also in cells of the LSO region, and colocalizes with GAD and CGRP, but not with TH
(Darrow et al. 2006b; Maison et al. 2003a).

GABA is present in both IHC and OHC areas in mouse and guinea pig (Fex et al. 1986;
Maison et al. 2003a). Relatively little is known about the functional roles of this putative
inhibitory neurotransmitter. Genetic manipulations that removed specific GABA receptor
subtypes showed no specific changes in afferent transmission (Maison et al. 2006). The latter
study did report progressive hearing loss in mice lacking specific GABA receptor subtypes,
which may indicate a role in long-term maintenance of cochlear health.

Inner and tunnel spiral bundles, as well as cells in the LSO region of the brainstem, are
immunoreactive to the key enzyme of catecholamine synthesis, tyrosine hydroxylase (TH), but
not to dopamine-B-hydroxylase (DBH) and phenylethanolamine-N-methyl transferase (Eybalin
1993; Jones et al. 1987); this implies that dopamine is synthesized in these locations, but not
further converted to epinephrine or norepinephrine. There is physiological evidence for
dopamine receptors in the THC area of guinea pig (d'Aldin et al. 1995). In mouse, TH-positive
LOC cells do not co-localize with VAT-positive cells in the brainstem, nor do their terminals in
the cochlea (Darrow et al. 2006b); TH immunoreactivity is fairly constant from base to apex.
This finding of separate cytochemical subgroups may correspond to the different functional
subgroups of LOC cells that have been reported in guinea pig (Groff and Liberman 2003), if we
assume that the dopaminergic subgroup inhibits neuronal responses while the ACh-GABAergic
subgroup increases neuronal excitability. Evidence for inhibitory function of DA was shown by
cochlear perfusion of DA agonists and DA transporter inhibitors, either of which depresses CAP
amplitudes and round window noise in a dose-dependent reversible manner in guinea pig
(d'Aldin et al. 1995; Ruel et al. 2006). Also, ABR amplitudes are enhanced ipsilateral to selective
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unilateral LSO lesions, which suggests that at least a portion of the LOC system is inhibitory to
the auditory nerve (Darrow et al. 2006a).

I.D Postulated functional roles of the olivocochlear system

I.D.1 Protection from acoustic trauma

The MOC system has been shown to protect against temporary as well as permanent acoustic
injury (for a review, see Rajan 1991). Presumably, this is because MOC activation reduces
cochlear responses (although such reductions are small at high stimulus levels), thereby
decreasing mechanical, metabolic, and/or chemical stress. Consistent with this, MOC reflex
strength has been shown to correlate with resistance to sound-induced trauma in guinea pig
(Maison and Liberman 2000), and overexpressing a9 nAChR (a subunit of the MOC-OHC
postsynaptic receptor) in mice leads to increased protection against temporary and permanent
acoustic injury (Maison et al. 2002). However, the protective pathways are not entirely
understood; for example, although the MOC fast effect and its associated decrease in cochlear
response might be expected to be protective against overstimulation, it does not appear to be
responsible (Maison et al. 2007a; Reiter and Liberman 1995), favoring a role for the MOC slow
effect. It is thus paradoxical that MOC slow effects appear to exist at high frequencies only (>10
kHz in guinea pig with electrical stimulation of MOC fibers), while sound-evoked OC-mediated
protection against acoustic overstimulation is effective at all frequencies of guinea pig hearing
(Kujawa and Liberman 1997; Sridhar et al. 1995; Zheng et al. 1997). Although a comparison
between these studies is complicated by the fact that temporary and permanent acoustic trauma
probably result from at least partially different mechanisms and result in different pathologies,
the discrepancies merit further research.

Given the presumed presence of inhibitory neurotransmitters in LOC terminals, in particular
dopamine, it is possible that the LOC system could protect type 1 afferent neurons from
excitotoxicity, either induced by excessive sound stimulation or ischemia. Consistent with this
hypothesis, cochlear perfusion of piribedil, a dopaminergic agonist, in guinea pig reduced
swelling and vacuolization of afferent terminals after intense sound exposure and ischemia, and
reduced loud sound-induced CAP threshold shift (d'Aldin et al. 1995). In mouse, selective
unilateral destruction of LOC cell bodies by injection of neurotoxin into the LSO leads to larger
temporary threshold shifts in the ipsilateral ear relative to the control side, as measured by ABR,
while DPOAE shifts are equal on both sides (Darrow et al. 2007). This implies that the protective
mechanism of the LOC system act after the OHC stage, consistent with the fact that the MOC
system was not compromised by the LSO lesion.

Although the protective effects of both LOC and MOC systems are robust and repeatable in
various experimental conditions, it has been argued that they are an epiphenomenon, because the
necessary conditions (traumatic noise levels) for the evolution of a protective system were not
present until relatively recently in evolutionary history (Kirk and Smith 2003).

I.D.2 Enhanced sensory information processing

Given that MOC activity suppresses cochlear responses, this leads to reduced adaptation of
the IHC-neural synapse. Adaptation occurs because the readily releasable pool of
neurotransmitter vesicles becomes depleted upon prolonged activation. Synaptic adaptation leads
to a reduction in auditory nerve firing rate, which seems to be a physiological correlate of
psychophysical masking (Delgutte, 1990). If MOC activation leads to reduced THC stimulation,
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the synapse will be less adapted, decreasing the amount of masking. Indeed, anti-masking
properties of the OC system have been shown both in terms of CAP amplitude as well as
auditory nerve spike rate (Kawase et al. 1993; Kawase and Liberman 1993; Winslow and Sachs
1988). Given that it is more common to be surrounded by low- to medium-level background
noise rather than complete silence, these anti-masking properties appear to be an important
characteristic of the OC system. Thus, although the MOC system suppresses the mechanical
response of the cochlea, it appears to increase the neural response to transient signals in the
presence of background noise.

Although the anti-masking capability of the MOC system is well established, other roles in
information processing have also been proposed. These are in the realm of attentional
modulation of auditory processing, although these claims have mostly remained controversial,
lacking clear-cut evidence and reproducibility of incidental positive results. Recently, a
convincing result has been reported involving experiments in awake chinchilla, showing strong
modulation of cochlear responses, consistent with MOC activation, during periods of high
attentional load involving a visual discrimination task (Delano et al. 2007). If true, this implies
that attentional modulation of sensory information processing, which is well established at
cortical levels, begins at the most peripheral level of the auditory system.

I.D.3 Development

In cochlear development, the immature state is characterized by supernumerary branches of
both radial and spiraling afferent fibers, and the lack of efferent innervation in the OHC area. In
cat, the pruning of afferent branches, the arrival of the efferent innervation at the bases of OHCs,
and the maturation of hearing all appear to be roughly coincident (Pujol et al. 1978), which
suggests a developmental role of efferent fibers. Although differences in afferent innervation
density in IHC or OHC areas of neonatally de-efferented cats with respects to controls were not
found (Liberman et al. 2000), marked abnormalities in afferent responses, in particular increases
in threshold at CF, decreased tuning sharpness and decreased spontaneous rates do result (Walsh
et al. 1998). In contrast, in adult cats that are chronically de-efferented the only abnormality is a
lowered spontaneous rate (Liberman 1990). Similar to the findings of Walsh et al., Vetter et al.
(2002) found marked threshold elevations in transgenic urocortin-null mice; urocortin is a
peptidergic neurotransmitter that localizes to the inner spiral bundle. Overall, these findings
strongly suggest an important role for olivocochlear efferents in certain aspects of normal
cochlear development, especially in the outer hair cell area.

I.D.4 Interaural balancing by the LOC system

It has been proposed that one of the roles of the LOC system is to balance the long-term
average neural output from both cochleae (Guinan 1996), and recently supporting evidence has
been obtained (Darrow et al. 2006a). Such a ‘calibration’ could be important for binaural
processing tasks such as sound localization and binaural signal detection, yet has to our
knowledge never been explicitly considered prior to the cited study.
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Figure 3. Hypothesized LOC feedback model (Darrow et al. 2006a). A schematized transverse section of the
brainstem showing cochlear afferent output (1), projecting to the ventral cochlear nucleus (2), and ipsilaterally
to LSO principal cells (4) and contralaterally to the MNTB (3) via the trapezoid body. Glycinergic MNTB cells
inhibit LSO principal cells (4), giving rise to their IE-type response. LSO principal cells then project onwards to
the inferior colliculus (IC) bilaterally. It is hypothesized that LOC cells (5) receive similar IE-type responses,
and provide net negative feedback mainly to the ipsilateral cochlea. This circuit could act to reduce differences

in long-term average output between both cochleas.

In this model, LOC inputs are assumed to be IE-type, i.e. contralateral inhibitory and
ipsilateral excitatory, as they are for the LSO principal cells. It is further assumed that these IE
inputs are integrated over a sufficiently long duration, such that momentary interaural level
differences are not processed, but rather difference in long-term average cochlear output. By
providing net negative feedback to the LSO’s ipsilateral cochlea, differences in long-term
average cochlear output will be reduced, as schematized in Figure 3. Because this proposed
feedback loop is insensitive to momentary interaural level differences, sound localization is not
affected. This LOC model makes the binaural auditory pathway a closed-loop system, with all
the traditional advantages over open-loop systems such as disturbance rejection, guaranteed
performance, and reduced sensitivity to design variables (Oppenheim and Willsky 1997). The
only potential disadvantage is that net cochlear output in terms of spike count is reduced relative
to ‘open-loop’ performance, although it is not trivial to assess the functional implications thereof.
Given that the LOC system appears to consist of at least two subdivisions with multiple
neurotransmitter systems, this model is clearly an oversimplification. However, it can explain
some experimental data (Darrow et al. 2006a), and offers a framework that can be used for
further experiments to probe the LOC system, such as those described in Chapter 3 of this thesis.

I.LE Summary

The olivocochlear efferent system comprises a large number of neurons that innervate
sensory cells and afferent neurons in the cochlea. Current knowledge is limited mostly to the
MOC system, which acts to reduce cochlear gain, providing protection against acoustic injury
and enhanced detection of transient signals in noise. Recent advances in our understanding of the
OC system point towards slow effects that act on a timescale of minutes, including suppressive
effects of the MOC system, as well as suppressive and enhancing effects of the LOC system.
These LOC effects were among the first published results that indicated a role for the LOC
system, although they were obtained with indirect electrical stimulation in the inferior colliculus.
The binaural balancing model provided further insight into the possible functional significance of
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the suppressive/enhancing effects of the LOC system by showing that this system may play a
role in regulating cochlear afferent output to improve binaural signal processing.

Further experiments, described in Chapter 2, investigating OC slow effects with sound
stimulation (instead of electrical shocks) will lead to new insights into the properties of these
effects and their neural origin(s), with implications for their role in hearing in noise and
protection against acoustic overexposure — the protective role of the MOC system has not been
well explained by the known properties of electrically evoked slow effects. In addition, obtaining
direct evidence for the proposed bilateral balancing role of the LOC system would attach great
significance to this system as it relates to binaural aspects of hearing. Such experiments are
described in Chapter 3.
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Il Sound-evoked suppression of cochlear
responses by the medial olivocochlear
system: delayed suppression

ll.A Introduction

Medial olivocochlear (MOC) efferent effects on cochlear processing can be substantial, and
have been extensively studied (for recent reviews, see Guinan 2006; Guinan 1996). The most
well-characterized effect of MOC activation (either via electrical shocks or sound stimulation) is
a fast (~100 ms) reduction of cochlear responses, by hyperpolarizing the outer hair cells through
Ca*"-activated outward K* currents (involving SK2 channels), mediated via a9/a10-nicotinic
acetylcholine receptors (nAChR) at the MOC/outer hair cell synapse. This suppression is called
the MOC ‘fast effect’, and can be measured in the mechanical response of the basilar membrane
(Murugasu and Russell 1996), inner hair cell receptor potential (Brown et al. 1983), and afferent
response rate (Wiederhold and Kiang 1970).

It is now also well established that sustained MOC activation in guinea pig evokes an MOC
‘slow effect’, a progressive response suppression of compound action potential (CAP) that builds
up on a timescale of about 30 s (Sridhar et al. 1995). The effect is initiated via the same a9/a10
nAChR and is thought to rely on a Ca* “wave” diffusing along the outer hair cell membrane to
distant SK2 channels (Sridhar et al. 1997), of different pharmacological profile than the SK2
channels mediating the fast effect (Yoshida et al. 2001). Basilar membrane data indicates that the
slow effect may additionally induce a decrease in outer hair cell mechanical stiffness (Cooper
and Guinan 2003). Further, protection from temporary threshold shift following intense noise
exposure is better explained by the properties of the slow effect than the fast effect (Reiter and
Liberman 1995). Similarly, mice with overexpression of SK2 channels have enhanced MOC fast
effects yet are not more protected from acoustic injury relative to wildtype controls (Maison et
al. 2007a), yet overexpression of the a9 nAChR does lead to enhanced protection (Maison et al.
2002), implying that other downstream effects, possibly the MOC slow effect, are responsible for
protection. However, MOC slow effects are measurable at high frequencies only (>10 kHz,
Sridhar et al. 1995), yet guinea pigs with an intact OC bundle suffer less permanent acoustic
injury at both high and low frequencies following intense noise exposure vs. animals that are
surgically de-efferented (Kujawa and Liberman 1997; Zheng et al. 1997).

Slow effects on round window (RW) noise can be induced via contralateral sound in awake
guinea pig (Lima da Costa et al. 1997a). The sound-evoked slow effects resemble the shock-
evoked MOC slow effect in terms of suppression magnitude and time course, and are sensitive to
gentamicin (a blocker of MOC effects on the cochlea), although a higher dose is required than
for the fast effect (250 vs. 150 mg/kg, Lima da Costa et al. 1997a). Although the properties and
pharmacological profile of the shock-evoked slow effect clearly implicate the MOC system, no
such direct evidence exists for the sound-evoked slow effects. In particular, the differential
sensitivity to gentamicin of sound-evoked fast and slow effects found by Lima da Costa et al. is
difficult to reconcile with the fact that shock-evoked MOC fast and slow effects have identical
sensitivity to gentamicin (Yoshida et al. 1999).

We consider another possibility, namely that sound-evoked slow effects are mediated by the
lateral OC (LLOC) system. In cat and mouse, LOC axons synapse exclusively in the inner hair cell
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area (Liberman 1980; Maison et al. 2003a), primarily on the dendrites of the afferent neurons,
and there is some evidence (in guinea pig) that they are able to suppress or enhance afferent
neural responses on a timescale of minutes, without affecting outer hair cells as measured via
distortion-product otoacoustic emission (DPOAE) and cochlear microphonic (CM) (Groff and
Liberman 2003). Thus, suppression of RW noise would be possible through the action of the
LOC system alone, and if this component is more resistant to gentamicin than the MOC system,
it could explain the differential sensitivity observed in the sound-evoked experiments (Lima da
Costa et al. 1997a). If true, such sound-evoked slow effects should not alter outer hair cell
response such as DPOAE:s.

Finally, sound-evoked cochlear suppression on a slow timescale could also be due to a
central modulation of the MOC system, rather than a peripheral effect occurring in the outer hair
cells. Modulation of MOC responsiveness has been reported in several different kinds of
situations. First, it is firmly established that MOC cells can be facilitated, i.e. increase their
response rate, by sound delivered from the non-preferred ear, which does not evoke a response
when presented in isolation, and this effect can outlast the facilitating stimulus by at least several
minutes (Brown et al. 1998a; Liberman 1988b). Efferent thresholds relative to afferent thresholds
are quite variable between animals (Liberman 1988a), which could reflect permanent between-
animal differences in the efferent reflex, but may also indicate variability over time in the same
animal. Such temporal variability in one animal can be observed over a period of one day
(Liberman 1989). Finally, daily noise conditioning for more than one week leads to modest, yet
statistically significant, increased effects of facilitation with respect to controls (Brown et al.
1998b). Thus, to postulate that MOC responses and its cochlear effects can increase over time
during sustained monaural sound stimulation seems a plausible possibility.

The goal of our experiments was to extensively characterize sound-evoked cochlear
suppression mediated via the OC system during sustained contralateral noise, not only in terms
of its effects on spontaneous potentials (RW noise), but also in terms of sound-evoked neural
(CAP) and outer hair cell based responses (DPOAE and CM). Through this we aim to
definitively resolve whether such effects arise via the LOC or the MOC system, and in case of
the latter, whether through a central modulation of the MOC system or through the peripheral
MOC slow effect. The basic characterization of these sound-evoked efferent effects will be
supplemented with pharmacological and lesion experiments; in particular, sensitivity to
gentamicin will be used to probe the role of the MOC system, and lesions of the crossed portion
only, as well as the entire OC bundle, will be used to assess contra- vs. ipsilateral reflex
pathways. Lesions made during contralateral noise will be used to differentiate between central
vs. peripheral origins of the slow effects. Finally, by characterizing sound-evoked suppression on
long time scales, we may shed more light on OC-mediated protection against acoustic
overexposure, which appears to rely on the MOC slow effect, the properties of which are not
entirely consistent with established protective capabilities of the OC system (Kujawa and
Liberman 1997; Reiter and Liberman 1995; Zheng et al. 1997).

A preliminary version of this work has been presented (Larsen and Liberman 2008).
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11.B Methods

I.LB.1 Animal preparation

Results from 24 female albino guinea pigs (Cavia Porcellus, Hartley strain, Charles River
Labs), weighing 350-800 g, are reported. Surgical and experimental procedures were approved
by the Animal Care Committees of both the Massachusetts Eye & Ear Infirmary and MIT.
Animals were anesthetized with sodium pentobarbital (Nembutal, 25 mg/kg i.p.), Fentanyl
(0.20 mg/kg i.m.) and Droperidol (10 mg/kg i.m.), with boosters given as needed to maintain an
areflexive state. Bullas were exposed bilaterally via a dorsal approach and opened to allow
access to the round window of the cochlea. After positioning of the electrodes, the hole in the
bulla was covered with fine cotton lightly soaked in petroleum jelly, to impede convective air
flow that might cool the cochlea. The ear canals were severed close to the tympanic ring to allow
positioning of a custom-built acoustic assembly. In experiments requiring access to the IV"
ventricle, a posterior craniotomy was performed, and the medial portion of the cerebellum was
aspirated. Lesions to the OCB were made with a microknife, guided by landmarks on the dorsal
surface of the brainstem. Animals were tracheotomized and artificially respirated (only if
necessary; Harvard Rodent Ventilator, Model 683; tidal volume 3.5 ml, rate 50 min™). General
physiological state was monitored by EKG (normal rate 280-350 bpm) and rectal temperature
(maintained at 37-38 C by heating the experimental chamber and using a heating pad, if
necessary). Experiments were continued either until sufficient data were collected, or
DPOAE/CAP thresholds has deteriorated significantly (>10 dB) at two or more frequencies.
Typically, baseline thresholds could be maintained for the entire duration of the experiment
(approximately 10 hours).

I.B.2 Stimuli

All cochlear potentials were measured from a Teflon-coated silver-wire electrode terminating
in an uncoated ball, placed on the round window, referenced to an electrode in the neck muscles.
The differential voltage was filtered (300-3000 Hz) and amplified 10,000x (Grass P5 series).
Gross neural activity was measured from compound action potentials (CAP) in response to 5 ms
tone pips (0.5 ms rise/fall time). Tone pips were presented in alternate-polarity pairs and
averaged to obtain CAPs, or subtracted and divided by 2 to obtain cochlear microphonic (CM).
CAP amplitude was calculated as the peak-to-peak voltage of the CAP waveform, and usually
converted to dB re 15 pV (the criterion for CAP threshold). CM response was obtained as the
magnitude of the Fourier transform component at the stimulus frequency of the CM waveform,
expressed as dB re 1 uV. Round window (RW) noise, a measure of auditory nerve spontaneous
activity (Dolan et al. 1990), was measured during 128 ms of silence. Its value was calculated as
the integral of the power spectrum of the electrode signal between 683 and 917 Hz (30 samples
of the FFT centered on 800 Hz, the maximum of the RW noise spectrum), expressed as
dBre 1 uVa

Distortion-product otoacoustic emissions (DPOAEs) were measured in the ear canal in
response to two concurrent 40 ms primary tones (fi and f;), presented in a frequency ratio f)/
fi=1.22 and level ratio fi=f;+10 dB. Tones were passed through custom-built precision
attenuators, drivers (TDT ED-1), and electrostatic loudspeakers (TDT EC-1). The cubic DPOAE
at 2fi-f was extracted from the microphone signal (Etymotics Research ER-10C, low-noise pre-
amplification of 40 dB) by Fourier transform. The microphone was occasionally calibrated using
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a calibrated pistonphone (Bruel & Kjaer 4228) and a dedicated calibration microphone (Bruel &
Kjaer 4132); the earphones are calibrated at the start and routinely during the experiment.

All signal generation and online analysis was performed by custom Labview software and a
data acquisition I/O card (National Instruments PCI-6052E) interfaced with a BNC terminal
block (National Instruments BNC-2090).

II.B.3 Electrophysiological procedures

Experiments were conducted in a sound-proof and electrically shielded room, heated to
30-35 C. Background noise levels varied between 0 and -20 dB SPL depending on frequency and
signal averaging. At the start of the experiment, baseline measures of hearing were acquired as
follows. DPOAE input-output (I/O) functions were measured, typically using f; frequencies of 4,
5.6, 8, 11.3, 16, 22.6, and 32 kHz; at each frequency f, level varied from 20 to 80 dB SPL in
steps of 5 dB. At each level, 4 spectra were averaged to extract the DPOAE,; each spectrum was
the average of 25 40-ms waveforms (no gaps between successive waveforms) measured near the
tympanic membrane. DPOAE thresholds at each frequency were interpolated as the f, level
required to obtain a 2fi-f; level of 0 dB SPL. CAP I/O functions were acquired at the same
frequencies from 10-80 dB SPL in 10 dB steps; at each level, 128 tone pip (5 ms with 0.5 ms
raised cosine on- and offset) pairs were averaged. Additionally, CAP thresholds from 2-30 kHz
were obtained with an automated tracking algorithm, using a criterion level of 15 uV. DPOAE
and CAP I/O functions, and CAP thresholds, were measured several times in both ears during the
course of the experiment. CAP thresholds were also obtained by interpolating I/O functions a
15 pV criterion level. After establishing baseline CAP and DPOAE metrics, slow suppression
effects were characterized as outlined in .
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Figure 4. Ipsilateral and contralateral stimulus presentation for one measurement trial, typically lasting 900 s
(15 min). In the ipsilateral ear, RW noise, CAP (2-6 frequency/level combinations), and DPOAE (1-3 frequency/
level combinations) responses were sequentially obtained in interleaved fashion, where a complete measurement
of all metrics (a block) required about 10 s. Blocks were repeated until the trial was complete. The contralateral
stimulus consisted of an epoch of broadband noise (300 s), flanked by silent intervals (typically 300 s each).

Ispilateral responses were measured in continuously interleaved fashion for 900 s (15 min),
constituting one measurement frial. A complete set of ipsilateral responses typically took about
10 s to measure, and is defined as a block. Blocks were acquired until the end of the trial,
typically yielding about 90 blocks per trial. Each block consisted of RW noise, measured during
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128 ms of silence, followed by CAPs at 2-6 frequency/level combinations (8 averages each),
followed by 1-3 DPOAE frequency/level combinations (4 waveform averages per spectrum, 2
spectral averages each). CAP tone pip levels were typically 30-40 dB SPL and produced CAPs
of 50-100 pV; DPOAE primaries were typically 25-40 dB SPL and produced 2f;-f; distortions of
10-15 dB re noise floor (absolute levels: 0-10 dB SPL). All metrics included ‘artefact reject’
controls, which caused a repeat of the same measurement if a criterion level was exceeded; this
level was set differently for each experiment, but at roughly -10 dB for RW noise, 125 pV for
CAP, and -5 dB SPL for DPOAE noise level at the 2f;-f; frequency band. Because of the artifact
reject feature, blocks vary in duration, and the sample periods for the metrics are not fixed
(although approximately 10 s).

The contralateral ear was stimulated with broadband noise at about 75 dB SPL during the
middle 300 s (5 min) of the trial; thus, the first and last 300 s of the trial were silent at the
contralateral side. Depending on suppression magnitude and signal-to-noise ratio, typically 3-6
averages of such 900-s trials with fixed stimulus parameters were obtained.

I.B.4 Data analysis

Il.B.4.a Quantification of suppression magnitude

All offline analysis was done with custom software in MatLas. CAP, CM, DPOAE and RW
noise metrics were all processed in similar fashion, as follows. The entire 900-s time window
was subdivided in 10-sec bins, and for each individual metric, data from all available trials was
averaged in the appropriate bin. All metrics were expressed in a dB scale, and the initial 300-s
measurements (silence in contralateral ear) were averaged to obtain a baseline response measure,
normalized to 0 dB. Data from the remaining 600 s was adjusted according to the same
normalization. Slow suppression was characterized by averaging each metric’s response in a
specific time window (reported where appropriate) during contralateral noise. Statistical
significance was assessed by two-tailed two-sample fr-test, at the 5% significance level (p <
0.05).

Quantitative comparison of pooled (over animals) suppression magnitudes between various
metrics (CAP, DPOAE, RW noise) or different time windows within the same metric made use
of the Kendall tau rank correlation coefficient (Kendall 1938). We use this correlation coefficient
instead of the usual Pearson correlation coefficient, because the latter assumes a linear
relationship between variables and normally distributed errors, while the Kendall t is a non-
parametric test on the variable rankings, which is more appropriate for assessing the degree of
correspondence between two variables that have an unknown monotonic relationship. It is
calculated as

4P
T= -
n(n-1) °

where P is the number of concordant pairs and n is the number of items. We used a built-in
MartLas function (corr) to calculate T; its value has a straightforward interpretation: the odds
ratio of the concordant to discordant sets of observations is (1+t)/(1-t). Significance of the
correlation is computed by the corr function and will be assessed at the 5% level (p < 0.05).
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I.B.4.b Conversion of suppression magnitude to equivalent attenuation

To facilitate comparison of OC-mediated effects on CAP and DPOAE responses, suppression
magnitude was converted to ‘equivalent attenuation’ (Gifford and Guinan 1987; Guinan and
Stankovic 1996), although with a subtle difference from the method in the cited studies. We
define equivalent attenuation as the decrease in input sound pressure level that would yield an
identical response change as observed during contralateral sound, and requires the input/output
(1/0) function of CAP (or DPOAE) in quiet only, as illustrated in Figure 5 and explained below.
Guinan’s approach for computing equivalent attenuation is to compare I/O functions measured
with and without efferent stimulation, and to find the increase in sound level required for
obtaining the same response with efferent stimulation vs. no efferent stimulation. Effectively, our
approach uses an iso-response criterion on the suppressed response, while the conventional
approach uses an iso-response criterion on the unsuppressed response. Our paradigm required
deviating from the conventional approach because the nature of the experiment did not permit a
reliable measurement of I/O functions during sustained contralateral noise; we could make use of
the /O function measured in quiet only.

Equivalent attenuation was computed using the /O function measured closest in time to the
data being processed (i.e., we did not use a mean /O function). We used a piecewise cubic
Hermite interpolating polynomial (PCHIP, using interpl in MatLaB; Fritsch and Carlson
1980) on the I/O functions to convert suppression values into equivalent attenuations; see Figure
5 for examples. First, from the interpolated I/O function, we computed the baseline response
level given the stimulus level (blue dots), and subtracted the suppression magnitude to find the
suppressed response (red dots). Using an iterative zero-finding algorithm (fzero in MarLas),
we then numerically solved for the shifted input level required to produce the suppressed
response (green dots). The equivalent attenuation is then equal to the shifted input level minus
the original input level.

The relationship between suppression magnitude and equivalent attenuation depends on the
local slope of the I/O function. If the slope is <1, equivalent attenuation will be larger than
suppression magnitude; if the slope is >1, the opposite is true.
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Figure 5. Response reduction, i.e. suppression (A), is converted to ‘equivalent attenuation’ (B) by PCHIP
interpolation (solid black line) of sampled I/O functions (measurements taken at black dots). In this example,
CAP response to 16 kHz 43 dB SPL tone pips (blue) was suppressed by 4 dB (red) during contralateral noise;
DPOAE response to f; of 16 kHz 28 dB SPL (blue) was suppressed by 5.9 dB (red). Expressed as equivalent
attenuation, the CAP shift was 3.9 dB and the DPOAE shift 2.7 dB (both green). Data from EL140.
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I.B.5 Paralysis of middle ear muscles

Contralateral sound may evoke the middle-ear muscle (MEM) reflex, which could suppress
some ipsilateral responses (Borg 1968). To assess the effect of the MEM reflex, control .
experiments were conducted with paralyzed animals, using a non-depolarizing muscle relaxant
(curare, 3 mg/kg i.p.). Although complete paralysis is difficult to ascertain in anesthetized
animals, prior experiments involving shocks to the floor of the IV ventricle (which activate the
middle ear muscles) have shown that a dose of 1.25 mg/kg curare abolishes MEM contractions,
see Figure 6 (figure from Groff 2003). Shown are primary levels of f; and f; as would be used
when evoking DPOAE responses measured before, during (gray shading), and after shocks to the
4" ventricle. Primary levels are strongly suppressed during shocks (left), but not after injection of
curare (right). ‘Noise’ in the primary tone levels around the shocks epoch before curare reflects
spontaneous middle ear muscle contractions, which also disappear after curare. Suppression of
primaries is due to a change in the impedance of the middle ear during MEM contractions (Borg
1972); thus, absence of changes in primary levels indicates absence of MEM contractions.
Furthermore, the MEM reflex appears to be relatively weak even in awake guinea pigs (Avan et
al. 1992), and given the known effective dose of curare we can be confident that 3 mg/kg will
abolish the sound-driven MEM reflex in anesthetized guinea pig.
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Figure 6. Curare abolishes middle-ear muscle (MEM) contractions during electrical stimulation of the MOC
system, from (Groff 2003). MEM contractions are assayed by monitoring primary levels of a DPOAE stimulus
before (left) and during (right) systemic curare (1.25 kg/mg, i.m.); absence of changes in primary levels during
curare indicates absence of MEM contractions.

II.B.6 Histology

In experiments where data was collected after brainstem lesions, histology was performed to
verify location of the lesion, using an acetylcholinesterase (AChE) staining method to mark
cholinergic cell bodies and axons (which includes MOC and LOC systems). For this, at the end
of the experiment, animals were perfused intracardially with 4% paraformaldehyde, and brains
were stored in the same fixative overnight. Pons and medulla were dissected from the brain and
cryoprotected in 30% sucrose in 0.1 M phosphate buffer overnight, after which 80 um sections
were cut in the transverse plane on a freezing microtome and stored in 0.1 M phosphate buffer.
Staining for AChE was done by incubating at room temperature for 1 hour in a solution
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containing 0.0072% ethopropazine, 0.1156% acetylthiocholine iodide, 0.075% glycine, 0.05%
copper sulfate, 0.68% sodium acetate (solution titrated to a pH of 5.0 using glacial acetic acid),
followed by 1 minute in a solution of 4.0% sodium sulfide (titrated to a pH of 7.8 using
hydrochloride), and finally 1 minute in a solution of 1.0% silver nitrate. Sections were washed 6
times in double-distilled water between solutions. Sections are finally placed on gel-subbed
slides, air-dried overnight, dehydrated in 100% ethanol, and coverslipped with Permount

dissolved in xylene. An example of an intact AChE-stained brainstem section is shown in Figure
7

Figure 7. AChE stain of an intact guinea pig brainstem, with relevant structures indicated (VCN: ventral
cochlear nucleus, OCB: olivocochlear bundle, vNVIII: vestibular portion of the 8" cranial nerve (vestibule-
cochlear), NVII: 7" cranial nerve (facial), LSO: lateral superior olive, Fac: facial genu, IV: IV" ventricle). The
OCB as shown here contains axons of both crossed and uncrossed MOC components, as well as the LOC axons.
Lesions to the OCB are made by cutting ventrolaterally from the exposed IV™ ventricle, ideally sparing the
facial nerve. Compare to schematized brainstem section of Figure 3.
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II.C Results

We present data from 24 guinea pigs, which all had normal hearing and were free from
obvious middle ear infections. Although there was considerable variability in sound-induced
suppression between animals, there were no obvious subgroups with distinct responses, so
summary data includes all animals as one group, unless otherwise specified. Much of the data
will be presented as acquired at low ipsilateral stimulus levels, pooled across 22 of 24 animals;
the other 2 animals were measured at a range of levels to assess the effect of ipsilateral stimulus
level on suppression characteristics, and are presented separately. Out of the pool of animals,
some were also used for special experiments after obtaining baseline data, such as drug
injections or brainstem lesions: these results are presented separately.
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Figure 8. Mean (+ standard deviation) DPOAE (right, n=23) and CAP (left, n=18) I/O functions (top) and
thresholds (bottom) for all animals, at 5 frequencies (symbols code for frequency, as shown in both lower
panels). I/O functions are offset horizontally for clarity. Each CAP I/O function is measured from 10 to 80 dB
SPL in 10 dB steps (scale bar indicates 30 dB); each DPOAE I/O function is measured from 20 to 80 dB SPL in
5 dB steps (scale bar indicates 30 dB). Both CAP and DPOAE thresholds derived from interpolated I/O

functions. DPOAE threshold criterion is 2f;-f; of 0 dB SPL; CAP threshold criterion is peak-to-peak voltage of
15 pv.

Summary input/output (I/O) functions (top) and thresholds (bottom) for CAP (left) and
DPOAE (right) are shown in Figure 8 (here we use standard deviation instead of standard error
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to indicate the range of responses that is representative of our sample of guinea pigs). Data
shown here were measured at the beginning of each experiment, although it was routinely
measured once or twice additionally throughout the duration of each experiment. As we did not
obtain CAP 1/O functions for all animals, the CAP data shown in Figure 8 includes only 19 of 24
animals.

Il.C.1 Response characteristics to sustained contralateral noise

Il.C.1.a Representative slow suppression examples
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Figure 9. Examples of slow suppression of ipsilateral responses during a 300-s epoch of contralateral noise
(shaded area); responses recover after noise terminates (data from EL45, mean of 7 trials). Suppression
magnitudes are 1.6 and 1.4 dB for CAP at 11.3 and 16 kHz, respectively; 3.4 dB for DPOAE at 11.3 kHz; 2.1 dB
for RW noise. Baseline (defined as 0 dB) was the mean of all samples <0 s; the during-noise mean utilized
samples halfway through the noise epoch (130-170 s); the post-noise mean utilized the final portion (>500 s); all
means (+ s.e.) indicated with red symbols. Trial-to-trial variability shown in Figure 10.
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Sound-evoked slow suppression had previously been documented in awake guinea pigs
(Lima da Costa et al. 1997a), but we found similar effects in anesthetized guinea pigs.
Representative examples of ispilateral suppression during contralateral noise are shown in Figure
9, for CAP (top), DPOAE (bottom left), and RW noise (bottom right). The contralateral noise
level was 74 dB SPL in the band 1-30 kHz, and the ipsilateral stimuli were tone pips at 11.3 kHz
(37 dB SPL), 16 kHz (33 dB SPL), and DPOAE primaries with f; at 11.3 kHz and 23 dB SPL.
The CAP responses were suppressed by 1.6 and 1.4 dB, respectively; the DPOAE by 3.4 dB, and
the RW noise by 2.1 dB, all relative to pre-noise baseline measures. To facilitate comparison of
tone-evoked suppressions, changes are expressed as equivalent attenuation (see Methods), in
which case the CAP effects are 2.0 and 2.1 dB, respectively, and the DPOAE effect is 1.2 dB.
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Figure 10. Data from the same case as in Figure 9, but shown by individual trials, and not normalized. Each
trial is represented by three data points (mean =+ s.e.) indicating baseline, suppression, and recovered response
(see Figure 9 caption for details) — these are analogous to the three means for each metric shown with red
symbols in Figure 9. The right-hand side of each panel reproduces the mean (over trials) response for each
metric, using the same scale with respect to the individual trials (contralateral noise: 0 — 300 s).

There is no immediate ipsilateral suppression at the onset of the contralateral noise; rather,
suppression builds up very slowly, at least until half-way through the noise epoch (150 s,
2.5 minutes). After reaching maximum suppression, the responses appear to stabilize, or, in case
of the CAP response at 16 kHz, suppression appears to adapt and responses start returning to
baseline values. DPOAE and RW noise responses appear to return to baseline immediately when
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contra-noise terminates, while for the CAP responses this is more difficult to ascertain. Summary
statistics for suppression magnitude, equivalent attenuation, and time course of the suppression
are reported in a later section.

The data in Figure 9 were computed as the mean of responses recorded in 7 consecutive
trials, using identical stimulus parameters. The stability of suppression characteristics in this
experiment can be appreciated from Figure 10, showing mean (« s.e.) absolute response levels
for CAP, DPOAE, and RW noise measures before, during, and after contralateral noise, for each
900-s measurement trial; the right-hand side of each panel reproduces the across-trials mean
response of each metric. These 7 trials were measured over a time span of about 2 hours, during
which some variability is evident; however, suppression is clearly not a transient phenomenon,
but can be evoked repeatedly. We computed standard deviations of the suppression magnitudes,
resulting in 0.5 and 0.6 dB for the CAP suppression at 11.3 and 16 kHz, respectively; 1.3 dB for
the DPOAE suppression at 11.3 kHz; 1.6 dB for the RW noise. Expressed as coefficient of
variation (CV), we have 0.3 and 0.4 for the CAP suppression, 0.4 for the DPOAE suppression,
and 0.8 for the RW noise.

Finally, suppression of DPOAE responses indicates that this effect, if of OC origin, cannot be
solely attributed to the LOC system, but must involve the MOC system acting on the outer hair
cells.
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Figure 11. CAP and DPOAE responses before (black, mean of 4 trials) and after (red, mean of 3 trials)
contralateral cochlear destruction with a probe. RW noise suppression was also abolished (not shown). These
results indicate the ipsilateral suppression is not due to acoustic crosstalk (data from EL141).

Il.C.1.b Acoustic crosstalk

The data just shown indicate robust suppression of cochlear responses during sustained
contralateral noise. Beside affecting the ipsilateral cochlea via the olivocochlear system, direct
transmission from the contralateral acoustic system to the ipsilateral ear canal is possible (i.e.,
crosstalk), and may directly affect ipsilateral responses. However, contralateral-noise induced
suppression is abolished after contralateral cochlear destruction (Figure 11). CAP (left) and
DPOAE (right) responses (RW noise responses were also suppressed, data not shown) were
obtained to characterize suppression characteristics (black); afterwards, the contralateral cochlea
was mechanically lesioned by breaking the cochlear capsule with a fine probe penetrating the
round window (accessed via the opened bulla). Such a lesion should have minimal effect on the
possible pathways for direct acoustic transmission to the ipsilateral ear, yet responses acquired
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after the lesion (red) indicate that suppression was abolished completely (also at frequencies not
shown in Figure 11, as well as for RW noise). The CAP suppression magnitude (mean = s.e.,
computed half-way through the noise epoch) went from 1.1 + 0.4 dB (pre-lesion) to 0.2 + 0.3 dB
(post-lesion). For DPOAE suppression magnitude, the change was from 5.0 + 0.3 dB to 0.0 +
0.5 dB. This pattern of results (abolishment of suppression post-lesion) was obtained in 3 other
experiments also. Altogether, this data provides strong evidence that suppression is not mediated
by acoustic crosstalk, but involves a neural pathway that originates in the contralateral cochlea.

I.C.1.c Cochlear microphonic

MOC activity leads to increases in cochlear microphonic (CM), the magnitude of which is
correlated with CAP suppression, at least for electrical stimulation of the COCB in cat (Gifford
and Guinan 1987). This relationship, when expressed as dB increase in CM per dB shift of CAP
(equivalent attenuation), is about 0.10-0.15, independent of shock rate. Although Gifford and
Guinan used moderate-level clicks and electrical stimulation, we have no a priori reason to
expect this ratio to change dramatically for tonal signals and sound-induced MOC activation.
Accordingly, we measured low-frequency CM responses in several animals to investigate the
relationship with CAP suppression. However, given that equivalent attenuation of CAP is on the
order of 1.5 dB on average, we should not expect more than 0.15-0.25 dB of increase in CM,
which will be hard to detect given the relatively low signal-to-noise ratio of the CM data at low
levels. The predicted relationship between CAP and CM effects is confirmed by data shown in
Figure 12, indicating CM (left) and CAP (right). The CM response was measured using 4 kHz 75
dB SPL tone pips, and we used the CAP at 5.6 kHz (45 dB SPL) as this was most sensitive
frequency (lowest CAP threshold). The CM was increased relative to baseline, halfway through
the contralateral noise, by 0.37 + 0.08 dB. The CAP suppression magnitude was 2.5 + 0.2 dB,
which was 2.7 + 0.3 dB expressed as equivalent attenuation. The ratio of CAP equivalent
attenuation to CM enhancement, 0.37/2.7 = 0.14, is in the same range as reported above.
Furthermore, we overlaid the CAP response (inverted, scaled by 0.125) on the CM response
(red) as a ‘predicted CM’; the correspondence with the measured CM is good. Overall, the CM
data are consistent with an MOC origin of suppression during sustained contralateral noise, not
with an LOC origin. CM responses from three other experiments were not conclusive, either
because the CM responses were measured at lower stimulus level, resulting in poorer signal-to-
noise ratio, or because those animals had weaker CAP suppression effects.
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Figure 12. CM at 4 kHz (left, mean of 3 trials) and CAP response at 5.6 kHz, the most sensitive frequency
(right, mean of 3 trials). The CAP suppression magnitude is 2.5 dB; in terms of equivalent suppression this is
2.7 dB. This CAP equivalent attenuation predicts a CM increase during contralateral noise of 0.3-0.45 dB. The
measured CM increase halfway though the contralateral noise is 0.37 dB. For comparison purposes, the CAP
response (inverted and scaled by 0.125) has been overlayed in the CM plot as a ‘predicted> CM (data from
EL144).

I.C.2 Frequency and level dependence of suppression
I.C.2.a Frequency dependence

1.C.2.a.i Suppression magnitude

We pooled data on suppression magnitude from all experiments and divided these into non-
overlapping half-octave bins using the ipsilateral stimulus frequencies; for DPOAEs, f,
frequency was used. Suppression magnitude was computed with respect to baseline for onset
suppression, delayed suppression, and total suppression and is shown as a function of frequency
for CAP (left) and DPOAE (right) in Figure 13 (see caption for calculation of onset, delayed, and
total suppression). Delayed suppression is defined as the additional suppression obtained after
the onset suppression; it is calculated as total-onset suppression.

Onset suppression magnitude (white circles) shows mild frequency dependence with a broad
maximum at mid-frequencies, gently tapering off at low and high frequencies, for both CAP and
DPOAE. RW noise onset suppression is not statistically different from zero (p = 0.47). The total
suppression magnitude (black circles) has very little variation across frequency for CAP, but
more for DPOAE. RW noise total suppression is somewhat smaller than CAP suppression, but is
statistically different from O (p = 0.004). Finally, the delayed suppression component (onset-
total, gray circles) is robust at all frequencies for CAP and DPOAE. The mean suppression
magnitudes for RW noise, CAP, and DPOAE (all frequency-averaged) are indicated in Table 1,
decomposed into onset, delayed, and total components. This shows that all components of
DPOAE suppression are larger than the CAP counterparts, which in turn are larger than the RW
noise suppression (although the difference between RW noise and CAP do not reach 5%
significance level for any component).
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Figure 13. Mean ( s.e.) CAP and RW noise (left) and DPOAE (right) suppression magnitude as a function of
ipsilateral stimulus frequency, decomposed into onset (mean of 0-10 s), delayed (total-onset), and total
components (mean of 130-170 s). RW noise is not associated with a stimulus frequency, but is indicated at left in
the panel for the CAP data. The number of data points per half-octave bin is indicated at the bottom of each
panel. Mean suppression data is reported in Table 1.

The broadband nature and large magnitude of DPOAE suppression confirms the single case
shown in Figure 9, which led to the conclusion that the observed suppression must involve the
MOC system. Given that neural suppression (CAP, RW noise) is relatively smaller in magnitude,
this also confirms that any role for the LOC system is probably minor.

Table 1. Frequency-averaged mean (+ s.e. of the mean) suppression magnitudes in dB for RW noise, CAP, and
DPOAE. Suppression is decomposed into onset, delayed, and total components, as in Figure 13. Data from 21
animals.

RW noise CAP DPOAE
Onset -0.19 (0.26) -0.47 (0.08) -0.93 (0.17)

Delayed -0.53 (0.24) -0.66 (0.10) -0.78 (0.21)
Total -0.72 (0.23) -1.13 (0.09) -1.71 (0.20)

II.C.2.a.ii Equivalent attenuation

We converted CAP and DPOAE suppression magnitude to ‘equivalent attenuation’ using I/0
functions (see Methods), so that the effects on each metrics are compared in terms of the same
quantity (change in input level) rather than on (different) output variables. Representative 1/0
functions for CAP and DPOAE at various frequencies are shown in Figure 14. CAP I/O
functions are moderately steep at low stimulus levels, but typically saturate at moderate stimulus
levels. In contrast, DPOAE I/O functions can be very steep at low stimulus levels (up to 3 dB/dB
in some cases), and generally have a larger response range such that their slope can remain > 1 at
moderately high stimulus levels. During measurement trials, we typically obtained CAP
responses of 10-15 dB re 15 puV, where the I/O slope is approximately 0.5-1 dB/dB. DPOAE
responses were in the range of 0-5 dB SPL, where the slope is typically 1-2 dB/dB. This implies
that for CAP, equivalent attenuation should- typically be larger than suppression magnitude,
while the opposite should be true for DPOAE.

Figure 15, together with frequency-averaged data reported in Table 2, confirms that mean
CAP equivalent attenuation is larger than CAP suppression magnitude, while the opposite is true
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for DPOAE equivalent attenuation (there are fewer data points for CAP equivalent attenuation
than for suppression magnitude, because we did not obtain CAP I/O functions in all
experiments). RW noise suppression magnitude cannot be converted to equivalent attenuation,
because it is measured in silence. Also, CAP equivalent attenuation is larger than that of
DPOAE, for both total and delayed components; the early components are of equal size. The
relative sizes of onset, delayed, and total components are roughly equal for equivalent
attenuation as for suppression magnitude. This is to be expected as the slope of the CAP and
DPOAE I/O functions change gradually with increasing stimulus level.

As described in Methods, to compute equivalent attenuation, we used an iso-response
criterion at the suppressed response level, while the conventional approach is to use as iso-
response the unsuppressed level. There is little published data on tone-evoked CAP 1/O functions
with and without MOC activation, besides a few graphs from shock-evoked MOC activation in
cat (Gifford and Guinan 1987; Wiederhold and Kiang 1970; Wiederhold and Peake 1966). From
this, it does not appear that using unsuppressed vs. suppressed iso-response criteria makes a
substantial numerical difference in resulting equivalent attenuation,; if at all, using the suppressed
criterion may lead to 15-20% smaller values than the unsuppressed criterion.

8 kHz 11.3 kHz

O DPOAE|]
20 40 60 80 20 40 60 80

Response (dB SPL / dB re 15 uV)

22.6 kHz

Response (dB SPL / dB re 15 V)

20 40 60 80

Input Level Input Level
Figure 14. Representative CAP (filled dots, expressed as dB re 15 pV) and DPOAE (open squares) I/O functions
(data from EL141); solid black line is a PCHIP interpolation. At stimulus levels used in the experiments, I/O

slope is generally greater for DPOAE than CAP, such that for a given amount of suppression, equivalent
attenuation will be larger for CAP than DPOAE.
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Figure 15. Mean (+ s.e.) CAP (left) and DPOAE (right) equivalent attenuation as a function of ipsilateral
stimulus frequency, decomposed into onset, delayed, and total components. The number of data points per half-
octave bin is indicated at the bottom of each panel. Equivalent attenuation was computed using suppression
magnitude and the I/O function. Compare to suppression magnitude in Figure 13. Mean equivalent attenuation
data is reported in Table 2.

Table 2. Frequency-averaged (mean + s.e.) equivalent attenuation in dB for CAP and DPOAE. Attenuation is
decomposed into early, delayed, and total components, as in Figure 15. Compare to suppression magnitude data
in Table 1.

CAP DPOAE
Onset -0.51 (0.13) -0.53(0.12)
Delayed _1.14(0.15) -0.54 (0.14)
Total -1.66 (0.13) -1.08 (0.13)

I.C.2.b Ipsilateral stimulus level dependence

Suppression magnitude associated with the MOC fast effect generally decreases with
increasing ipsilateral stimulus level for both neural and OHC-based metrics, although DPOAE
suppression can be large near non-monotonicities in the I/O function (Kujawa and Liberman

-2001). In four animals we investigated the dependence of suppression magnitude on ipsilateral
stimulus level, at constant frequency. Figure 16 shows mean (+ s.e.) results for CAP (left) and
DPOAE (right) total suppression magnitude (top) and equivalent attenuation (bottom), computed
halfway through the contralateral noise (130-170 s). One of the animals (EL30, squares) had very
small suppression, so there is little level dependence. The other three cases indicate that
suppression magnitude decreases strongly with increasing stimulus level, for both CAP and
DPOAE. One animal shows significant enhancement of DPOAE response at high levels (top
right, triangles). At this stimulus level, the DPOAE function at 4 kHz showed a notch (similar to
the 8 kHz DPOAE function from another animal, shown in Figure 14), locally reversing the
slope of the I/O function, which explains the enhancement; such increases have been reported by
others also (e.g., Kujawa and Liberman 2001). The onset and delayed components of the
suppression magnitude show a similar decrease with increasing stimulus level, although the
pattern is noisier primarily because the onset component is estimated using one sample only
(data not shown). Overall, the dependence of suppression magnitude on ipsilateral stimulus level
is consistent with a role for the MOC system.
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Figure 16. CAP (left) and DPOAE (right) mean (z s.e.) total suppression magnitude (top) and equivalent
attenuation (bottom, converted from suppression magnitude using I/O functions) as a function of ipsilateral
stimulus level, obtained in four different animals. Suppression magnitude decrease strongly with increasing
stimulus level; expressed as equivalent attenuation, there is little to no systematic dependence on level.

Part of the reduction in suppression magnitude may be explained by the decreasing slope of
the CAP and DPOAE 1/O functions at higher stimulus levels (cf. Figure 8). As an example, for
animal EL43 (diamonds in Figure 16), the CAP I/O slope decreases from 1.0 dB/dB at an input
level of 38 dB SPL to 0.2 dB/dB at 63 dB SPL. Similarly, the DPOAE I/O slope decreases from
1.9 dB/dB at an input level of 28 dB SPL to 1.1 dB/dB at 48 dB SPL. To assess the effect of the
change in I/O slope, we converted suppression magnitudes to equivalent attenuation and re-
plotted the results, see Figure 16 (bottom). For CAP, we only measured I/O functions in two of
the four animals. For those cases, the level dependence that was obvious for suppression
magnitude is not apparent in terms of equivalent attenuation. However, estimates of equivalent
attenuation at the highest input levels are problematic because the I/O function slope can very
small in those regimes (0.10-0.20 dB/dB in some cases), and the uncertainty of equivalent
attenuation estimate scales with the inverse of the I/O slope. Thus, small errors due to
measurement noise or changes in the animal’s hearing can strongly affect the equivalent
attenuation estimates in these cases, which therefore probably have higher uncertainty than is
apparent from the error bars: these are scaled from uncertainty related to estimating suppression
magnitude, and do not reflect uncertainty in the I/O function. For DPOAE, a level dependence of
equivalent attenuation is barely apparent. Overall, the data indicate a strong influence of
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ipsilateral stimulus level on all components (onset, delayed, and total) of suppression magnitude,
but at most a modest effect on equivalent attenuation.

II.C.3 Investigating sources of variability in suppression

II.C.3.a Effect of cochlear threshold on ipsilateral suppression

Because MOC activation reduces cochlear gain, in animals with sensorineural hearing loss
(reduced baseline cochlear gain) MOC effects will be smaller (e.g., see Maison et al. 2007b).
Thus, we investigated whether thresholds in the ipsilateral ear correlated with either suppression
magnitude or equivalent attenuation. For this, we calculated mean CAP and DPOAE thresholds
between 5.6 and 22.6 kHz for each animal and created subsets of the five best and five worst
cases, separately for both CAP and DPOAE. Figure 17 shows equivalent attenuation (top) for
CAP (left) and DPOAE (right), for subsets of best and worst thresholds as grouped according to
DPOAE thresholds (i.e., ‘best’ and ‘worst’ CAP thresholds used the rank ordering obtained from
DPOAE thresholds, in this case). The mean thresholds for CAP and DPOAE for the two subsets
are shown in the lower panels.

The CAP results are unexpected in that, on average, animals with worse thresholds appear to
have larger equivalent attenuations, at least at 11.3 and 16 kHz. At 5.6 and 8 kHz the differences
are smaller, perhaps because mean thresholds for the two subsets are nearly equal at these
frequencies. The DPOAE result does conform to the original expectation (at most frequencies) in
that equivalent attenuation is considerably smaller for the group with worse thresholds vs. the
group with best thresholds, except at 16 kHz. The difference in DPOAE thresholds for the two
subsets is larger than for CAP thresholds, which may explain the larger difference in equivalent
attenuation. Alternatively, DPOAE suppression may be more sensitive to cochlear condition.
Grouping by CAP thresholds did not lead to more marked differences in CAP equivalent
attenuation, nor for DPOAE (data not shown).

Overall, ipsilateral thresholds do not appear to be useful predictors of contralateral-sound
induced suppression magnitude/equivalent attenuation. Although ipsilateral DPOAE thresholds
do correlate with DPOAE equivalent attenuation, they do not predict CAP equivalent attenuation
(if at all, the correlation appears negative, which seems paradoxical). Ipsilateral CAP thresholds
do not predict either CAP or DPOAE equivalent suppression well. Perhaps these results are due
to the relatively small differences in ‘best’ and ‘worst’ thresholds, resulting from the fact that we
did not use animals with obviously elevated thresholds.
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Figure 17. Comparison of equivalent attenuation (top) for CAP (left) and DPOAE (right) suppression, grouped
by ipsilateral DPOAE threshold. Filled symbols indicate mean (= s.e.) of the five animals with best DPOAE
thresholds, while open symbols indicate mean (z s.e.) of the five animals with worst DPOAE thresholds. The
mean (£ s.e.) CAP and DPOAE thresholds, grouped into five best and five worst as before, are shown at the
bottom.

I.C.3.b CAP vs. DPOAE suppression magnitude in the same animal

To analyze correspondence between neural and OHC-based contralateral-sound induced
effects, we paired CAP and DPOAE total suppression magnitudes measured at the same
frequency (using f> frequency for DPOAE) in the same animal, for all animals; these pairs are
shown in Figure 18 (left). There is considerable scatter in the data, and the Kendall t rank
correlation coefficient is only 0.21, although statistically significant (p = 0.016). Suppression
magnitudes were converted to equivalent attenuation, also shown in Figure 18 (right). In this
case, T is even smaller at 0.12, and is non-significant in this case (p = 0.23). Apparently, the ratio
of CAP to DPOAE suppression magnitude (and equivalent attenuation) is highly variable
between animals, even though when pooled over a large number of animals, well-defined means
for CAP and DPOAE suppression can be obtained (cf. Figure 13 and Figure 15).

36



Suppression Magnitude Equivalent Attenuation

T — 8 T —
1 )
| |
6( E 6f :
— | ~ | Y
% Ar i e o °* g 4 E:.. * W
% 2 o N % 2 PN, Q...O 4
®
O “| 4 ool o .'o, o o o & %
)
L A )
{ I
o | - 1 1 1 _2 | n R "
%2 0 2 4 6 8 -2 0 2 4 6 8
DPOAE (dB) DPOAE (dB)

Figure 18. Comparison of DPOAE and CAP effects in the same animals at the same frequency. Comparison of
suppression magnitudes (left) reveals a modest yet significant correlation (+=0.21, p=0.016), while equivalent
attenuations (right) are not significantly correlated (v=0.12, p=0.23).
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Figure 19. Range of DPOAE and CAP suppression magnitudes (left) and equivalent attenuation (right) for each
animal. Each data point represents the difference in maximum and minimum suppression/equivalent
attenuation across frequency in DPOAE vs. CAP in one animal. Median range of CAP suppression (0.7 dB) is
considerably smaller than that of DPOAE suppression (1.9 dB), while they are more nearly equal when
expressed as equivalent attenuation (1.4 vs. 1.6 dB).

By analyzing CAP and DPOAE suppression in individual animals, it appears that the largest
amount of variability is associated with DPOAE suppression. Although CAP suppression
magnitude varies between animals, in any one animal it is fairly consistent across frequency.
However, DPOAE suppression magnitude can vary considerably across frequency, even within
one animal. This is shown in Figure 19 (left), which plots the range (maximum-minimum) of
DPOAE suppression vs. range of CAP suppression, for each animal. The median range for CAP
is 0.7 dB, while it is 1.9 dB for DPOAE. This difference is larger than would be expected solely
on the basis of the larger average suppression in DPOAE vs. CAP (1.5 vs. 1.1 dB), and indicates
some other source of variability may act on DPOAE suppression magnitude, perhaps indicating
that more than one functional pathway is involved. However, when expressed as equivalent
attenuation, the range of CAP and DPOAE effects across frequency, per animal, is more nearly
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equal (Figure 19, right), with medians of 1.4 vs. 1.6 dB. Thus, if equivalent attenuation is the
appropriate measure to compare different variables, this finding may be consistent with all
sources of suppression originating at the level of the outer hair cells, as little to no additional
variability is introduced at the inner hair cell level (as evidenced by the neural metrics), such as

by the LOC system.
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Figure 20. Illustration of components of suppression and recovery for a typical CAP time series before, during
(gray bar), and after contralateral noise. 1: Onset suppression, 2: delayed suppression (1+2: total suppression),
3: adaptation, 4: offset recovery, 5: delayed recovery (4+5: total recovery). Quantities are defined as positive in
the direction of the arrows. DPOAE and RW noise suppression components are defined analogously.
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Figure 21. Onset (left) and delayed (right) DPOAE vs. CAP suppression magnitude. The onset suppression data
is uncorrelated (t=-0.04, p=0.68), while the delayed suppression shows a modest yet significant positive
correlation (t=0.19, p=0.025); compare to total suppression data in Figure 18.

II.C.3.c Onset and delayed components of the suppression

To probe potentially separate physiological mechanisms, the ipsilateral response to
contralateral sound can broken down into several segments, as shown in Figure 20 for an
example CAP time series - DPOAE and RW noise components are defined analogously. All pre-
noise samples (-300 to 0 s) are averaged to compute the baseline of (defined as 0 dB); arrow 1
indicates the onset suppression; arrow 2 indicates delayed suppression. The other arrows indicate
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adaptation and recovery, and will be addressed in the next section. Note that quantities are
defined as positive in the direction of the arrows.

Figure 21 shows DPOAE vs. CAP suppression for onset (left) and delayed (right)
components. Onset suppression appears to be uncorrelated between DPOAE and CAP metrics (T
= -0.04, p = 0.68), while delayed suppression shows a modest and statistically significant
positive correlation (t = 0.19, p = 0.025). As with total suppression magnitude, the components
are poorly, if at all, correlated between metrics. Next we will address whether these components
are correlated if compared for the same metric (RW noise, CAP, or DPOAE).

To investigate the relationship between onset, delayed and total suppression of neural and
DPOAE responses, we isolated each component in each animal at available frequencies and
visualized these for the pooled data, as shown in Figure 22. Relationships between CAP
components are divided in onset vs. total suppression (top) and onset vs. delayed suppression
(bottom); RW noise components are plotted in the inset of each panel (the RW noise axes are
centered on (6, 6) and are scaled by 0.5). For CAP, the magnitude of early suppression was a
poor predictor of total suppression, having a correlation of only 0.18, yet was significant
(p=0.012); for RW noise, the correlation coefficient was 0.29, but not significant (p=0.61). The
correlation between onset and delayed suppression was stronger and highly significant, -0.38
(p<107); for RW noise, this correlation was -0.39 and significant (p=0.010). Apparently, there is
a trade-off between onset and delayed suppression, such that either one or the other is large, but
not both. This yields a pattern where data points are scattered around a line with negative slope.

Similar results were obtained for the DPOAE component relationships (Figure 22, right).
Onset suppression was slightly better at predicting total suppression than in the neural case, with
a correlation coefficient of 0.28 (p<107?). The relationship between DPOAE onset and delayed
suppression was highly significant and had a correlation of -0.34 (p<10*).

The relatively small correlations between onset and total (and also onset and delayed)
suppression must be due in part to the relatively low signal-to-noise ratio of our recordings. Even
after averaging 3-6 experimental blocks per condition, standard deviation of the noise is typically
of the same order of magnitude as onset suppression magnitude; thus, this leads to significant
noise-induced scatter in all panels of Figure 22, in particular along the abscissa.
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Figure 22. Components of suppression for CAP (left, circles) and RW noise (left, inset, squares) and DPOAE
(right). Onset vs. total suppression (top) had a low positive correlation of about 0.2-0.3 for CAP, RW noise, and
DPOAE. The negative correlation of onset vs. delayed suppression (bottom) was about -0.4 for all three
variables and highly significant in all cases.
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Figure 23. CAP (left) and DPOAE (right) onset vs. delayed suppression components, normalized by total
suppression magnitude. Each data point represents suppression at a single frequency in one animal, while the
normalization factor represents the frequency-averaged total suppression for that animal. Correlation
coefficients are higher for this normalized data than for the absolute data as in Figure 22 (CAP: v=0.60,
p<10"7; DPOAE: 1=—-0.46, p<107).
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Another source of variability for the onset vs. delayed suppression relationship (Figure 22,
bottom) may be the variation in total suppression magnitude between animals, as this shifts the
relationship a direction perpendicular to the long axis of the data distribution. To account for
this, we normalized onset and delayed suppression at each frequency by the frequency-averaged
total suppression magnitude, separately for each animal. Data pooled across animals is shown in
Figure 23, for both CAP (left) and DPOAE (right); the solid line in each panel is a linear
function with slope -1 intersecting coordinates (0, 1) and (1, 0); in the ideal case, all data points
should lie on this line. The normalization does appear to produce a fairly narrow distribution of
the data, and this is confirmed by the correlation coefficients, which are higher than for the onset
vs. delayed suppression relationship using absolute suppression data (Figure 22). For CAP, the
correlation coefficient is -0.60 (p<10"7), and for DPOAE it is -0.46 (p<107). The lower absolute
correlation for the DPOAE data is likely due to the fact that DPOAE suppression magnitude
variation across frequency, in a given animal, is larger than for CAP (cf. Figure 19). This
normalization procedure is not meaningful for RW noise, as it would produce perfectly
correlated data, given that there is only one early and late suppression component per animal.

The negative correlation between onset and delayed suppression is consistent with a ‘ceiling’
for the total suppression magnitude. It argues against a delayed suppression mechanism that
relies on input from the onset suppression, because in that case the correlation should be positive.
Given that the magnitude of the correlation is quite high, and that onset suppression reflects the
MOC system (fast effect), delayed suppression is likely also mediated by the MOC system (if the
LOC system was responsible, a correlation with MOC strength would not necessarily be
expected). ‘

II.C.4 Adaptation and recovery from suppression

Electrically-evoked slow suppression in the guinea pig cochlea persists only for a few
minutes, after which it adapts (Sridhar et al. 1995). However, sound-evoked slow suppression in
awake guinea pigs has been shown to persist for up to two hours (Lima da Costa et al. 1997a).
Thus, we investigated the characteristics of suppression adaptation during contralateral noise in
our data. Figure 20 defines adaptation with arrow 3: the difference between total suppression
(130-170 s after noise onset) and suppression at the end of the noise epoch (260-300 s after noise
onset). Adaptation is defined positive in the direction of the arrow, i.e. when suppression
decreases.

Delayed suppression vs. adaptation (at the same frequency), pooled over all animals, has a
moderate correlation, shown in Figure 24; both for CAP (left) and DPOAE (right). CAP delayed
suppression magnitude is significantly correlated with adaptation (1=0.34, p<10®), and a linear
regression yields a slope estimate of +0.28 dB/dB. DPOAE delayed suppression shows a similar
pattern as it is significantly correlated with adaptation (1=0.39, p<10), with a regression slope of
+0.33 dB/dB (y-intercepts for both CAP and DPOAE regressions were within 0.01 dB of zero).
Figure 24 also indicates instances of “negative adaptation”, implying a further late suppression
during the second half of the contralateral noise. However, in most instances, the magnitude of
this effect was less than 0.5 dB.
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Figure 24. Delayed suppression vs. adaptation for CAP (left) and DPOAE (right) are significantly correlated
(t=0.34 and 0.39, respectively, p<10®) with linear regression slopes of +0.28 dB/dB and +0.33 dB/dB,
respectively.
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Figure 25. Onset suppression is a poor predictor of adaptation (panel A, non-significant correlation).
Furthermore, onset (delayed) suppression is generally a poor predictor of offset (delayed) recovery (panels B
and C), except that CAP onset suppression is moderately correlated with CAP offset recovery (t=0.46, p<10°).
When normalized by average total recovery magnitude per animal, the relative offset and delayed recovery are
highly (CAP: -0.80, DPOAE: -0.88, p<10* for both). The diagonal line in panel D is not a fit but a prediction of
where the data points should lie.

42



For both CAP and DPOAE, onset suppression magnitude was not significantly correlated
with adaptation, as shown in panel A of Figure 25. Thus, although adaptation of suppression
during long-term contralateral sound does occur, it appears to be relatively modest in magnitude
compared to the stronger adaptation seen in electrical stimulation experiments. Whether
adaptation would be stronger during longer contralateral sound stimulation is not known, as we
did not use noise bursts longer than 5 minutes.

We characterized the recovery process in two stages, consisting of an offset recovery (the
difference between the first sample after contralateral noise offset and the adapted during-noise
response) and a delayed recovery (the difference between mean response 200-300 s after noise
offset and the offset recovery); indicated by arrows 4 and 5 in Figure 20. We found a moderate
but highly significant correlation between onset suppression and offset recovery for CAP
(1=0.46, p<107), both not for DPOAE (panel B of Figure 25). Neither CAP nor DPOAE delayed
suppression predicted delayed recovery (non-significant correlations, panel C of Figure 25). As a
check, we analyzed the relationship between the ratio of offset recovery to delayed recovery,
where magnitudes were normalized by the frequency-average total recovery magnitude per
animal (panel D in Figure 25; compare with similar data for the relative onset vs. delayed
suppression magnitudes in Figure 23). These variables were negatively correlated (CAP:
7=-0.80, DPOAE: 1=-0.88, p < 10 for both).

The fact that adaptation is correlated with delayed but not onset suppression implies that
adaptation reflects a weakening of the delayed suppression component. The absence of a
correlation between onset (delayed) suppression and offset (delayed) recovery is more difficult to
interpret. In some cases, offset recovery is large even when onset delay is small, implying that a
delayed suppression component disappears immediately when contralateral noise terminates
(Figure 25 D). A possible explanation is that both onset and delayed suppression components
reflect response rate of MOC neurons (without any peripheral component, as in the MOC slow
effect), which can decrease abruptly when sound input to the neurons terminates.

II.C.5 Dissecting the neural pathways mediating suppression

Contralateral noise can affect ipsilateral responses through two main neural pathways: the
middle ear muscle (MEM) reflex or the olivocochlear reflex. We need to rule out the MEM
reflex by direct experimentation to confidently ascribe the observed suppression effects to the
olivocochlear (OC) system. Also, within the OC system, there is a medial (MOC) and lateral
(LOC) subsystem, and the MOC subsystem consists of a crossed and an uncrossed component.
Here we describe a series of experiments to investigate the responsible pathway(s) for onset and
delayed suppression in response to contralateral noise.

I.C.5.a Middle ear muscle reflex

In one animal, we tested the middle ear muscle (MEM) reflex by paralyzing the animal with
curare, a non-depolarizing blocker of the neuromuscular junction. First we obtained suppression
characteristics in the usual manner, after which we applied a systemic injection of curare (3
mg/Kkg, i.p.) while the animal was artificially respirated.

Ipsilateral response suppression magnitude pre- (black, mean of 4 trials) and post-curare (red,
mean of 3 trials) for CAP (top), DPOAE (bottom left), and RW noise (bottom right) did not
change by a statistically significant amount, except the CAP suppression at 8 kHz, which went
from 0.9+ 0.1 dB to 1.3 = 0.1 dB (p = 0.015), see Figure 26. Even so, as for the other response
measures, the overall response characteristic over time did not appear to change in any important
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way. Given the observed variation in suppression magnitudes from trial-to-trial (cf. Figure 10),
the similarity in response traces in Figure 20, using data taken several hours apart, is in fact quite
good. Thus, from the available data, there is no evidence that eliminating the MEM reflex by
curare-induced muscle paralysis alters contralateral-noise induced suppression of ipsilateral
responses in a major way.

Another characteristic of middle ear muscle contractions is that they increase the impedance
of the middle ear, as seen from the ear canal, and thereby increase reflectance of sound at the
tympanic membrane (Guinan 2000). Thus, monitoring primary levels of DPOAE stimuli during
contralateral noise is another indirect method of detecting the MEM reflex (Figure 6). However,
in none of our experiments did we observe a consistent change in primary levels that exceed a
few tenth of a dB during contralateral noise.
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Figure 26. Pre- (black, mean of 4 trials) and post-curare (red, mean of 3 trials) normalized responses, for CAP,
DPOAE, and RW noise (data from EL141). Curare at 3 mg/kg abolishes the MEM reflex — but does not affect
suppression during contralateral noise.

I.C.5.b Sensitivity to gentamicin

We evaluated the sensitivity of slow suppression to systemic injection of gentamicin (150
mg/kg, i.m.), a blocker of MOC effects (Yoshida et al. 1999), in two animals. Figure 27 shows
CAP (top), DPOAE (bottom left), and RW noise (bottom right) responses obtained in one of
these (EL29), both before (black) and 2 hours after (red) a gentamicin injection (150 mg/kg,
i.m.). In the normal state, delayed suppression in response to the contralateral noise is evident,
but is completely abolished by gentamicin. Mean (+ s.e.) suppression magnitudes for this and the
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other animal are shown in Figure 28, for CAP (left) and DPOAE (right) before (black) and 2
hours after (red) gentamicin. This summary data confirms that suppression is, on average,
strongly reduced by gentamicin, especially for DPOAE; for CAP, one animal (EL45) appears to
have some residual suppression left, but reduced by at least 50%. The results are consistent with
an MOC role in onset and delayed suppression, and further argue against involvement of the

MEM reflex.
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Figure 27. Normalized CAP (top), DPOAE (bottom left), and RW noise (bottom right) responses measured pre-
(black, mean of 9 trials) and 2 hours post-gentamicin (red, mean of 8 trials, 150 mg/kg, i.m.). Delayed
suppression, evident in the pre-gentamicin condition, is abolished in all metrics after gentamicin injection (data
from EL29). Summary data on pre- and post-gentamicin suppression magnitude in Figure 28.
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Figure 28. CAP (left) and DPOAE (right) mean (+ s.e.) total suppression magnitudes pre- (black) and 2 hours
post-injection of gentamicin (red, 150 mg/kg i.m.). Data from two animals (EL29: circles, EL45: squares). The
gentamicin abolishes, or greatly reduces, the magnitude of the suppression in both cases.

I.C.5.c Components of the olivococochlear system

The experiments involving curare and gentamicin provide direct evidence against a role for
the middle ear muscles in suppression. Thus, we now turn to dissecting the olivocochlear
pathways, described below.

I.C.5.c.i Effects of interrupting the crossed olivocochlear bundie

The OC innervation of the ipsilateral ear is comprised of the crossed (COCB) as well as the
uncrossed OCB (UOCB), mediating the ipsilateral and contralateral reflexes, respectively
(Guinan 1996). To assess the differential contributions of both pathways, the effects of a midline
(lesion to COCB only) vs. a lateral cut (lesion to both COCB and UOCB) were investigated.
With our paradigm, ipsilateral effects of the contralateral noise are mediated via the UOCB,
while effects of the ipsilateral tones are mediated via the COCB. Thus, a midline lesion can be
used to assess whether ipsilateral MOC eftects are driven by neurons responding to contralateral
noise or driven by neurons responding to ipsilateral tones facilitated by contralateral noise. A
lateral cut is a direct verification of whether some part of the OC system is involved in
suppressive effects.
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Figure 29. CAP and DPOAE responses before (black, mean of 5 trials) and after (red, mean of 4 trials) a
midline cut that lesioned the COCB (verified histologically, not shown). Response traces for CAP (top) and
DPOAE (bottom left) indicate that slow suppression is not abolished by the lesion, although its magnitude
appears somewhat reduced; this is confounded somewhat by the upward drift visible in the post-lesion data.
Mean (+ s.e.) suppression magnitudes for CAP, DPOAE, and RW noise (bottom right) confirm that slow
suppression remains, although with reduced magnitude. Data from EL140.

shows CAP (top) and DPOAE (bottom left) responses to contralateral noise before (black)
and after (red) a midline cut that successfully lesioned the COCB (verified histologically); mean
(% s.e.) suppression magnitude for CAP and DPOAE at all stimulus frequencies, as well as RW
noise, are also indicated (bottom right). The overall shape of the responses with and without an
intact COCB is similar, except for an apparent slight upward drift throughout the entire
measurement period in some of the responses, as well as a somewhat reduced suppression during
contralateral noise. The reduced suppression magnitude is confirmed by the estimated
suppression magnitudes (bottom right panel), and is apparent in both CAP and DPOAE (RW
noise was not suppressed in the intact condition, and was unaffected by the lesion). The baseline
drift complicates estimation of suppression magnitude, and probably yields underestimates. On
the other hand, the CAP response at 22.6 kHz (top right) shows no appreciable baseline drift yet
a clear difference in suppression. This may be caused by variability of suppression magnitude
over time (cf. Figure 10), but may be genuine result of the midline lesion. Whether or not a
midline lesion at the IV" ventricle affects suppression, the main observation is that such lesions
do not substantially diminish delayed suppression during contralateral noise, ruling out a large
role for contralateral MOC cells that innervate the ipsilateral cochlea via the COCB.
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Figure 30. Baseline (black) and post-lesion (red) normalized responses, for CAP, DPOAE, and RW noise (data
from EL140). The lesion was a lateral cut in the brainstem that completely severed the OCB to the ipsilateral
ear (verified histologically).

II.C.5.c.ii Effects of complete ipsilateral de-efferentation

Subsequent to the midline cut, a lateral cut was made that lesioned the entire OCB (COCB
and UOCB) innervation of the ipsilateral cochlea, effectively de-efferenting this side. CAP (top),
DPOAE (bottom left), and RW noise (bottom right) responses in the intact (black, mean of 5
trials) and OCB-lesioned case (red, mean of 3 trials) are shown in Figure 30. Suppression is
completely abolished for both CAP and DPOAE, also at the stimulus frequencies not shown in
the figure. RW noise suppression was not apparent in the intact case, and RW noise responses
appeared unaffected by the lesion. Note that slight enhancement of DPOAE at 16 kHz is visible;
this was paired with a few tenths of a dB reduction in primary levels. This may represent a small
residual middle-ear muscle effect that is revealed after the much larger OC effect has been
abolished. We conducted 4 additional experiments with lateral cuts that lesioned the OCB; in all
cases, slow suppression was abolished (data not shown). We also conducted 4 experiments
where we attempted to lesion the OCB by a lateral cut, but where the cut was placed too far
rostral, such that the OCB was left intact. In each of these 4 cases, slow suppression was
unaffected relative to the ‘intact’ condition. All OCB ‘hit’ and ‘miss’ cases were verified
histologically by AChE stains on brainstem sections (see Methods); an example of a successful
lesion is shown in Figure 32.
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Il.C.5.d Olivocochlear lesion during contralateral noise

The lesion experiments have shown the involvement of the OC bundle in onset and delayed
suppression. To distinguish between peripheral and central origins of the delayed buildup and
recovery of the suppressive effects, we conducted two additional experiments where we
sectioned the OCB during the contralateral noise, when suppression had reached its greatest
magnitude.
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Figure 31. CAP (left) and DPOAE (right) responses at 16 kHz with an intact (black, mean of 4 trials) and
lesioned (red, mean of 4 trials) OCB; to improve signal-to-noise ratio, all ipsilateral CAP and DPOAE stimuli
were set to the same frequency and level, effectively acquiring 4x as much data as is normal for 1 trial. The
lesion was performed while the contralateral noise was on, when suppression had reached its largest magnitude
at about 120 s (the experimenter was in the chamber during 105-135 s, hence data is omitted in this time
window; data from EL145). We overlaid a model MOC slow effect return to baseline also, for t>135 s. For this,
we assumed that CAP was at -1.3 dB at 120 s (for DPOAE AT -2.3 dB), and at that point decayed to baseline
with an exponential time constant of 35 s (as given by Sridhar et al. 1995).

We first performed the experiment with an intact OCB to ascertain whether suppression in
these animals was within normal range, after which the lesion trial was run. Both experiments
yielded identical results: one of these is shown in Figure 31. CAP and DPOAE responses at 16
kHz in the intact condition (black) and during the lesion (red) are matched up to 105 s; at that
point, the experimenter entered the chamber and placed the lesion (around 120 s); until t=135 s,
the experimenter was in the chamber so data is not shown. After cutting the OCB, responses
appear at baseline at all following samples, rather than gradually recovering, as in the intact
condition after noise offset (black). This result is not consistent with what would be expected of
the MOC “slow effect”, as this decays relatively slowly after an OCB lesion (Sridhar et al.
1995). This more gradual return is shown Figure 31 (white) by a model response assuming an
exponential time constant of 35 s (as given by Sridhar et al.), assuming a CAP suppression of
1.2 dB (2.3 dB for DPOAE) at the time of the lesion (120 s). The first few visible samples of the
model response (at 145 — 165 s) are all below baseline and do not fit the data (red) well. Thus, it
appears that onset and delayed suppression are mediated by changing responses within the MOC
fibers, rather than a peripheral effect.
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Figure 32. AChE-stained brainstem section (right half) shows complete transaction of the ipsilateral OCB
(indicated). The facial nerve is spared. Also indicated are the IV" ventricle (top) and LSO (bottom). Compare to
a wider field of view from an intact brainstem, as in Figure 7.
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II.D Discussion

i.D.1 Summary of findings

We demonstrated robust suppression of round window (RW) noise, CAP, and DPOAE, in
response to sustained (5 min) contralateral broadband noise of approximately 75 dB SPL in
anesthetized guinea pig (typical responses in Figure 9 and Figure 10). The suppression has two
phases: an onset phase, acting within the first 10 s after contralateral noise onset, and a delayed
phase, which builds up gradually and generally reaches a maximum at 2-3 minutes. Although
delayed suppression shows considerable inter-animal variability, pooling data across 21 animals
yields mean delayed suppression magnitude of 0.7 and 0.8 dB for CAP and DPOAE (1.1 and 0.5
dB when expressed as equivalent attenuation) and no marked frequency dependence up to 22
kHz; mean late suppression of RW noise is 0.5 dB. In these respects, it is similar to the onset
suppression component; the latter appears in all respects consistent with the MOC fast effect: its
frequency distribution (Figure 13), its stimulus level dependence (Figure 16), and its sensitivity
to gentamicin (Figure 27). Although the MOC fast effect builds up on a timescale of 100 ms and
is 'thus too fast to resolve on the timescale of our measurements (~10 s), other possible
mechanisms for the onset suppression were ruled out (see below). Depending on exactly how
long after contralateral noise onset measurements were taken (order of measurement was: RW
noise, CAP, DPOAE), the onset component may reflect partial contribution of continuing (late)
suppression. It is therefore possible that our estimates of onset suppression are overestimates of
MOC fast effect, and that the delayed suppression component is concomitantly slightly
underestimated.

I1.D.2 Late suppression is mediated by a central modulation of the medial
olivocochlear system

Contralateral noise can affect ipsilateral cochlear responses through different mechanism and
various neural pathways. To be confident that the suppression effects we studied were of
olivocochlear origin, these other possibilities should be assessed first.

I.D.2.a Non-olivocochlear effects

Acoustic crosstalk is the direct transmission of acoustic energy via air, bone, or the
experimental apparatus from the contralateral acoustic system to the ipsilateral cochlea. We
directly assessed the potential contribution of crosstalk in several experiments, in which we
lesioned the contralateral cochlea after establishing baseline suppression characteristics. The
lesions were made by penetrating the contralateral cochlea through the round window with a fine
metal probe and cracking the bony capsule. This effectively eliminated all measurable responses
from the contralateral ear, yet should not affect the various acoustics paths from the contralateral
acoustic assembly to the ipsilateral cochlea. Such lesions always completely abolished
suppression (example in Figure 11), both early and late components, indicating that acoustic
crosstalk could not be responsible for the observed suppression. Rather, suppression must be
mediated by a neural pathway that originates in the contralateral cochlea.

The middle ear muscle (MEM) reflex acts to contract middle ear muscles bilaterally in
response to loud sounds in either (or both) ears. The muscle contractions increase the impedance
of the middle ear (Borg 1972), decreasing sound transmission into the cochlea, and suppressing
cochlear evoked responses (Borg 1968). Fortunately, in guinea pig, the MEM reflex appears to
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be weak even in awake animals (Avan et al. 1992), and should be even weaker during anesthesia.
However, its potential contribution to our data should be carefully evaluated. The only aspect of
our baseline suppression data which appears to be directly incompatible with the MEM reflex is
the suppression of RW noise, as it is a measure of spontaneous cochlear activity, and should not
be affected by middle ear transmission characteristics. However, it cannot be ruled out that RW
noise contains some contribution from low-level ambient noise in the recording chamber
(possibly generated by the animal), and if so, would partially reflect sound-driven cochlear
activity, which could be sensitive to middle ear transmission.

However, a more careful examination of suppression characteristics as well as the outcome
of additional experiments seems to rule out an important role for the MEM reflex in the
suppression we observed. The change in middle-ear impedance caused by the MEM reflex is
primarily an increase in stiffness (Borg 1972), which therefore primarily attenuates low-
frequency sounds (Borg 1968). Yet, neither onset nor delayed components of suppression
magnitude of CAP and DPOAE showed such a low-frequency bias (Figure 13). After converting
suppression magnitude to equivalent attenuation, as would be appropriate for a mechanism that
simply attenuates sounds entering the cochlea, displays no frequency such dependence either
(Figure 15). In experiments where baseline suppression measurements were followed by
systemic gentamicin injections, all components of the suppression were abolished (Figure 27 and
Figure 28), although gentamicin has no known effects on the MEM reflex. Finally, systemic
injection of curare (a non-depolarizing muscle relaxant) at a dose of 3 mg/kg — several times
higher than used for paralysis in electrical stimulation experiments (Groff 2003; Sridhar et al.
1995), see also Figure 6 — did not abolish suppression (Figure 26). Indirect evidence showing no
activation of the MEM reflex was obtained by measuring DPOAE primary levels, which increase
measurably during MEM contractions, and are frequently used as a MEM reflex assay (Guinan
2006). Although we did observe such changes occur at random times (corresponding to
spontaneous MEM contractions), there were no such systematic changes in primary levels during
contralateral noise. Taken together, the available data provides strong evidence against a role for
the MEM reflex in onset or delayed suppression.

I.D.2.b Onset and delayed suppression are mediated by the olivocochlear system

Having ruled out acoustic crosstalk and the MEM reflex as causes of the suppression, the
olivocochlear (OC) system is the most likely candidate to account for both early and late
suppression. As the OC system is already known to mediate the MOC fast effect, with which our
early component suppression data is wholly consistent, we further focus on the late suppression
component. Beside the OC system, the peripheral sympathetic innervation of the cochlea could
conceivably play a role as well. This innervation derives from the stellate ganglion (SG) as well
as the superior cervical ganglion (SCG); the former forms the perivascular component, while the
latter terminates on afferent neurons in the spiral ganglion and together these do appear to be
able to modulate cochlear responses (Gallego and Geijo 1987). Because late suppression was
evident in DPOAE data, its origin must lie at or before the level of outer hair cells — ruling out an
exclusive role for the SCG sympathetics and rather pointing towards the perivascular component
from the SG. If this component is able to modulate endolymphatic potential (EP) by altering
cochlear metabolism/blood flow, sound amplification would be reduced and all cochlear
responses would be suppressed: the effect of reductions in EP on cochlear neural responses has
been well documented (Sewell 1984). We have, however, two key lines of evidence that
sympathetic innervation is not the source of early or late suppression.
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The first evidence is the delayed enhancement in cochlear microphonic (CM) that was
observed in one experiment where it was measured in response to low-frequency, high-level tone
pips (Figure 12). Such enhancement is always seen in conjunction with MOC activation, and is
believed to result from the increasing transduction current through the outer hair cells as a result
of the decrease in their membrane resistance (Gifford and Guinan 1987; Mountain et al. 1980).
That this CM enhancement was seen on a slow timescale, along with a slow suppression of CAP
and DPOAE, is strong evidence in favor of an MOC origin. It is not consistent with delayed
suppression being caused by a reduction of EP alone, as caused by the sympathetic innvervation
only, because this would not alter outer hair cell membrane resistance and therefore result in a
CM suppression. The magnitude of the CM enhancement relative to CAP equivalent attenuation
was within the expected range, based on data obtained with shock-evoked MOC activation in
cats (Gifford and Guinan 1987).

The second, and most direct, evidence in favor of the MOC vs. sympathetic origin of delayed
suppression is from the brainstem lesions. We performed a total of 9 lesion experiments targeting
the OCB. These lesions were placed on the ipsilateral side of the brainstem at the level of the IV*"
ventricle; cuts were made in a rostro-caudal direction, in a plane oriented dorso-medially to
ventro-laterally. The depths of the lesions were from 50 to 90% of the depth of the brainstem at
that location. All lesions were inspected histologically with an acetylcholinesterase (AChE) stain
to mark the cholinergic MOC and LOC cells and axons; 5 of 9 lateral lesions sectioned the entire
OC innervation to the ipsilateral ear, while the remaining 4 lesions missed the OC bundle (OCB),
as they were placed too far rostrally. In all cases where the OCB was successfully lesioned, onset
and delayed suppression was abolished (e.g., Figure 30); in all cases where the OCB was missed,
onset and delayed suppression were unaffected (data not shown). This selectivity in abolishing
suppression conditional on successful lesions to the OCB is strong evidence in favor of the OC
origin of onset and delayed components of the suppression. A potential caveat is that our lesions,
besides cutting the OC axons, may also have damaged adrenergic locus ceruleus (LC) cells or
pathways. The LC lies rostral with respect to the OCB, and given its widespread innervation to
the rest of the brain, some trauma to the sympathetic system as a result of our cuts might occur.
However, trauma to LC cells or axons is more likely for lesions that miss the OC by cutting too
rostral, as was the case for all of our missed cuts. Given that we did not find any changes in
suppression in such missed cases, but only in cases where the OCB was cut, we have strong
evidence that our brainstem lesions did not interfere with sympathetic circuitry in the brain.

I.D.2.c Role of medial vs. lateral olivocochlear systems

The available evidence as presented above strongly suggests that the OC system is solely
responsible for onset and delayed suppression. Because the OC system is composed of a medial
(MOC) and lateral (LOC) component, the observed suppression may be mediated by either or
both of these two subsystems. The LOC axons synapse exclusively in the inner hair cell area
(Liberman 1980; Maison et al. 2003b), and are not thought to affect the function of the outer hair
cells. As such, delayed suppression of DPOAE (and delayed enhancement of CM) must be
mediated by the MOC system; at the level of the inner hair cell area, downstream from the
OHCs, this causes delayed suppression of CAP responses. When expressed as equivalent
attenuation, delayed suppression has a greater effect on CAP than on DPOAE (Figure 15, Table
2), which is consistent with sound-evoked MOC fast suppression in cat (Puria et al. 1996). The
relatively larger effects on CAP vs. DPOAE in both species could reflect LOC effects during
contralateral noise, although by itself this is not compelling evidence.
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Suppression of RW noise (a measure of auditory nerve spontaneous activity, Dolan et al.
1990) is analogous to suppression of auditory nerve spontaneous rates that occur during shock-
evoked MOC activation (Guinan and Gifford 1988a). Although at first sight reduced cochlear
gain would not be expected the affect spontaneous activity, the presumed mechanism is that
MOC activity reduces endocochlear potential (EP) (Mountain et al. 1980), thereby diminishing
the driving force for K" into inner hair cells, ultimately leading to hyperpolarization and a
reduction of synaptic activity; the effect of EP on spontaneous rate has been shown by direct
measurement (Sewell 1984). Spontaneous rates are typically only reduced by a few percent
(Guinan and Gifford 1988a), which is smaller than the mean total RW noise suppression we
found (approximately 0.7 dB in total, i.e. approximately 8%), but the auditory nerve experiments
used shock-evoked MOC activity and would therefore not include delayed components but only
reflect onset suppression, which was 0.19 dB (~2%) on average in our experiments, consistent
with the auditory nerve data. There is no auditory nerve data during prolonged (several minutes)
sound stimulation with which to compare our RW noise delayed suppression magnitude.

The relationship between spontaneous rate and EP was shown to be linear when using log
spontaneous rate (Sewell 1984); the proportionality factor being -0.02 log rate per mV, on
average, for high-spontaneous rate fibers (these fibers should dominate gross potentials and
therefore contribute most to RW noise). Expressing RW noise as 20 log(rate/R,), where Ry is an
arbitrary reference rate, this factor translates into RW noise suppression of about 0.4 dB per mV
reduction in EP. Electrical stimulation of ipsilateral MOC neurons (innervating the cochlea via
the uncrossed OCB) during 100 ms leads to reductions in EP of about 1 mV (Gifford and Guinan
1987); these same neurons are also stimulated in our experiments during contralateral noise, such
that our onset suppression of RW noise (~0.2 dB) is consistent with MOC effects on EP if we
assume that sound-induced MOC response rate is lower than electrical shock rate used by
Gifford and Guinan (200s”). Assuming that a 1 mV reduction in EP accounts for onset
suppression of RW noise, then a 3.5 mV reduction is required to account for total RW noise
suppression (~0.7 dB). Such a large change in EP reduction (from 1 to 3.5mV) appears
surprising, so that delayed RW noise suppression mediated solely by the MOC system is hard to
explain. Instead, some contribution of the LOC system to delayed suppression could provide a
plausible alternative hypothesis for the relatively large delayed RW noise effects. However, we
have no direct evidence for involvement of the LOC system.

Systemic gentamicin is a known blocker of the MOC reflex (Yoshida et al. 1999),
presumably by interfering with the 09/a10 nicotinic acetylcholine receptor on OHCs; the fact
that gentamcin (at 150 mg/kg) reduced onset and delayed suppression further points towards a
main role for the MOC system. Although suppression was not always completely abolished
(Figure 28), unpublished data from shock-evoked DPOAE suppression from this laboratory (S.F.
Maison, personal communication) shows a mean reduction of MOC-induced suppression of
about 50%, such that it is not straightforward to interpret this finding with respect to MOC vs.
LOC contributions. Nonetheless, our data indicate a main role of the MOC system in both onset
and delayed suppression effects. On the other hand, some role for the LOC system cannot be
completely excluded. It is possible that the neural responses to contralateral noise include a small
suppression or enhancement due to the LOC contribution; however, given that the relative sizes
of neural vs. DPOAE effects are roughly as expected, any such LOC effects would presumably
be small. The best evidence for involvement of the LOC system is the relatively large delayed
RW noise suppression, which is poorly accounted for by MOC effects on EP alone.
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The MOC innervation of the ispilateral ear consists of a crossed and uncrossed component,
which have cell bodies on the contra- and ipsilateral half of the brainstem, respectively
(Schwartz 1992). Because MOC cells are driven by contralateral sound, we expect that ipsilateral
suppression by contralateral sound involves the uncrossed component of the MOC system. A
contribution of the crossed component would imply that it is activated by the probe tones used in
monitoring the CAP and DPOAE responses; this appears less likely, because the tones are brief
(5 ms for CAP and 40 ms for DPOAE primaries) and thus poor elicitors of MOC activity.
However, it is possible that repeated short tone bursts in combination with facilitation by the
contralateral noise, may evoke strong enough MOC responses in the crossed fibers to induce
suppression. To test this hypothesis we created a midline cut (interrupting the crossed, but not
the uncrossed, MOC fibers; verified histologically, not shown) in one experiment with clear
delayed suppression. The late suppression persisted despite the lesion, indicating that the crossed
fibers do not play a major role in the suppressive effects. Rather, the contralateral noise drives
MOC cells on the ipsilateral side of the brainstem, which send their uncrossed axons into the
ipsilateral cochlea. This reflex pathway has been well established already (Guinan 2006), but the
fact that persistent sound stimulation leads to increasing suppression had not been firmly
established.

Il.D.2.d Central vs. peripheral origin of the delayed component of suppression

Delayed suppression via the MOC system may occur as a result of an increased response rate
of MOC neurons or by a peripheral mechanism. Central modulation of MOC response rate has
been well documented as mediated by sounds presented to the non-preferred ear; this is referred
to as facilitation (Brown et al. 1998a; Liberman 1988b). Such facilitation does not only enhance
response rate, but also decreases MOC thresholds on- and off-CF, and these effects are
measurable for several minutes after the facilitating stimulus has stopped (Liberman 1988b). If
the delayed suppression in our data is due to central modulation of MOC responses, it would
imply that these cells can be modulated not only by inputs from the non-preferred ear, but also
from the preferred ear alone, if such stimulation acts sufficiently long.

Peripheral enhancement of MOC suppression has been documented in electrical stimulation
paradigms (Sridhar et al. 1995); continued shocks evoke several dB of suppression in addition to
the MOC fast effect, building up over 1-2 minutes. This is thought to involve slow recruitment of
distant SK2 channels in outer hair cell membranes by release and diffusion of internal calcium
stores, and has been called the “MOC slow effect”. To distinguish between central and peripheral
sites of action for delayed suppression in our data, we lesioned the OCB to the ipsilateral ear
half-way through the contralateral noise epoch, when delayed suppression had built up
completely, in two animals. As indicated in Figure 31, ipsilateral responses returned to baseline
immediately after the lesion, while prior data from the same animal displayed slow return at that
point. A fast recovery is not consistent with a peripheral site of action, which would yield a slow
return to baseline (as in Sridhar et al. 1995), but rather suggests that the late suppression is due to
an enhanced response rate of the MOC neurons. Overlaying a model MOC slow effect return to
baseline at the time of the lesion (white squares in Figure 31) shows that indeed a longer
recovery would be expected for the MOC slow effect. The immediate return to baseline can be
observed in some intact animals also, e.g. as in Figure 9, where recovery after contralateral noise
appears to consists almost exclusively of an offset (“immediate”) component, which is never
observed with the MOC slow effect.
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The results of the “during-noise” OCB lesion point towards the central origin of the delayed
suppression component. There are also other aspects of the data that are more compatible with a
central modulation of the MOC system than with the peripheral MOC slow effect. The frequency
dependence of delayed suppression is modest, although there is a minimum at mid-frequencies
(where onset suppression has a maximum). In contrast, the MOC slow effect has a high-
frequency bias (Sridhar et al. 1995), as illustrated in Figure 33 (left; data below 8 kHz were not
reported, but presumably slow effects remain small in that range). When adding sound-evoked
onset and delayed suppression, the resulting magnitude is essentially constant across the
frequency range we measured (Figure 33, right). This compares favorably with the near-constant
cochlear innervation density of MOC terminals at these frequencies in guinea pig, as estimated
from bouton areas of acetylcholinesterase-stained (AChE) terminals (Brown 1987; converting
place to frequency using the guinea pig cochlear map from Tsuji and Liberman 1997). The same
procedure applied to shock-evoked MOC fast and slow effects does not remove the tendency for
total suppression magnitude to decline at high frequencies (Figure 33, right). This discrepancy
for the shock-evoked case may not be problematic because the physiological mechanisms of the
MOC slow effect are due to processes occurring within the outer hair cells that may not depend
only on the strength of the MOC-OHC synapse, and in that case would not be revealed with
ACHhE staining. On the other hand, both onset and delayed sound-evoked effects are determined
by the response rate of MOC fibers, and should be consistent with synaptic innervation patterns.
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Figure 33. Comparison of onset and ‘delayed’ suppression for contra sound- vs. onset and ‘slow’ shock-evoked
MOC activity (left) reveals differences in frequency dependence (‘late’ refers to either ‘delayed’ or ‘slow’).
Sound-evoked delayed suppression is present at all frequencies, while shock-evoked slow effects have a high-
frequency bias. Onset suppression magnitude peaks at mid frequencies in both cases. Adding onset and ‘late’
suppression yields total suppression (right), which is compared to MOC efferent innervation density (assessed
via terminal bouton area). Sound-evoked total suppression magnitude follows the innervation density
reasonably well, while shock-evoked total suppression magnitude declines raidly at high frequencies. All data
are represented as fractions relative to their own maximum. Sound-evoked data from Figure 15; shock-evoked
data and bouton area as function of cochlear place from prior work (Brown 1987; Sridhar et al. 1995). Cochlear
place was converted to frequency using the guinea pig cochlear map (Tsuji and Liberman 1997).

Another feature of MOC late suppression that is more consistent with a central origin is the
negative correlation of MOC onset suppression (corresponding to the MOC fast effect) and
MOC delayed suppression (Figure 22 and Figure 23). This negative correlation is even visible in
the pooled data when binned into frequency bands (Figure 15, Figure 33): frequencies with
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strong onset suppression (mid-frequencies) have smaller delayed suppression, and vice versa
(low- and high frequencies). If delayed suppression was the result of a peripheral accumulative
effect, one would most likely expect a positive correlation with onset suppression: a larger initial
input to the outer hair cells should yield a larger accumulative effect. Such a correspondence was
indeed found for the MOC slow effect (shown in Fig. 8 in Sridhar et al. 1995); however, we
found exactly the opposite. Prior experiments involving facilitation of MOC neurons found that
facilitation was strongest (weakest) for cells that had weaker (stronger) responses to the preferred
stimulus alone (Brown et al. 1998b; Liberman 1988b). Apparently, the inverse correlation
between the onset response and response enhancement (whether by facilitation or sustained
monaural stimulation) is an intrinsic property of MOC cells. It suggests that the responses of
these cells can be modulated, but not beyond a particular maximum rate.

The physiological mechanism responsible for response enhancement of MOC neurons due to
sustained monaural stimulation is not known, and neither is the mechanism responsible for
binaural facilitation. There are several possibilities, including changes in synaptic input or
modulation of the cell’s internal state. There is anatomical evidence for noradrenergic input to
the superior olive (and cochlear nucleus) from the locus coeruleus in rat and guinea pig (Horvath
et al. 2003; Kromer and Moore 1980; Woods and Azeredo 1999), and iontophoresis of
noradrenaline leads to inward currents in a majority of identified MOC cells in vitro (Wang and
Robertson 1997) and suppression (via the MSO) or enhancement (via the LSO) of CAP in vivo
(Mulders and Robertson 2005). Additionally, cochlear nucleus neural responses can be
modulated by application of noradrenaline (Ebert 1996) or electrical stimulation of the locus
coeruleus (Chikamori et al. 1980); if this includes neurons within the MOC reflex pathway, this
would provide another route through which responses of MOC cells can be modulated. Although
there is no direct evidence that locus coeruleus neurons are responsive to sound, they receive
inputs from widespread regions of the central nervous system (Cedarbaum and Aghajanian
1978), so that some indirect auditory component may well exist. The putative impact of locus
coeruleus neurons on peripheral auditory processing does not seem outside the scope of the locus
coeruleus system as a regulator of behavioral state and modulator of sensory information
processing (Berridge and Waterhouse 2003; Devilbliss et al. 2006, Kossl and Vater 1989).
Alternatively, certain cell types in the auditory pathway have been shown to alter their response
properties during prolonged stimulation via 2*-messenger systems, e.g. through phosphorylation
of membrane channels (Song et al. 2005) or changes in expression of surface receptors (Chen et
al. 2007); these or other mechanisms could conceivably also alter response properties of MOC
neurons during sustained acoustic stimulation without the need to invoke the noradrenergic
inputs. Given that 2"-messenger systems can have large effects on cellular physiology and are
used throughout the central nervous system, such ‘instrinsic’ mechanisms for MOC response
modulation may be the most likely candidates.

II.D.3 Comparison to prior studies

Our experiments were designed understand the mechanism(s) behind sound-evoked slow
effects, as originally described by Lima da Costa et al. (1997a). They measured suppression of
RW noise in awake guinea pigs in response to long-term contralateral noise, and found fast and
“slow” suppression, which persisted up to 2 hours without adapting. Their fast suppression was
sensitive to low doses of gentamicin (150 mg/kg), but the “slow” component was not affected by
this dose, and required 250 mg/kg to be abolished. They ascribed their “slow” suppression to the
MOC slow effect (Sridhar et al. 1995); however, it is possible that it was the same MOC delayed
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suppression that we found, and showed to be mainly of central MOC origin, through a delayed
enhancement of MOC response rate. In the remainder, we will refer to their fast and “slow”
suppression in the terms we used, i.e. onset and delayed suppression.

The conclusion regarding the origin of the delayed suppression observed by Lima da Costa et
al. was based primarily on circumstantial evidence: that the time constant of their effect was
similar to the MOC slow effect, and of approximately equal size. They discounted the LOC
system on grounds that this nucleus projects nearly exclusively to the ipsilateral cochlea, but
because there is no evidence that LOC cells do not respond to contralateral sound such a
discounting is unwarranted. However, by measuring inner hair cell/neural potentials and also
outer-hair cell based responses (DPOAE, CM) we were able to provide solid evidence for the
involvement of the MOC system in the delayed modulation of suppression. Our data does not
rule out a contribution of the LOC system, but if present, is probably minor compared to that of
the MOC system. Besides measuring additional ipsilateral metrics, we also added experiments
involving curare to rule out middle ear muscle effects, and brainstem lesions as positive controls
for the involvement of the OC system.

Overall our results on suppression of RW noise compare reasonably well with those of Lima
da Costa et al. in the sense that we both report onset and delayed suppression, with comparable
time constants. However, we found suppression magnitudes (mean over animals) of about 0.2,
0.5, and 0.7 dB for onset, delayed, and total suppression components, while Lima da Costa et al.
found about 3, 1.5, and 5.5 dB, respectively. One important difference was that Lima da Costa et
al. used awake guinea pigs, which presumably would lead to larger MOC suppression and may
prevent adaptation; it is thought that while Fentanyl does not affect MOC response rate,
pentobarbital (Nembutal) depresses MOC activity in a dose-dependent manner, up to about 50%
for dosage typically used for guinea pigs (Boyev et al. 2002). Thus, anesthetic state may explain
the differences in suppression magnitude between Lima da Costa et al. and our data, although it
is not meaningful to attempt a precise calculation of the effects of anesthesia in our paradigm.

Delayed suppression in our experiments tended to adapt after reaching a maximum in 2-3
minutes (typical examples in Figure 30), although not in all animals, and in some cases delayed
suppression continued to increase for the full 5 minute of contralateral noise. Mean adaptation
was roughly 1/3 of delayed suppression magnitude both for CAP and DPOAE (Figure 24). The
late suppression in Lima da Costa et al. did not adapt, even for contralateral noise durations of up
to 2 hours. It is unclear how this difference in adaptation might occur; perhaps as a result of
anesthesia. The MOC fast effect does not adapt in anesthetized guinea pig (Brown 2001), so it
appears adaptation reflects a weakening of the delayed effect, which is consistent with the
aforementioned mathematical correlation between adaptation and delayed suppression.

Gentamicin is a known blocker of the MOC reflex (Yoshida et al. 1999), and we found both
onset and delayed suppression to be abolished 2 hours after an injection of systemic gentamicin
at 150 mg/kg (Figure 27 and Figure 28). However, for Lima da Costa et al. this dose only
abolished onset suppression, while delayed suppression required 250 mg/kg. It is possible that
strain differences (we used albino, whereas Lima da Costa et al. used pigmented guinea pigs)
lead to differential sensitivity to gentamicin, or that our animals required a smaller dose because
of the difference in anesthetic state. We did not use different doses of gentamicin, so we do not
know whether our MOC onset and delayed effects could be dissociated like in Lima da Costa et
al. It is possible that the delayed effect requires a higher dose because the MOC-OHC synapse
has to be blocked more completely, as delayed suppression reflects a higher response rate of the
MOC neurons.
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I.D.4 Functional implications of delayed suppression

By studying peripheral effects of the MOC system during persistent sound stimulation, we
found increased suppression relative to the MOC fast effect. The mean magnitude of delayed
suppression seems to be at least as large as onset suppression, both for CAP and DPOAE (Figure
13 and Table 1). When expressed as equivalent attenuation, delayed suppression for CAP is
about twice as large as onset suppression, approx. 1 vs. 0.5 dB, and about similar for DPOAE,
about 0.5 dB (Figure 15 and Table 2). Although we did find a tendency for delayed suppression
to adapt over time, this may be a result of anesthesia, as adaptation does not seem to occur in
awake guinea pigs (Lima da Costa et al. 1997a), although in that case only RW noise was
measured.

Il.D.4.a Application to natural conditions

Although the magnitude of delayed suppression as measured in our experiments appears
rather modest, the effects could be considerably larger in naturalistic conditions. First, our
animals were anesthetized, which depresses MOC activity; for barbiturate anesthesia
(Nembutal), MOC-induced fast suppression of DPOAE is reduced by about 50% relative to
unanesthetized controls (Boyev et al. 2002). Also, evoking the MOC reflex using contralateral
sound activates only 1/3 of the total MOC innervation to the ipsilateral ear (Guinan 1996); the
remaining 2/3 consists of the ipsilateral MOC reflex, which would be activated in naturalistic
conditions considering that ambient noise will usually be of approximately the same level in both
ears. If we fully account for these two factors, effective attenuations could be 6x larger, i.e.
nearly 10 dB total equivalent attenuation for CAP (about 1/2 — 2/3 of which would be due to
delayed suppression), although without a direct measurement in these conditions this figure must
be interpreted with caution. Further complications of binaural stimulation would be that all of the
participating MOC neurons will be facilitated (e.g., Liberman 1988b), further increasing their
response rate and increasing cochlear suppression; on the other hand, continual background noise
in the ipsilateral ear will cause adaptation at the inner hair cell-neural synapse (Fuchs 1996),
which depresses CAP responses, but can be ‘unmasked’ to some extent by the MOC system
(Dolan and Nuttal 1988).Eestimating the magnitude of late suppression in awake animals with
binaural noise stimulation is too complex to attempt a meaningful computation and requires
direct experimental data. What does seem clear is that suppression in these circumstances will be
larger, and quite possibly substantially larger, than measured with our paradigm.

1.D.4.b Implications for protection against acoustic injury

Among the various putative functional roles of the MOC system, protection against acoustic
overexposure, anti-masking, and dynamic range extension are those most likely to be augmented
by sound-induced delayed suppression. As we found that the size of delayed suppression,
expressed in terms of equivalent attenuation, is at least as large, or larger, than onset suppression
(Figure 15 and Table 2), its impact on cochlear physiology must be considered to be substantial.
The role of the MOC system in protection against acoustic injury is well established, both for
temporary as well as permanent trauma (Kujawa and Liberman 1997; Rajan 1991; Reiter and
Liberman 1995; Zheng et al. 1997). At sufficiently high levels of the traumatizing stimulus, any
further increase results-in supra-linear increases in threshold shift, from 2 to 9 dB/dB in mice,
depending on strain (Yoshida et al. 2000); in guinea pig the growth of PTS with noise level is
more difficult to evaluate because inbred strains are not available so that between-animal
variability is larger (e.g., Maison and Liberman 2000). Although it is commonly assumed that
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MOC effects are most potent at low stimulus levels, this is based on the level dependence of
suppression magnitude, which we also found (Figure 13). However, most (if not all) of this
decrease in suppression can be explained by the reduction in slope of the I/O function with
increasing level (both for CAP and DPOAE, cf. Figure 8 or Figure 14); when expressed as
equivalent attenuation, MOC effects are found the be large at mid- and high stimulus levels also
(Figure 15); this has been pointed out before (Gifford and Guinan 1987; Guinan and Stankovic
1996). Thus, when considering protective mechanisms, it may more meaningful to consider the
effective reduction in input (equivalent attenuation) than reduction in output (suppression
magnitude), although this depends on the mechanisms responsible for acoustic trauma, which are
not well understood. However, if the input level shift is the correct metric, the MOC system
should be considered to be effective in protecting against acoustic overexposure at high levels,
and the fact that traumatic exposures are usually of long duration (>2-3 minutes) means that
delayed suppression will be fully activated during such exposures (assuming there is no
adaptation in awake animals). Characterizing total MOC reflex strength (onset and delayed
components) may improve estimates of susceptibility to noise-induced injury relative to using
MOC fast suppression only as in Maison and Liberman (2000).

It is not entirely clear whether our data resolve the discrepancy between the established role
of the MOC system in reducing noise-induced injury at low and high frequencies (Kujawa and
Liberman 1997; Zheng et al. 1997) and the findings that this protection is most likely based on
the MOC slow effect (Reiter and Liberman 1995), which is effective at high frequencies only
(Sridhar et al. 1995). Our data provide compelling evidence that the gradually increasing
cochlear suppression induced by sustained contralateral noise is due to a gradually increasing
MOC response rate, which can thus be seen as a gradual strengthening of the MOC fast effect.
Additionally, MOC spontaneous rate would be increased also, explaining the gradual recovery of
cochlear responses after noise offset. By itself, this increase in MOC fast effect should not
increase resistance to acoustic injury, as was found in a study with overexpression of SK2
channels in transgenic mice (Maison et al. 2007a). On the other hand, overexpression of SK2
channels enhances the fast effect because of increased outward K* currents across the outer hair
cell membrane, not because of a greater MOC input; whereas our delayed suppression is due to
an increased MOC input. If protection results from downstream effects of MOC synaptic input to
the outer hair cells (cf. Maison et al. 2007a; Yoshida et al. 2001), MOC delayed suppression
might still be able to afford increased protection, perhaps via activation of the MOC slow effect
or other downstream phenomena in the outer hair cells. The slow effect scales with MOC
response rate (Sridhar et al. 1995), so it is possible that as a result of MOC late suppression, the
MOC slow effect is evoked (or enhanced).

I1.D.4.c Implications for anti-masking, dynamic range adjustment, and
measurements in humans

The MOC system has been shown to increase the response to transient stimuli presented in a
background noise, both in terms of response rate of single auditory nerve fibers, as well as CAP
responses (Dolan and Nuttal 1988; Kawase et al. 1993; Kawase and Liberman 1993). This effect
is thought to arise via a reduction of adaptation at the inner hair cell-neural synapse (Liberman
and Guinan 1998). MOC delayed suppression during prolonged masking noise should be
considered an effective addition to the fast effect in this role as anti-masking mechanism.

Dynamic range adjustments due to MOC late suppression, combined with the MOC fast
effect, could yield a large shift in cochlear /O functions, and would be effective at low and high
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stimulus levels. This may be particularly useful for low-threshold, high-spontaneous rate (SR)
auditory nerve fibers, which have relatively small dynamic ranges, on the order of 30 dB (Kiang
1965); high-threshold low-SR typically have much wider dynamic ranges, but would still benefit.
Because MOC late suppression works on a slow timescale, it would act to slowly shift the
operating point of neural response functions to a regime where they are more sensitive to
changes in input level, thereby presumably improving intensity discrimination. Studies in the
guinea pig midbrain have shown that principal cells in the inferior colliculus do shift their rate-
level functions in response to the level statistics of the stimuli (Dean et al. 2005), and the basis
for this ability would appear to commence in the cochlea through the action of the MOC reflex,
aided by delayed MOC suppression.

The data presented indicates that sustained noise enhances the responses of MOC neurons
and creates a “late suppression” component of cochlear responses in guinea pig; data presented
elsewhere appears mostly consistent with our findings (Lima da Costa et al. 1997a). The size of
the delayed suppression appears comparable or even larger than the fast suppression, so its
functional implications may be of great importance. It would be interesting to investigate
whether the effects seen here in the guinea pig also occur in humans. However, the experiments
cannot be directly applied to humans due in part to the invasive nature of some of the
measurements. Nonetheless, there may be several options that would allow non-invasive
assessment of MOC late suppressions in humans. Although gross cochlear potentials (CAP, CM,
RW noise) require opening of the middle ear space, otoacoustic emissions are completely non-
invasive and are routinely measured in humans. Thus, it appears that this aspect of our paradigm
can be directly applied to the human case. The only potential drawback is that DPOAEs are
smaller in humans than in rodents, but other types of OAEs may offer suitable data — chiefly
stimulus-frequency (SF) OAEs and transient-evoked (TE) OAEs. Both types are routinely
measured in humans and can be used to assay MOC activity (Guinan 2006). SFOAEs may be
more cumbersome, as they typically require measurement with and without suppressor tone to
estimate the OAE component (Guinan 2006), and may not offer sufficient time resolution.

Non-invasive measurement of sound-evoked neural responses in human can be done with
auditory brainstem responses (ABR), and can be used to detect efferent modulation of cochlear
response (e.g., Sininger and Cone-Wesson 2006). However, compared to CAP, ABR amplitudes
are much smaller: about 5 vs. 200-400 pV at high SPL in rodents. In humans, ABRs are
measured with scalp electrodes, and are even smaller: Wave V is typically largest, on the order
of 0.5 uV, and typically requires between 1000-2000 averages for sufficient signal-to-noise ratio
(5.G. Kujawa, personal communication). This makes it unlikely that this is a feasible method to
track changes in neural response with a sample time of about 10 s; a further complication is that
Wave V is generated in the brainstem and may reflect more complex efferent influences than the
CAP. Better results may be obtained by using electrocochleography, which uses a surface
electrode closer to the auditory nerve, resulting in larger potentials; this approach has been
shown to be able to measure contralateral-sound induced suppression of CAP in humans (Folsom

and Owsley 1987).
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Summary

We investigated peripheral olivocochlear effects of sustained contralateral broadband noise
in anesthetized guinea pig. We found evidence of medial olivocochlear (MOC) effects on two
timescales: the classic MOC ‘fast effect’, followed by a gradually increasing suppression, which
we call MOC ‘delayed suppression’. This suppression typically takes 2-3 minutes to build up,
occurs at all frequencies of guinea pig hearing, and affects distortion product otoacoustic
emissions (DPOAEs), compound action potentials (CAPs), and round window noise. In contrast
to the MOC “slow effect”, which has been reported for sustained shock-evoked MOC activity
(Sridhar et al. 1995), MOC delayed suppression does not build up in the outer hair cells but
probably reflects central modulation (enhancement) of MOC responsiveness and can be viewed
as a gradual increase in the strength of the MOC fast effect. We found that, on average, the
magnitude of the late suppression is comparable to that of the MOC fast effect and may have
significant implications for the functional roles of the MOC system, such as protection against
acoustic trauma, anti-masking, and dynamic range extension.
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lll Bilateral balancing of cochlear afferent output
by the lateral olivocochlear system: Assessing
changes in contralateral response after
unilateral threshold shift

lll. Aintroduction

The olivocochlear efferent system comprises two components, arising in the superior olivary
complex and innervating cochlear sensory cells and neurons (for recent reviews, see Guinan
2006; Guinan 1996; Schwartz 1992). It has long been recognized that the medial (MOC) portion
can reduce cochlear neural responses (Gifford and Guinan 1987; Wiederhold and Kiang 1970),
and more recent insights identify cholinergic transmission to the electromotile outer hair cells as
final effectors in this reflex pathway (reviewed in Lustig 2006; Santos-Sacchi 2003). The
physiology and function of the lateral (LOC) portion has remained largely obscure, primarily
because the LOC axons are thin and unmyelinated, preventing microelectrode recordings to
elucidate their response properties and electrical stimulation to study their cochlear effects
(Guinan 1996). However, indirect electrical stimulation via the inferior colliculus has shown that
LOC neurons are able to enhance or depress compound action potentials (CAP) without affecting
outer hair cell responses (Groff and Liberman 2003), consistent with the fact that LOC fibers
terminate exclusively in the inner hair cell area (Liberman 1980; Maison et al. 2003a).

The LOC system (with cell bodies in the lateral superior olive, LSO) appears to contain a
variety of neurotransmitters, some of which are classically considered inhibitory, such as y-
amino-butyric acid (GABA) and dopamine, and others excitatory, such as acetylcholine (ACh),
and there is some evidence for the presence of various peptidergic and opioid neurotransmitters
and/or -modulators also (Eybalin 1993). One of the proposed functions of the LOC system is
protection of primary afferent neurons against acoustic injury, possibly through the ability of
dopamine to reduce afferent discharge rates (d'Aldin et al. 1995; Darrow et al. 2007; Le Prell et
al. 2003; Ruel et al. 2006).

Recently, a bilateral model for the LOC system has been proposed (Darrow et al. 2006a; for a
more general point of view, see Illing et al. 2000). This model proposes that the LOC system
continually monitors afferent discharge from both cochleas, and by integrating these with long
time constants, is able to detect long-term differences in average output. By providing feedback
to the ipsilateral cochlea, such long-term differences can be reduced, ensuring ‘bilateral balance’
of cochlear output, which would be important for binaural auditory processes such as sound
localization and binaural signal detection. This model was based on findings in mice with
unilateral LSO lesions which showed that (i) ipsilateral ABR amplitudes were higher than
contralateral ABR amplitudes (implying that LSO feedback has a net negative sign) and (ii) the
correspondence of ABR amplitudes between the two ears in these animals was very poor, while
they were well matched in intact and sham controls. This model may represent a specific
neurophysiological substrate of the behavioral plasticity observed in humans and other animals
in sound localization tasks (Kacelnik et al. 2006; Van Wanrooij and Van Opstal 2005).

We aimed to test the bilateral balancing model of the LOC system with a different set of
experiments. If the model is correct, then in animals with intact brainstem circuitry,
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experimentally induced alterations to the afferent neural discharge of one ear should be matched
contralaterally, without affecting contralateral thresholds or outer hair cell function. Accordingly,
we used various cohorts of mice separated into treatment and control groups, and measured
bilateral ABR and DPOAE input/output (I/O) functions about ten times during 1-2 months.
About halfway through this period, we created a reduction in afferent neural discharge on one
side, and observed the contralateral responses for the remainder of the experimental duration,
and compared those to baseline values. Reductions in ipsilateral neural discharge, varying from
mild to severe, were created through threshold shifts, using either high-level sound exposures or
lesions creating conductive impairments.
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lll.BMethods

lil.B.1 Animals and experimental manipulations

Four different cohorts of mice were tested; each cohort consisted of a treatment and control
group. Controls went through the exact same protocol as treatment animals (i.e., same
measurements taken on the same days), except for not receiving the treatment. For each cohort,
bilateral ABR and DPOAE I/O functions were measured across a wide frequency and level
range. These measurements were obtained 3-4 times over a period of about 2 weeks, constituting
the baseline data for that cohort. At that point the treatment group received the unilateral
manipulation. Immediately afterwards, and subsequently at approximately logarithmically
spaced intervals, bilateral ABR and DPOAE I/O functions were measured as before, 5-6 times
until 3-4 weeks post-treatment.

The manipulations for the treatment groups were designed to induce unilateral sensorineural
hearing loss in two cohorts (inducing temporary and permanent threshold shift in one cohort
each) or a conductive hearing loss in another cohort (tympanic membrane lesion). Another
cohort was tested with a low-level non-traumatic stimulus that was used as low exposure level
control. Full details regarding the exposures and measurement days for each cohort are given in
the Results section.

Mice (Mus musculus, male and female, CBA/J or CBA/Cal, Jackson Laboratories) entered
the experimental protocol between 6 and 10 weeks of age. No surgery was required except for a
small bilateral pinna slit to enable accurate positioning of the acoustic assembly at the ear canal.
Animals were anesthetized during recordings using ketamine (100 mg/kg, i.p.) and xylazine (20
mg/kg, i.p). One booster of half the original dose was given halfway through the measurements
(after about 45 minutes). In cases where animals were acoustically traumatized, they received a
booster immediately after the exposure, followed by the standard recordings. Various cohorts of
animals were tested, using different experimental manipulations, described below. Recordings
were done in a table-top sound-insulated and electrically shielded chamber, which was heated to
a constant 34° C.

lll.B.2Signal generation, acquisition, and stimuli

lll.B.2.a Experimental system

All stimulus generation and signal acquisition was achieved digitally using custom software
in Labview. D/A and A/D conversion was accomplished in a data acquisition (DAQ) board
(National Instruments PCI-6052E) interfaced with a BNC terminal block (National Instruments
BNC-2090). Output stimuli (sample rate 200 kHz) were fed through the DAQ, programmable
attenuators (TDT-PA5), electrostatic speaker drivers (TDT ED-1) and electrostatic loudspeakers
(TDT EC-1). Acoustic signals were recorded with a microphone, pre-amplified by 40 dB
(Etymotics Research ER-10C), and fed into the DAQ (sample rate 200 kHz). The microphone
was occasionally calibrated using a pistonphone (Bruel & Kjaer 4228) and a dedicated
calibration microphone (Bruel & Kjaer 4132); the loudspeakers were calibrated every time they
were inserted into an animal’s ear canal. Gross potentials were bandpass filtered (300-3000 Hz)
and pre-amplified 10,000x (Grass P55) and fed into the DAQ (sample rate 100 kHz). The same
hardware was used for measuring both ears.
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Acoustic overexposure made use of the same hardware system, except the loudspeakers were
replaced by an electrodynamic tweeter (Realistic 40-1377, Radio Shack) capable of delivering up
to approximately 130 dB SPL pure tones at 11 kHz (harmonic distortion approximately 40 dB
down), driven by a power amplifier (Crown D-75) instead of the electrostatic speaker drivers.

lll.B.2.bDPOAESs

DPOAE stimuli consisted of primaries f; and f>; f> was set to 5.6, 8.0, 11.3, 16.0, 22.6, 32.0
and 45.6 kHz, and f,/fi = 1.22. The f; level varied from 10 to 80 dB SPL in steps of 5 dB; the
level of f; = f, + 10 dB. Both primaries were gated on and off synchronously and had a duration
of 40 ms with no interruption between repetitions (effectively creating a continuous signal of
4 s). The magnitude of the cubic distortion component at 2f;-f, was computed from the average
of 4 microphone spectra, while each spectrum used was the average of 25 waveforms. Sound
delivery and pickup were combined in a miniature acoustic assembly that fit into the ear canal of
the mouse. Each primary component was fed into separate electronics and loudspeaker to
minimize intermodulation distortion in the system hardware. Distortion testing with a coupler
indicated that system distortion was negligible up to nearly 80 dB SPL.

lll.B.2.cABRs

ABR stimuli consisted of tone pips, measured at the same frequencies as the f; primaries in
the DPOAE measurements. The stimulus level for /O functions was varied from 5-25
(depending on frequency) to 80 dB SPL, initially in 5 dB steps, but increasing to 10 dB steps
after the ABR amplitude reached a criterion level (0.75 uV peak-to-peak). Repetition rate of the
tone pips was 40/s. The duration of the tone pips was 4 ms, with 0.4 ms raised-cosine ramps.
Stimuli were presented in opposite-polarity pairs, such that cochlear microphonic could be
removed from the ABR waveforms by averaging the responses of the pair. ABRs were averaged
from 512 stimulus pairs (reduced to 254 after reaching the criterion level). ABR signals were
recorded as the differential between transdermal electrodes placed at the vertex and bulla, using a
ground near the tail (electrodes were inserted only during the experiments).

lil.B.3Data analysis

lll.B.3.aDPOAES

All data analysis was done offline in MarLas. DPOAE I/O functions were used to obtain
DPOAE thresholds and suprathreshold response metrics. Threshold was computed as the f; level
required to obtain a 0 dB SPL 2f;-f,. This f, level was obtained by linear interpolation of the I/O
function. Suprathreshold response level was extracted directly from the magnitude spectrum of
the data.

ll.B.3.bABRs

ABR 1/0O functions were also used to obtain ABR thresholds and suprathreshold response
metrics. Threshold at each frequency was obtained by visual inspection of the stacked ABR
waveforms (as recorded at successively increasing input levels at fixed frequency). The lowest
input level at which any portion of the ABR waveform was discernable was regarded as
threshold. Suprathreshold response amplitudes were obtained for the various portions of the
ABR waveform. We analyzed the first five clearly identifiable waves of the ABR, and mark
these 1 through 5, following conventions for mice (Burkard et al. 2001). The amplitude of each
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wave was calculated as the peak-to-peak voltage, by subtracting the immediately following
negativity from the wave’s positivity (P1-N1 through P5-N5). Identification of the waves and
extraction of the P1-5 and N1-5 amplitudes was achieved with semi-automated algorithms. To
facilitate comparison with DPOAE, ABR amplitudes were converted to a dB scale expressed re
0.125 pV (the approximate noise floor of the averaged recordings).

The bilateral balancing model (Darrow et al. 2006a) specifies that cochlear afferent output,
i.e. average response rates in the auditory nerve, should be matched between both cochleae, but it
does not say anything regarding possible changes in brainstem physiology. Wave 1 of the ABR
is generated exclusively by the auditory nerve, but later waves reflect activity in various nuclei
and cell populations of the brainstem (Melcher et al. 1996; Melcher and Kiang 1996). Thus, with
our paradigm we can also track changes in waves 2-5 over time to investigate any possible
effects of unilateral changes in cochlear output on brainstem responses; we do so for one of the
cohorts presented below.

lll.B.3.cResponse tracking over time

As we were interested in observing changes over time, both DPOAE and ABR data were
plotted as a function of time (in days), separating frequencies into different panels. To facilitate
comparison between ipsi- and contralateral responses (including those of controls), as well as
ABR vs. DPOAE metrics, we show all data from an experiment in one single figure, e.g. as in
Figure 35. The organization of these figures will be illustrated with reference to the examples
shown in:

" Organization of axes: the horizontal axis indicates measurement days, where the trauma
is set to day 0. Note that the measurement at day 0 was taken immediately after the
trauma. This is indicated by the dashed vertical line, which is offset to -0.5 days for
clarity. Response changes after trauma tend to occur rapidly initially but slower at longer
time intervals. To better visualize such changes, the post-trauma time axis is logarithmic,
while negative (baseline) days (up to and including day 0) are shown on a /inear scale.

* The horizontal time axis has tick marks at the exact days when measurements were taken:
due to the small size of the panels, not all days can be indicated with tick mark labels. To
aid in the process of extracting the measurement days, the top portion of each figure
contains a summary of measurement days during the baseline and post-trauma period,
and also indicates the type of trauma induced on day 0, indicated by the dashed vertical
line (which coincides in time with the dashed vertical line in the panels).

* ABR and DPOAE thresholds greater than 80 dB SPL and are encoded as either 80 dB
SPL for ABR or 85 dB SPL for DPOAE data. We used 80 dB for ABR, because without
a higher-level measurement it is difficult to tell whether 80 dB SPL is threshold or not
(we use a qualitative visual criterion to determine threshold); however, for DPOAE we
use a response level criterion, so that if threshold is not reached at 80 dB SPL, we can be
certain that it is higher. To indicate such ceiling effects, upward triangles are placed at the
appropriate day, and the accompanying number shows how many ears had supra-
threshold ceilings. Indicated thresholds are thus lower-bound estimates of the true
thresholds at those days. ‘

* Response levels are indicated at a low (40 dB SPL) and high (70 dB SPL) stimulus level,
indicated by a bright (high SPL) or dark (low SPL) shade of the base color (red, blue, or
green).
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- Noise floor is indicated by crosses in the response level panels. For ABR data, noise floor
was estimated as the mean of the P1-N1 output level at the lowest two input levels
(typically 2-4 ABR measurements were taken below threshold at any frequency), and the
noise floor shown is the grand mean over all measurement days. For DPOAE data, noise
floor is extracted as the mean spectral magnitude of 2 Fourier bins immediately above
and below 2f,-f5, and is reported as measured at each measurement day.
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Figure 34. Illustration of DPOAE threshold (left) and response level (right) data as presented in Figure 35 and
further (ABR data follow the same format). Each panel shows mean (+ s.e.) data from ispilateral (red),
contralateral (blue), and contralateral control (green) ears. Organization of panels explained in the text.
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lll.CResults

Four cohorts of mice were tested for contralateral effects in response to different ipsilateral
manipulations. These manipulations consisted of exposures to loud sounds of varying level,
producing moderate to minimal permanent threshold shifts, or alternatively a conductive hearing
impairment induced by tympanic membrane perforation. One cohort of mice was exposed to low
level sounds as a control.

For each of the cohorts presented below, we show ABR and DPOAE thresholds and
suprathreshold responses at all 7 frequencies (5.6-45 kHz). DPOAE thresholds and response
levels measured at 5.6 kHz are generally uninformative because they are typically at ceiling level
or in the noise floor, respectively; at 8 kHz, this is slightly better (in contrast, ABR thresholds
and response levels do not suffer from ceiling effects at any frequency). Response variability is
generally smallest at the mid-frequencies (11, 16, 22.6 kHz) for both DPOAE and ABR. At 32
and 45.6 kHz, variability increases, likely in part because the small wavelengths at those
frequencies (about 10 and 7 mm, respectively) makes calibration of sound pressure level at the
eardrum more difficult than at lower frequencies.

lIl.C.1 Contralateral effects of ipsilateral noise-induced permanent threshold
shift

Six CBA/Cal mice (all female) entered the protocol at 6 weeks of age. Bilateral ABR and
DPOAE measurements were taken over the course of about 11 weeks at 10 different days,
divided into 3 baseline measurements and 7 post-exposure measurements (at days 0, 1, 2, 4, 8,
16, and 32). At day 0 animals received a pure tone exposure at 11 kHz, 118 dB SPL for 30 min
in the right (ipsilateral) ear. A control group of six mice (CBA/J, all female) were measured
similarly at a subset of the days the treatment group was measured (4 times over the 11 week
period), but was not exposed. Four of the exposed animals sustained permanent threshold shifts
(PTS), while the remaining two animals recovered. These two animals were added to the cohort
that received a lower-level exposure (Section II1.C.2) and will not further be considered in this
section. We present an objective method for separating animals from one cohort into distinct
subgroups in Appendix IIL.F.2.

The PTS of the exposed animals (peak of 40-50 dB shifts) led to ABR and DPOAE
thresholds of 60 dB SPL or higher, as shown in the top two rows of Figure 35 for the ipsilateral
(red) data. The amount of shift in ABR and DPOAE thresholds is approximately the same, which
is commonly observed in noise-induced trauma (e.g., Maison et al. 2007a). An interesting feature
of the threshold shifts is that at the lower frequencies threshold shift continue to increase over
time; at 5.6 kHz, there is no initial threshold shift, but about 25 dB shift at day 4, which then
decreases to about 15 dB (the increase at the last measurement is also reflected in the control
data, and is probably not related to the exposure). This is only visible in the ABR data, as
DPOAE:s at 5.6 kHz are not measurable. We return to this issue in the Discussion. At mid and
high frequencies, the immediate shift remains fairly stable until the final measurement day (32
days post-exposure).

Contralateral thresholds (blue) appear unaffected by the exposure, and are fairly stable over
the entire experiment duration. Some changes do occur, e.g. improvements in threshold from day
-20 to 0, perhaps a maturation phenomenon,; this is also visible in the ipsilateral ears and those of
controls (green). In some cases, contralateral thresholds appear to go through a minimum several
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days post-exposure, especially for ABR, but this appears to be simply a continuation of what
occurred prior to the exposure. The control group in the PTS cohort was not measured in the first
few days after the exposure, so we do not know whether threshold of these controls also had a
minimum during the same period. Nonetheless, the data show no sign of contralateral threshold
changes due to the ipsilateral exposure.

Changes in ipsilateral suprathreshold ABR and DPOAE response levels over time are
consistent with the threshold data. The bottom two rows of Figure 35 show ipsi- (shades of red)
and contralateral (shades of blue) ABR P1-N1 and DPOAE levels, and contralateral controls
(shades of green), for both low (40 dB SPL, dark shade) and high (70 dB SPL, bright shade)
stimulus levels. There is a bilateral increase in response prior to the exposure at some
frequencies, consistent with the simultaneous decrease in ABR and DPOAE thresholds.
Ipsilateral response levels decrease greatly immediately after the exposure, and remain stable
thereafter, except at the lowest frequencies, where responses decay slowly after day 0. The
decrease is only about 20 dB for the ABR responses, whereas ABR threshold shifts of up to 40
dB occurred; this can be explained by the sub-linear growth of ABR responses with input level
(cf. Figure 39 below). The decrease in DPOAE responses is as large as 40 dB, commensurate
with the steeper I/O growth functions. Contralateral ABR responses go through a small
maximum after the exposure, but as explained above with regard to contralateral thresholds, it is
likely not an exposure-related effect. With that in mind, overall post-exposure contralateral
responses, both ABR and DPOAE, seem consistent with control data across frequency and post-
exposure time. Taken together, neither threshold nor response level data from the PTS cohort
indicates marked contralateral effects of a unilateral PTS exposure.

70



PTS
Baseline Exposure Post-trauma

A A A EA A A A A A A
18 13 5 o 1 2 4 8 16 32

5.7 kHz 8 kHz 11.3kHz 16kHz 226kHz 32kHz 45.3kHz

o]
o

ABR Threshold (dB SPL)

!
%

20

o'

60

Yl

40

£ 2 | % 2

= |psi
== Contra
20 |= Contra Ctrl

DPOAE Threshold (dB SPL)

60

40

20| g™

ABR P1-N1 Level (dB re 0.125 pV)

emA 70dBSPL

ema 40dBSPL
40

20

b AT ,
40% 5 ; 3

-18 -50 2832 -18 -502 832 -18 -502 832 -18 -502 832 -18 -502 832 -18 -50 2 832 -18 -50 2 832
Time (days)

DPOAE Level (dB SPL)

Figure 35. ABR and DPOAE thresholds (upper two rows) and suprathreshold response levels (bottom two
rows) for ipsi (red, n=4), contra (blue, n=4), and contra control ears (green, n=6) of the PTS cohort.
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lIl.C.2 Contralateral effects of ipsilateral noise-induced temporary threshold
shift

Four CBA/CaJ (all male) entered the protocol at 7 weeks of age. Bilateral ABR and DPOAE
measurements were taken over the course of 6 weeks at 9 different days, divided into 4 baseline
measurements and 5 post-exposure measurements (at days 0, 2, 4, 8 and 16). At day 0 animals
received a pure tone exposure at 11 kHz, 115 dB SPL for 30 min in the right ear. Two animals
(both female, CBA/]) from the PTS cohort were added to this TTS cohort because their post-
exposure response recovery was very similar (they did not sustain a PTS). These additional
animals were measured at all the post-exposure days the TTS cohort was measured, so the data
was pooled, yielding a total of six animals for the exposed group in the TTS cohort (the age of
the two additional animals at the exposure day was nearly 9 weeks, while the age of the other
four animals was more nearly 11 weeks when exposed). Finally, a control group of four mice
(CBA/Cal, all male) were measured in similar fashion at the exact same days as the exposed
animals, but were not exposed.

Figure 36 shows ABR and DPOAE thresholds (rows 1 and 2) for ipsilateral (exposed, red),
contralateral (blue), and control contralateral (green) ears. Immediately after the exposure, a
threshold shift of about 40 dB occurs for both ABR and DPOAE, at 16 kHz and higher (8 and
11.3 kHz show smaller shifts). These recover over the course of the following days, more slowly
as frequency increases. Small thresholds shifts (5-10 dB) remain at most frequencies; at 45.6
kHz, thresholds did not appear to have stabilized yet at day 16. Contralateral thresholds do not
change by more than a few dB immediately after the exposure (and thus probably unrelated to
the exposure), and changes in the subsequent days appear unremarkable. At 22.6 and 32 kHz
there is a weak trend for contralateral ABR thresholds to decrease after the exposure, but this can
be seen in DPOAE thresholds at 22.6 kHz, too. In any case, mean changes are modest relative to
standard errors, and also with respect to control data.

Suprathreshold responses for ABR and DPOAE are shown in rows 3 and 4 of Figure 36, for
ipsilateral (exposed, shades of red), contralateral (shades of blue), and contralateral control
(shades of green) ears, at low (40 dB SPL, dark shade) and high (70 dB SPL, bright shade)
stimulus levels. Ipsilateral responses decrease strongly immediately after exposure (except at the
lowest frequencies) — for the lower stimulus level, responses are mostly at the noise floor. ABR
responses at the higher stimulus level generally return to (near) baseline levels at day 2, although
recovery is slower at the highest frequencies. However, at the lower stimulus level, responses
appear to stabilize slightly below baseline levels, consistent with the small PTS seen in the
threshold data. This incomplete recovery of response levels appears in the DPOAE data also.
Contralateral response levels are not affected immediately after the exposure (or at most by a few
dB), nor is there a systematic drift in response in subsequent days, or a marked change with
respect to control data. This is the case both for the mid frequencies, where ipsilateral responses
recovered rapidly (by day 2) as well as at the higher frequencies, where responses remain
depressed for several more days (and at the highest frequency have not yet recovered by day 16).
Taken together, neither threshold nor response level data from the TTS cohort indicates marked
contralateral effects of a unilateral TTS exposure
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lil.C.3Ipsilateral effects of low-level exposures

Nine CBA/J (4 female, 5 male) entered the protocol at 9 weeks of age. Bilateral ABR and
DPOAE measurements were taken over the course of about 2.5 weeks at 6 different days,
divided into 2 baseline measurement and 4 post-exposure measurements (at days 0, 2, 4, and 8).
At day 0 animals received a pure tone exposure at 11 kHz, for 30 min in the right ear at 70 (n=2),
96 (n=3), or 103 dB SPL (n=4). We report ipsilateral thresholds and response levels;
contralateral data was generally stable, as was also found for the PTS and TTS exposures
reported previously. These exposures were chosen to range from well-below to mildly traumatic
levels to obtain an extensive record of cochlear effects of a wide range of exposures, with high
time resolution. Two additional animals (both female) were not exposed and served as controls;
they were measured at the same days.

Figure 37 shows ipsilateral ABR and DPOAE thresholds (rows 1 and 2) across frequency
(columns 1-7) and over time (horizontal axis), for the 3 groups exposed at 70 (yellow), 96
(magenta), and 103 dB SPL (cyan), as well as unexposed controls (green). Thresholds of the
70 dB SPL group do not appear to differ in any systematic way from the control group. On the
other hand, the 103 dB SPL group clearly sustained a moderate TTS, which was largest
immediately after the exposure, peaking around 16 and 22.6 kHz, where the shift was about 40
dB for both ABR and DPOAE. Thresholds recovered by day 2, or at the latest day 4 at some
frequencies. At the intermediate exposure level of 96 dB SPL, a small TTS of about 10 dB for
both ABR and DPOAE is apparent at 16 kHz, which resolved by day 2.

The ipsilateral suprathreshold responses measured at 40 (dark shade) and 70 dB SPL (bright
shade) stimulus level, shown in Figure 37 (rows 3 and 4), yield similar conclusions. The 70 dB
SPL group does not differ meaningfully from controls at any of the data points. In contrast, the
103 dB SPL group shows clearly depressed response levels immediately after the exposure;
reductions are greater for DPOAE than ABR, but this is consistent with the much steeper growth
function of DPOAE vs. ABR T/O functions. As was the case for the 103 dB SPL group
thresholds, response levels return to control values at 2 (or at most 4) days post-exposure. For the
intermediate exposure level of 96 dB SPL, the most marked change is a small response
depression in DPOAE at 16 kHz, while the ABR response at that frequency does not appear to be
affected.

These data show that trauma resulting from pure-tone acoustic overexposure follows a
repeatable and predictable pattern as a function of exposure level and post-exposure time. The
data is also useful in comparing with contralateral data from the PTS and TTS exposures
reported previously: the absence of post-exposure threshold or response level changes in those
cases corresponds to the ipsilateral responses shown here with a 70 dB SPL exposure.
Apparently, acoustic crosstalk attenuation is sufficient such that ipsilateral sound levels of
110-120 dB SPL are at least well below 96 dB SPL and perhaps around 70 dB SPL.
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lIl.C.4 Contralateral effects of ipsilateral conductive hearing loss

Four CBA/J mice (all male) entered the protocol at 10 weeks of age. Bilateral ABR and
DPOAE measurements were taken over the course of 7 weeks at 9 different days, divided into 3
baseline measurements and 6 post-lesion experiments. At day 0, animals received a lesion to the
right tympanic membrane (TM), by making a large perforation with a microknife. We attempted
to remove as much of the TM as possible, i.e. the entire portion that was visible from the external
ear canal. However, the anatomical configuration prevents easy access to the entire TM, and it is
possible that we merely removed a portion the pars flaccida, leaving a substantial remainder.
Bilateral ABR and DPOAE measurement were taken immediately after the TM lesion and at
logarithmically spaced intervals thereafter (1, 3, 6, 14, and 34 days post-trauma). A control group
of four mice (CBA/J, all male) were measured in similar fashion at the exact same days the
lesion group was measured (with exception of the first baseline measurement, which was skipped
for the controls), but did not receive a TM lesion.

The TM lesion initially caused a moderate amount of ABR threshold shift, as shown in the
first row of Figure 38 (red). The shift increased from about 20 to 30 dB as frequency increased
from 5.7 to 45.6 kHz, except for a smaller shift of only about 20 dB at 32.0 kHz. The ipsilateral
DPOAE threshold shifts were larger (second row, red), about 40 dB, which is expected for a
conductive hearing loss, because sound travels twice (forward and backward) through the
impaired middle ear (cf. Margolis 2002). At most frequencies thresholds increased by an
additional 5-15 dB in the following week. After about 1 week, thresholds decreased, in most
cases to below immediately post-lesion values. The recovery appeared largest for the ABR
thresholds (although DPOAE threshold recovery was clear also), where at low frequencies
thresholds approached baseline values to within about 10-20 dB, while at the highest frequencies
final threshold values were still strongly elevated. Contralateral thresholds (blue) show no
systematic change immediately after the TM lesion, nor at later times, and remained at values
within the range bracketed by control data.

ABR P1-N1 and DPOAE responses are shown in rows 3 and 4 of Figure 38, for ipsilateral
(shades of red), contralateral (shades of blue), and contralateral control (shaded of green) ears, at
lower (40 dB SPL, dark shade) and higher (70 dB SPL, bright shade) stimulus levels. Ipsilateral
levels decrease immediately after the trauma, and in some cases the decrease continues in the
first few days post-trauma, for both ABR and DPOAE. At the last few measurement days,
responses tend to increase, commensurate with the improvement in thresholds observed before.
Contralateral response levels are generally stable throughout the experimental series, and well
matched with those from control ears, for both ABR and DPOAE. There are a few large and
apparently unexplained changes in response, in particular for DPOAE at 11.3 kHz; we return to
this issue later in the Discussion.

Post-mortem examination of several animals revealed that the lesioned TMs has healed to
varying extents, in some cases apparently quite well (a crust overlaid the outward-facing portion
of the TM, presumably being responsible for the threshold elevation that remained at 34 days); in
one particularly well-dissected animal, the TM appeared completely normal with no signs of
prior lesion (except for a crust overlahying the outer portion of the TM). Evidently, the extent of
the lesion, although substantial, was insufficient to create a permanent TM perforation. Visual
inspection of the dissected ear canal and bulla revealed that the TM appears to be attached in
such a way that it is not entirely accessible from the external ear canal. Thus, it may not be
possible to completely remove the TM by simple resection using our approach. It must be
expected that most lesions made in this way will recover after 1-2 weeks.
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lIl.C.5 Analysis of ABR waves 2-5

Whereas wave 1 reflects activity in the auditory nerve only, the other waves in the ABR are
generated by various auditory nuclei in the brainstem (Melcher et al. 1996; Melcher and Kiang
1996). It is possible that a disrupted peripheral binaural input is adjusted in one or more of these
nuclei, and may be revealed by tracking the amplitudes of these waves as we have done for wave
1 previously. Accordingly, we now present data on the amplitudes of waves 2-5 (computed as
P2-N2, P3-N3, P4-N4, and P5-N5).

Figure 39 shows I/O growth functions for each of the ABR waves 1-5 (distinguished by
shading) at all measurement frequencies, using data from the contralateral ears from the lesion
group of the TM cohort, taken at the last measurement before the TM lesion was made. Growth
functions for waves 2-5 are offset vertically in increments of 20 dB for clarity. Typically, the
output range for any wave is about 20-25 dB over the measured input range, indicating that the
ABR wave growth functions are strongly compressed. The growth functions are somewhat
different for the various waves, and also depend on frequency.

The frequency dependence of the ABR wave amplitudes is shown in (using the same data as
in Figure 39). The left panel shows wave output levels for 40 dB SPL tone pips, while the right
panel shows wave output levels for 70 dB SPL tone pips. In general, error bars are small,
indicating that intra-animal variability is modest. Furthermore, wave 1 is largest, at all
frequencies, both at low and high input levels. Waves 2 and 4 are next largest and are
comparable in magnitude, while waves 3 and 5 are relatively smaller. This is not entirely
consistent with rank ordering of ABR wave amplitudes that has been found before for CBA mice
(Burkard et al. 2001), but those ABRs were measured with click trains and potentially different
recording configurations, which could lead to different waveforms. All five waves are largest at
16 kHz, decreasing towards higher, but especially lower, frequencies.
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Figure 39. Mean (+ s.e.) I/O growth functions for ABR waves 1-5 (indicated by W1-W5) from animals (n=5) in
the lesion group of the conductive hearing loss cohort. Data is from the contralateral ear at the last
measurement before the TM lesion. Waves 2-5 are offset vertically in increments of 20 dB (vertical scale as
indicated by scale bar).
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Figure 40. ABR waves 1-5 output mean (+ s.e.) levels (dB re 0.125 pV) in response to either 40 dB SPL (left) or
70 dB SPL (right) tone pips, from animals (n=5) in the lesion group of the TM cohort. Data is from the
contralateral ear at the last measurement before the TM lesion.

Response levels for waves 2-5 are presented sequentially in rows 1-4 of Figure 41; each rows
contains ipsilateral (exposed, shades of red), contralateral (shades of blue), and control
contralateral (shades of green) ears, measured at a low (40 dB SPL, dark shade) and high (70 dB
SPL, bright shade) stimulus level. Ipsilateral responses show the same pattern for waves 2-5 as
for wave 1 (Figure 38): an immediate post-lesion decrease, a further decrease in the first few
days, followed by a later recovery. Contralateral response levels do not show a consistent trend
across frequency for any of the waves 2-5, even though the ispilateral response patterns are quite
consistent across frequency. Also, contralateral control data is within a few dB of the
contralateral data at all data points. Although part of this dataset is very noisy and somewhat
difficult to interpret, those parts that are measured with high precision do not give any evidence
for contralateral changes induced by the TM lesion at day 0.
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lll.DDiscussion

We set out to directly test the LOC balancing model (Darrow et al. 2006a) in intact mice by
creating unilateral changes in afferent output and observing contralateral ABRs for evidence of
decreased amplitudes, as the model predicts. We conducted several series of experiments with
separate cohorts of mice, creating unilateral reductions in afferent output in different ways. The
overarching finding was that we did not obtain any clear-cut evidence for the expected
contralateral neural changes. Below, we first discuss the appropriateness of using our methods
for testing the LOC balancing model, and review the results of the various cohorts.

lll.D.1 Criteria for evaluating response level data

In order for our experimental paradigm to be able to evaluate the LOC balancing hypothesis,
we needed to be able to detect changes over time in contralateral ABR responses following an
ipsilateral change. We also needed to exclude that such changes were caused by changes in
cochlear amplification; although that would be of interest, the model predicts that ABR response
modulation occurs at the inner hair cell/neural level, and is not a downstream effect caused by a
change in outer hair cell response. Finally, we needed to verify that any contralateral changes
were related to the ipsilateral manipulations, and not variations in chamber temperature, acoustic
assembly, experimenter bias in processing ABR waveforms, or other unrelated causes. Thus,
response level data needed to be examined at several levels.

1. Comparison of ABR/DPOAE response changes to control ABR/DPOAE changes.
2. Comparison of post-exposure/lesion responses to baseline responses.
3. Comparison of ABR response changes to DPOAE response changes.

We address these issues in turn.

ll.D.1.a Use of control animals

The use of control animals is necessary because slow response changes in exposed/lesioned
animals could be due to developmental or aging effects; although CBA mice do not suffer from
early-onset hearing loss, as far as we know there is no publicly available data on bilateral ABR
and DPOAE data measured repeatedly every few days for a period of 1-2 months, in relatively
young CBA mice, and therefore we needed to collect this data. For example, contralateral data
from the PTS cohort (Figure 35) appeared to show increasing threshold and declining response
levels over time, but these were matched by control data. Without these controls, we may have
interpreted the change as arising because of the exposure at day 0 and the subsequent ipsilateral
hearing loss. Conversely, our data shows some evidence that ABR and DPOAE responses
continue to mature in mice after 6 weeks of age (the effect is most clear in Figure 35); this was
apparent in the control mice also. Because we measure the same mice many times over a
relatively short period of time, repeated handling (or even repeated anesthesia) can also cause
stress-induced changes that may affect auditory responses; for example, it has been shown that
increased stress levels protect the ear against acoustic overexposure (Wang and Liberman 2002),
and there may well be as yet unknown effects on regular ABR and DPOAE responses also.
Therefore, we measured the control group mice at the exact same intervals as the exposure/lesion
group mice, so that the only difference between these groups was the exposure (or TM lesion)
itself. Finally, day-to-day variations in the experimental setup, e.g. temperature, slight changes in

81



the acoustic assembly or electronic hardware, conditions in the animal care facility, etc., cannot
be completely avoided. In many cases seemingly random day-to-day variations in ABR/DPOAE
data were exactly matched by control data (e.g., rows 3 and 4 of Figure 38 illustrate this point).
These random variations of unknown origin can be subtracted out by analyzing the difference in
ABR/DPOAE responses with respect to those of control animals.

The aforemention ‘random’ variations can, in some cases, be quite large, especially in the
DPOAE. A particularly good example is the 11.3 kHz high-level DPOAE response, in the
bottom row of Figure 38. The response level goes through a series of very large changes at
consecutive measurements. We found that these abrupt changes are due to the characteristics of
the DPOAE T/O function, as reproduced in Figure 42. Shown are mean DPOAE I/O functions
from the contralateral ears of the lesioned animals (TM cohort) at a subset of the measurement
frequencies. As is normal for DPOAE I/O functions, at higher stimulus levels a notch is
sometimes present. This notch is particularly deep at 11.3 kHz, and the minimum occurs at 70
dB SPL, which happens to be the stimulus level that is used to track high-level DPOAE and
ABR responses. Immediately (+1 hour, red) and 3 days (green) after the lesion, this notch is
present, but at an intermediate measurement (+1 day, blue) it is not — leading to a large increase
in DPOAE level. These changes correspond exactly to the abrupt changes in DPOAE response at
11.3 kHz in Figure 38, but only at the high stimulus level (the absence of a commensurate large
change for the low-level response confirms it is not a global change in level). At 16 kHz, the
notch is smaller, and has a minimum at 60 dB SPL, while at 22.6 kHz, the notch is very shallow;
in both cases, measurement made at 70 dB SPL are not, or at least much less, sensitive to the
notch.
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Figure 42. Mean (+ s.e.) DPOAE /O functions measured at three different times in the contralateral ears of the
animals (n=5) with ipsilateral TM lesions; corresponds to time series data of Figure 38. At each of these three
frequencies, the I/O function has a notch, which is deep at 11.3 kHz, modest at 16 kHz, and shallow at 22.6 kHz.
Time series data in Figure 38 tracks the DPOAE response at 70 dB SPL; this is exactly in the notch at 11.3 kHz,
but above the notch at other frequencies. This causes DPOAE levels at 70 dB SPL to be more variable at 11.3
:«:Hz relative to the other two frequencies. Measurements are referenced relative to the TM perforation in the
egend key.
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The reason for the change in the notch at 11.3 kHz is unclear; it could be a physiological
change in all of the animals, or a change in some part of the equipment, perhaps causing a
change in the primaries f; and f; (microphone and earphone response are both smooth around
16 kHz, though). DPOAEs are sensitive to the frequency ratio, but in particular the level ratio:
changes of one dB in one primary (while holding the other constant) can lead to DPOAE
response changes of tens of dB when operating near the notch (Kujawa and Liberman 2001;
Maison and Liberman 2000).

Another use of control animals is to compare bilateral thresholds and response levels over
time. As these animals undergo no manipulations, this data provides a good indication of how
well ipsi- and contralateral data is matched over time. Using data obtained from the TTS cohort,
it appears that the differences between ipsi- and contralateral thresholds and response level data,
shown in Figure 43, are comparable to those between contralateral ears of exposed and control
animals, shown in Figure 36. This confirms that the small differences between exposed and
control animals that were seen are most likely due to inherent fluctuations in the animals’
hearing rather than a systematic difference between exposed and control animals.

IIl.D.1.bComparison of post-exposure/lesion to baseline data

In the ideal case, baseline data (measured at 3-4 occasions prior to the exposure/lesion) is
completely stable, such that post-exposure/lesion changes are easily recognizable. Although
mean baseline data was generally quite precise (small error bars) and could be very consistent
(e.g., Figure 38), some cases were less stable making it more difficult to assess response level
changes later in the series. We unexpectedly found evidence for, what may be, maturation effects
(decreasing thresholds, increasing response levels), especially at the low frequencies in mice that
were between 6 and 10 weeks of age, see Figure 35. Similar but smaller effects are apparent in
another study, but only 16 kHz data was reported (Kujawa and Liberman 2006).This complicated
the analysis of post-exposure/lesion changes, because it is less clear what the baseline level is:
mean of all baseline data, the last baseline measurement prior to day 0, or an extrapolation of
changes seen in the baseline data? None of these methods is very satisfactory. After discovering
this effect we attempted to use slightly older mice, although this adds the complication that
between the ages of 8-16 weeks CBA mice transition from being susceptible to resistant against
acoustic injury (Kujawa and Liberman 2006); using mice in this age range would presumably
increase variability in post-exposure data. Overall, relying purely on baseline data to interpret
changes in post-exposure/lesion responses appears unwise; rather, one should also rely on
control animals.

ll.D.1.c Comparison of ABR and DPOAE response level changes

The balancing model predicts that contralateral DPOAE thresholds and suprathreshold
response levels should not be affected, because the action of the LOC system is thought to
exclusively involve the inner hair cell/neural component. However, DPOAE response level
changes do occur over time when measuring cohorts of animals for up to 2 months, as can be
seen in all figures of the Results section. Some of these changes may represent sources of
variability that are related to the experimental system rather than underlying changes in the
animals’ hearing, but some changes may be of physiological origin. Because DPOAEs are
generated by outer hair cells, ‘upstream’ of ABRs, any change in outer hair cell response will
necessarily affect responses at the inner hair cell/neural level also, and thus be reflected in ABR



response levels. In those cases, it is useful to assess how much of the ABR change is caused by
the DPOAE change vs. a change in afferent transmission alone.

However, we did not find any systematic contralateral changes in any of the cohorts, and no
marked differences with respect to control data. Therefore, it was not necessary to assess ABR
response changes in view of possible DPOAE changes. Nonetheless, potential follow-up studies
should be well aware of the above if systematic and marked contralateral changes do occur and
need to be quantitatively analyzed. Because ABR input/output (I/O) functions are much
shallower than DPOAE 1/O functions, changes in DPOAE can appear much larger than those in
ABR, even if the equivalent shift in input level are in fact larger for ABR then for DPOAE. In
those cases, meaningful comparisons between ABR and DPOAE changes will have to be done
based on equivalent shifts in input level, and not on the change in response level. A change in
output response can be converted to a shift in input level using methods described previously
(Gifford and Guinan 1987).

lil.D.2 Experimentally-induced ipsilateral changes

Here we review the nature of the ispilateral threshold and response level changes following
loud sound exposures inducing permanent, temporary, or no threshold shifts, as well as following
a tympanic membrane (TM) lesion, and their potential implications for proper testing of the LOC
balancing model.

lI.D.2.alpsilateral effects of sound-induced permanent threshold shift

Animals in the permanent threshold shift (PTS) cohort were exposed to a pure tone at 11 kHz
at 118 dB SPL for 30 min (see Figure 35). The results were negative in the sense that there was
no contralateral reduction in ABR response level to match the exposure-induced reduction at the
ipsilateral ear, even though the ipsilateral responses were significantly reduced for a period of 1
month. However, the nature of the ipsilateral response changes in this cohort may have interfered
with the ‘normal’ function of the putative LOC balancing circuit.

First, post-exposure ABR thresholds in the ipsilateral ear were 60 dB SPL or higher at all
frequencies that we measured. Animals were kept in standard animal care facilities, which are
not quiet, but do not contain many high-level sounds. This may imply that the exposed ear would
have rarely received suprathreshold stimulation after the exposure, which means that a portion of
the brainstem circuitry was not stimulated. If such sound stimulation is essential for the LOC
balancing circuit to function, this may (partially) explain why we did not see a balancing effect
in the PTS cohort. Alternatively, near-complete abolition of auditory nerve activity may in
certain aspects resemble unilateral cochleotomy, which causes degeneration and specific cellular
changes in brainstem nuclei, and similar processes have been shown to occur after severe PTS
(Illing et al. 2000).

Second, ABR thresholds at frequencies of 11.3 kHz and lower tended to increase in days
after the exposure. This is particularly marked at the lowest frequency (5.6 kHz), which showed
no threshold shift at all immediately after the exposure. However, at day 1 about 15 dB threshold
shift occurred, and at day 4 mean shifts peaked at about 25 dB, after which some recovery
occurred (to about 15 dB shift). The parallel data from DPOAE metrics are difficult to evaluate
because low-frequency DPOAE:s are very small; the data at 8 kHz is generally consistent with
slowly increasing thresholds. The underlying mechanisms for the slow low-frequency threshold
shifts are not clear, although some sort of role for oxidative stress-induced apoptosis may be
suspected (for a review of oxidative stress in hearing loss, see Henderson et al. 2006). Extensive
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histopathological examination of cochlear tissues in noise-exposed (8-16 kHz, 2 hours) CBA
mice (Wang et al. 2002b) indicate that intense exposures can result in widespread and permanent
pathology of diverse cochlear tissues and structures, including strial shrinkage, mechanical
deformation, ligament fibrocyte and outer hair cell loss, and stereocilia loss, collapse, or disarray.
At the highest exposure levels, these pathologies can be observed over a wide range of the
cochlear spiral, although they are generally more modest in the apex, such that delayed threshold
elevations at the 5.6 kHz place are still not well explained; perhaps trauma-induced phenomena
from nearby regions somehow spread to the apex also.

In any case, it appears safe to assume that the exposed cochleae were in a severely
pathological state, both acutely and chronically, which may interfere with the normal function of
the LOC balancing circuit: cellular-molecular and physiological changes in the auditory
brainstem, including the superior olive, following cochlear manipulations have been reported
(e.g., Illing 2001; Illing et al. 2000; Wang et al. 2002a). Even thought the exact consequences of
such changes on the OC system cannot at present be interpreted, it seems clear that the PTS
exposure does more than merely decrease cochlear afferent response rate, and may not be the
best approach for evaluating the LOC balancing model.

HI.D.2.bipsilateral effects of sound-induced temporary threshold shift

In the temporary threshold shift (TTS) cohort animals were exposed to an 11 kHz pure tone
at 115 dB SPL for 30 min (see Figure 36). The ipsilateral responses showed an immediate
threshold shift of about 40 dB, which resolved to within 5-10 dB of baseline values at day 2;
recovery took longer at the highest frequencies. Response levels showed a similar pattern of a
large immediate reduction, followed by near complete recovery at day 2 (or slightly later at the
higher frequencies). Response levels remained several dB below baseline values for ABR; the
discrepancies were slightly larger for DPOAE. Given the near-complete recovery of hearing in
the ipsilateral ear, this kind of exposure may have avoided the lack of acoustic stimulation of the
ipsilateral ear post-trauma that we argued could have confounded the test of the balancing model
in PTS cohort (due to ABR thresholds being in excess of 60 dB SPL for those animals). Still,
contralateral response levels did not decrease to match those of the ipsilateral ears in the days
after the exposure. At mid-frequencies, contralateral response levels (and thresholds), especially
at the higher stimulus level, were quite stable and had little variance, such that a systematic
downward shift should have been noticeable. Thus, the fact the contralateral responses did not
balance with ipsilateral responses seems strong evidence against the LOC balancing model
prediction.

Regarding noise-induced pathology as discussed with respect to the PTS cohort, it is
uncertain to what extent this occurred in the exposed cochleae of the TTS cohort. Although the
TTS exposure was only 3 dB lower than for the PTS cohort, noise exposures over a range of
levels indicates that some cochlear tissues appear to have a critical point where chronic trauma
transitions from modest to severe over a very small range of exposure levels (Wang et al. 2002b).
The latter include hair cells (particularly outer hair cells, but also inner hair cell stereocilia) and
limbus fibrocytes; such ‘transition regions’ are also apparent for acute trauma of the stria
vascularis (acute swelling followed by chronic shrinkage), collapse of the space of Nuel, and
reticular lamina rupture. It is possible that our PTS and TTS exposures straddled the transition
region for any or several of these cochlear structures, possibly explaining the large difference in
permanent threshold shift observed between the two cohorts.
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For exposures at lower levels, as would occur at the contralateral ear of unilaterally exposed
~ animals due to crosstalk, no TTS was observed (this was true also in the PTS cohort). This was
consistent with findings from a control cohort that was exposed unilaterally at levels (70-103 dB
SPL) in a range bracketing the level estimated to occur at the contralateral ears of the PTS/TTS
cohorts (80-85 dB SPL). These findings are presented in detail in Appendix IIL.F.1.

lll.D.2.cIpsilateral effects of conductive hearing loss

For this cohort a different approach was used to induce afferent response reduction. This
avoided any direct cochlear trauma by creating a conductive impairment by means of a tympanic
membrane (TM) perforation (see Figure 38). A TM perforation decreases the pressure difference
across the TM, resulting in reduced ossicular coupling to the cochlea and a conductive hearing
loss, especially at low frequencies, the severity of which depends strongly on the size of the TM
perforation (in rat, Bigelow et al. 1996; and in human, Mehta et al. 2006; Merchant and
Rosowski 2003; Voss et al. 2001). Using the 20-30 dB threshold shifts, compared to air-bone gap
data from humans (Mehta et al. 2006; Merchant and Rosowski 2003), it appears likely that no
more than 50% of the TM was removed. A curious pattern in the frequency dependence of the
thresholds shift in these animals was that it increased with frequency, opposite to the pattern
normally observed, which may indicate a small amount of cochlear trauma.

Thresholds tended to increase over the course of the subsequent week (more at higher
frequencies), perhaps due to accumulation of debris or crusts in the middle ear, after which they
decreased (i.e. hearing recovered) in the final weeks of this cohort. We found that the late
improvement was due to healing of the lesion in the TM. Still, for about one week modest ABR
shifts of 20-30 dB existed, which should have been ample time for the LOC balancing circuit to
function. This manipulation created a pure attenuation of incoming sounds, and should be
eminently suitable for testing the LOC balancing model. Contralateral responses showed no
marked changes after the TM lesion; although at some frequencies gentle downwards trends
were visible, these were quite small and overall similar trends were observed in data from control
animals. The conclusion must be that moderate attenuations in input sound level unilaterally
cause no changes in threshold or response level in the contralateral ear.

Il.D.3Revisiting the LOC balancing model

The original LOC balancing model was based on the fact that the observations from ABR
wave 1 could be explained completely by the loss of ipsilateral LOC neurons. However, the
lesions employed affected more than just the LOC cells, which may have impacted the
physiological effects. Also, the LOC balancing model does not make explicit predictions about
contralateral thresholds, while in our experiments such as ours, it may be informative to analyze
changes in thresholds also. Below we discuss possible implication of the LOC balancing model
for contralateral thresholds, after reviewing the LSO lesions and their possible implications.

Il.D.3.a Physio-anatomical basis for the LOC balancing model

The LOC balancing model was derived from neuroanatomical lesions and concomitant
physiological response data (Darrow et al. 2006a). The lesions ‘selectively’ targeted the LSO on
one side of the brainstem only by injection of a melittin (see also Le Prell et al. 2003), a
membrane-active lytic peptide that is the principal toxic component of bee venom (for a review,
see Raghuraman and Chattopadhyay 2007). In neural tissue, both cell bodies and axons are
lesioned, which may be significant as the balancing model strictly only assumes the LOC cells,
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their efferent projections to the cochlea, and the ipsilateral trapezoid body are lesioned. However,
in addition, LSO principal cells would be affected, and although their efferent projections (to the
inferior colliculus) do not appear to play a role in the feedback loop to the cochleae, there is a
potential for unexpected consequences. Perhaps more important is the question of whether axons
of passage, disrupted by the mellitin, altered some important aspect of the brainstem circuitry
that was relevant in Darrow et al.’s experiments. For example, some of the LSO lesions
encroached upon, and probably lesioned, the trapezoid body, which contains axons from the
ipsilateral cochlear nucleus to the contralateral superior olivary complex (which contains the
LSO). If true, those animals had no functionally intact LSO left: the ipsilateral one was lesioned
completely, while the contralateral one was deprived a substantial portion of its normal input.
Perhaps the LSO lesions also destroyed other axons of passage of some importance.

HI.D.3.bThreshold changes in the LOC balancing model

In view of testing the bilateral balancing model, we are most interested in suprathreshold
responses. However, our data sets contain detailed information about thresholds also, so it is
interesting to consider how thresholds may be affected by a putative balancing circuit. The
balancing model makes no explicit prediction about thresholds, and without knowing much
about LOC physiology, it is hard to make predictions. If we assume LOC fibers titrate neural
excitability up or down by a fixed percentage independent of rate, this would amount to a fixed
upward or downward dB shift of the ABR I/O function (Darrow et al. 2006a; Groff and
Liberman 2003; Le Prell et al. 2005; Le Prell et al. 2003; Maison et al. 2003b; Ruel et al. 2001).
ABR thresholds are usually determined by visual inspection of waveforms, and such a threshold
criterion may be relatively insensitive to modest changes in waveform amplitude. From this point
of view, we would expect to see at most modest ABR threshold changes in response to LOC-
induced contralateral effects. '

However, the visual inspection method is chosen because of poor signal-to-noise ratios of
low-level ABR measurements, and is artificial, considering that the high noise levels of the
measurements do not reflect noisy activity from within the auditory pathway, but represent
general brain activity (and myogenic noise also) that is uncorrelated with the auditory stimulus.
Thus, this noise is not ‘visible’ to the auditory system, so we can theoretically consider how to
define ABR threshold if there was no extrinsic noise. If a response level criterion would be used,
as is usual for compound action potentials, LOC-induced threshold changes could in fact be quite
large, because the threshold change is approximately given by -AL/r, where AL is the I/O
function output shift (up or down), and  is the slope of the ABR I/O function (in dB/dB). Our
data indicates r is roughly 1 around threshold levels (see Figure 39), although near threshold the
slope is difficult to estimate, so a safe estimate for the range of possible values is probably 0.5 —
1.5. In that case, the threshold change may be as large as -0.7 x AL to -2 x AL. Adjusting for a
modest 5 dB decrease in long-term afferent output at one cochlea, would, if matched at the
contralateral side, lead to an ABR threshold increase in the range of 3.5 to 10 dB!

This realization raises the question whether the LOC bilateral balancing model make sense
from a neuroethological point of view: certainly the benefits of fine-tuning cochlear long-term
output bilaterally are lost if this results in large changes in sensitivity (which could be losses or
gains, depending on the sign of the contralateral output change). The situation may not be as bad
as it seems: true ABR slopes near threshold may be larger than we estimated from the noisy data,
which, if true, would lead to smaller ABR threshold changes. CAP 1/O functions (which may be
better for characterizing auditory nerve responses) are steeper than ABR near threshold, which
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would tend to limit the change in threshold due to a response level change. Finally, a fixed
response criterion is hardly realistic from an information-theoretic point of view. There are
various views on how low-level signals induce detectable changes in activity from background,
i.e. what an appropriate definition of threshold is (Geisler et al. 1985; Meddis 2006) and it is
possible that LOC-induced changes in neural rate have only modest effects on sensitivity to near-
threshold sounds. Finally, behavioral thresholds may not be simply related to commonly used
measures or physiological threshold. However, with the above in mind, it may be worth while
revisiting the LOC balancing model in view of its effect on cochlear thresholds.

li.D.4Bilateral balancing and the role of the LOC system

The original findings of (Darrow et al. 2006a) were consistent with their LOC balancing
model; however, an independent test presented here disagrees with the model’s prediction. An
essential difference between these studies was the fact that the model was based on findings with
one lesioned LSO (and the other LSO possibly deprived of a substantial portion of its input),
while our test was with two intact LSOs.

One possibility is that bilateral balancing occurs at a different level, i.e. not at the audltory
nerve: possibly within the LSO itself, in the principal cells that receive excitatory and inhibitory
inputs from both cochlear nuclei (for reviews of SOC anatomy and physiology, see Irvine 1992;
Schwartz 1992). However, other possibilities exist: response plasticity in the auditory cortex is
well established (for recent reviews, see Dahmen and King 2007; Jaiskeldinen et al. 2007), but
has been reported in the brainstem also (Kandler and Gillespie 2005), and the SOC appears
plastic in diverse ways in response to changes in cochlear output (Illing et al. 2000). There is
little reason to a priori exclude any portion of the auditory system for contributing in some form
to ‘bilateral balancing’. What data we have from the brainstem seems to exclude a marked role
for the main cellular generators of the ABR (Melcher et al. 1996; Melcher and Kiang 1996).
Evidence from behavioral experiments with animals seems to indicate that some form of active
behavior aids recovery of binaural processing after unilateral disruption (Bergan et al. 2005;
Kacelnik et al. 2006), and that a functional primary auditory cortex with intact descending
projections is critical to this capability (King et al. 2007). We have no behavioral data from our
animals, so we do not know whether any of the cohorts would have shown improvements in
binaural perception after the unilateral manipulations similar to those described in the cited
works. Lacking this information, we cannot be certain whether the lack of a contralateral change
in ABR might correlate with a lack of behavioral binaural performance, or whether physiological
balancing occurs at a different level.

Our data provides strong evidence that bilateral balancing does not occur at the level of the
auditory nerve; because the auditory nerve (and inner hair cells) is the only known target of the
LOC system, its balancing role should thus be questionable. Instead, the lack of correspondence
in bilateral ABR amplitudes in (Darrow et al. 2006a) may have been caused by the general
disorderly state of the LOC innervation in both cochleae: the ipsilateral cochlea had degenerated
TH-positive nerve terminals, while the contralateral cochlea, while intact, may have had a
functionally impaired LOC innervation because of the trapezoid body lesions that could have
interrupted inputs to the contralateral LOC. If true, an intact LOC system may serve some role in
cochlear homeostasis that does not extend to an explicit balancing of bilateral long-term output
from the auditory nerve.
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HIl.E Summary

We investigated the LOC bilateral balancing model, which proposes that the LOC system
acts to balance long-term average neural output from both cochleae, which would be important
for binaural processing of sounds. For this, we tested various cohorts of mice by repeatedly
measuring bilateral auditory brainstem responses (ABR) and distortion product otoacoustic
emissions (DPOAE) growth functions across a wide range of frequencies and levels for a period
of 1-2 months. About halfway through the period, a unilateral reduction in neural output was
created, either by acoustic overexposure or conductive impairment. Although the LOC balancing
model predicts that the unilateral reduction in neural output should be matched contralaterally,
we found no evidence for short-term or long-term efferent-induced contralateral response
changes in any of the cohorts. Neither did contralateral cochlear gain change (as measured by
DPOAE), nor was there evidence of LOC-induced modulation (as measured by ABR changes in
the absence of DPOAE changes). In view of these results, a revision of the LOC bilateral
balancing model is called for.
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lll.F Appendices
lIl.LF.1 Crosstalk

During a traumatic unilateral exposure, a portion of the sound will reach the contralateral ear,
and because of high levels involved, this crosstalk component could be fairly high. It is possible
that this crosstalk directly affects contralateral cochlear responses, which would confound the
interpretation of experimental data investigating efferent effects arising as a result of the
ipsilateral cochlear changes. Such effects might be threshold increases, in case of trauma, or
threshold decreases, if the crosstalk acts as a ‘conditioning’ stimulus. Such effects on cochlear
thresholds, as well as increases in suprathreshold responses, have been reported in guinea pig
(Kujawa and Liberman 2006), although in that protocol the conditioning stimulus was an octave
band of noise for 6 hours daily over a period of 10 days.

To investigate the direct effects of acoustic crosstalk on contralateral responses, we first
measured the amount of crosstalk in mice at 11 kHz, and then unilaterally exposed another
cohort with the sound level expected to occur at the contralateral ear canal of the cohorts that
were traumatized in the main experiments. We then tracked bilateral ABR and DPOAE
responses in this cohort to asses any exposure-related changes, and we included a group of
control animals that were measured at all days but which did not receive an exposure. This group
of animals will be referred to as the acoustic crosstalk control cohort.

Hll.LF.1.a Estimation of acoustic crosstalk

The most straightforward method to measure crosstalk would be by placing a microphone in
the one ear canal and directly recording the sound pressure level with the acoustic system in the
contralateral ear. However, this may obstruct the normal passage of sound, given the small size
of the mouse ear canal, leading to incorrect estimates. Also, this method may not be sensitive to
bone-conducted sound or sound transmitted via the experimental assembly. Thus, we measured
cochlear responses in the contralateral ear via cochlear microphonic (CM), which leaves the ear
canal open, and should be sensitive to any of the possible sound transmission pathways; access to
the round window is obtained via a dorsal approach. The opened bulla may affect our estimates,
but is unavoidable.

CM is measured by an electrode on the round window using otherwise similar approaches
and the same hardware as described for ABR in Methods; the only critical difference is that the
CM waveform is obtained by subtracting electrode signals from opposite-polarity tone pips
(ABR waveforms use the averaged electrode signals). The amplitude of the CM at the stimulus
frequency was computed by Fourier transform of the resulting signal and extracting the stimulus
frequency component. Amplitude was then converted to a dB scale (arbitrary reference).

Crosstalk was measured at 11 kHz (the frequency used for acoustic overexposure) by
recording CM input/output (I/O) growth functions unilaterally. First, the I/O function was
measured with the acoustic system in the ipsilateral ear (the ear with the round window
electrode), followed by the same measurement with the acoustic system in the contralateral ear.
The latter I/O function will be shifted towards higher sound levels: the amount of shift is the
estimate for crosstalk attenuation. Figure 44 shows both I/O functions, and indicates a shift of
33 dB. A potential artifact to the CM measurement can result from electromagnetic radiation
from the experimental apparatus being picked up by the round window electrode, or CM
generated in the contralateral ear; the strength of these interference effects from the equipment
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was estimated by clamping the sound delivery tubes mechanically and repeating the
measurement with the sound system in the ipsilateral ear. This showed that equipment
interference was at least 45 dB lower than the ipsilateral CM signal component; however,
interference from contralateral CM cannot easily be measured. Therefore, the 33 dB shift should
be regarded as a lower bound estimate for crosstalk attenuation, as it may reflect contralateral
CM instead.
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Figure 44. CM I/O functions in response to 11 kHz tone pips, measured with the acoustic system ipsilateral
(filled symbols) and contralateral (open symbols). The latter I/O function is shifted rightward by 33 dB,
providing an estimate of acoustic crosstalk attenuation at 11 kHz. Data from EL76.

lILLF.2 Clustering of animals using DPOAE thresholds

In the PTS cohort (overexposure at 118 dB SPL), exposed animals had different degrees of
recovery after the exposure at day 0, varying from essentially none to substantial threshold
recovery. A hierarchical clustering algorithm (implemented in MarLaB) was used to analyze
whether distinct subgroups in the data could be recognized. If true, subgroups should be analyzed
separately. Although the subgroups of the 6 exposed animals in the PTS cohort were fairly
obvious, this method should also be useful in other contexts, which is why we briefly describe it
here.

The clustering method uses the ipsilateral DPOAE thresholds to assess pair-wise
dissimilarity between animals, using a Euclidean distance metric between all pairs of animals
(data from each ear was a 7-dimensional vector containing the DPOAE thresholds across
frequency). Then, starting with each ear as its own cluster, the dissimilarities were used to
iteratively build up a linkage tree by joining two clusters at each step, so as to minimize the
increase of within-cluster sum-of-squares (measured with respect to the new cluster median
vector); this is also known as Ward’s linkage (for a review, see Aldenderfer and Blashfield
1984). When the linkage tree is complete (ending with all data in one group), a decision has to be
made regarding how many clusters to form (because our clustering method is hierarchical, it is
possible to choose any number of clusters). We used the percentage-of-variance explained in
DPOAE and ABR threshold data to determine the appropriate number of clusters.

Accordingly, the cluster analysis indicated that subdividing the 6 exposed animals into two
clusters explained about 65% of the overall variance in the DPOAE threshold data (59% when
using the same clusters for the ABR thresholds); further increase in number of clusters did not
raise variance explained by a useful amount. Of the resulting clusters, one consisted of 2 animals
that recovered significantly from the initial trauma, whereas the other cluster of 4 animals
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sustained a permanent thresholds shift, as shown in Figure 45. This clustering was consistent at
most of the post-trauma measurements. For subsequent analysis in the PTS cohort, the 2 animals
that recovered were not further considered, but were included in the TTS cohort.
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Figure 45. DPOAE (left) and ABR (right) threshold data from the PTS cohort (exposed animals) at post-trauma
day 32. Individual thresholds (top) are input to a clustering algorithm which yields two natural clusters (blue vs.
red) in the data. Averaging (bottom) the thresholds per cluster rather than for all ears together explains the
overall variance by about 60% for both DPOAE and ABR thresholds.
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