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Abstract 
 
 The experimental measurement technique of ultrafast dynamic ellipsometry 
(UDE) was developed for measuring material motion and changes in optical properties of 
samples under laser driven shock loading.  Ultrafast dynamic ellipsometry, a technique 
based on space-shifted spectral interferometry, uses the time-dependent frequency of a 
chirped laser pulse to provide time encoding, allowing the picosecond probing of material 
dynamics in a single shot.  With this technique, the sample is probed at two different 
incident angles with both s- and p-polarized light, which measures the motion of the 
material and any change in its complex refractive index.  Ultrafast dynamic ellipsometry 
was first used to ascertain the Hugoniot and the shocked refractive indices of thin 
polymer films of polycarbonate, poly(methyl methacrylate) (PMMA), 
poly(chlorotrifluoroethylene-co-vinylidene fluoride) (Kel-F 800), and 
polydimethylsiloxane (Sylgard 184).  Next, UDE was used to measure the Hugoniots of 
liquid samples over a range of nearly one-dimensional stresses in a single laser shot by 
capitalizing on the spatial energy distribution of the shock generating laser beam.  Using 
the spatially resolved UDE data, the Hugoniots and shocked refractive indices of 
cyclohexane, toluene, methanol, and water were measured, each in a single laser shot.  
Two additional liquids, nitromethane and carbon disulfide, were also investigated with 
UDE, and both liquids showed evidence of chemical reaction in the first 200 ps after the 
arrival of the shock wave.  Ultrafast dynamic ellipsometry was used in conjunction with 
high-speed schlieren imaging to determine the nature of the insult provided by ablation of 
a thin titanium film in optical detonators.  We found that the titanium ablates in 
fragmented sections, which impact the explosive material to initiate the optical 
detonators.  Finally, UDE was applied to the study of metallic phase transitions.  The 
change in the complex refractive index of crystalline silicon was measured during 
ultrafast laser induced melting.  The fabrication of thin metal films of iron and cerium is 
described, and preliminary UDE data were recorded in an attempt to probe the -  phase 
transformation in iron and the -  transformation in cerium. 
 
Thesis Supervisor:  Keith A. Nelson 
Title:  Professor of Chemistry 
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Chapter 1 

Introduction 

  

 Traditionally, shock waves have been created with gas guns, which launch 

projectiles into targets, and with high explosives, which use the chemical energy from the 

explosives to push impactors into samples.  Both of these methods use macroscopic 

samples and are controlled with electrical timing systems, which limits the time 

resolution of the diagnostics that are usually used to probe the samples.   

The continual improvements in molecular dynamics and electronic structure 

calculations coupled with increasing computational speed have allowed calculations of 

materials under shock loading.  The difference in temporal and spatial resolution between 

the calculations and the experimental data from traditional shock techniques has made 

evident a void in experimental techniques.  This thesis describes an effort toward filling 

that void with the development of an experimental method, ultrafast dynamic 

ellipsometry (UDE), that provides data concerning the optical properties and material 

motion of laser shocked materials with picosecond time resolution and micron spatial 

resolution.  The data that UDE provides can be used to validate computational results and 

to refine empirical potentials.  By probing optical properties at 800 nm, UDE is sensitive 

to changes in the electronic structure of the materials, which can be especially insightful 

when investigating chemical reactions or phase transitions. 
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The intense study of acoustics in the 1800s naturally led to the basic principles of 

shock waves, which were derived separately by W. J. M. Rankine and P. H. Hugoniot.  

The Rankine-Hugoniot equation (hereafter, called the Hugoniot equation) is the equation 

that describes the change in the thermodyanamic properties of shocked materials and is 

derived from the conservation of mass, momentum, and energy across the shock 

boundary.  The principle Hugoniot for a material is the locus of all final states achieved 

from compression by a single shock wave.  Using the measurement of the velocity of the 

shock front, us, and the measurement of the velocity of the material behind the shock 

front (particle velocity), up, the pressure and volume of the material are given by Eqs. 

(1.1) and (1.2): 

 
  

V

V
= 1

u
p

u
s

, (1.1) 

where V is the change in volume and V is the initial volume.   

 
  
P = P

0
+

0
u

s
u

p , (1.2) 

where P is the pressure, P0 is the initial pressure, and 0 is the initial density.  In this 

thesis, the Hugoniot will be provided as the relationship between the shock and particle 

velocities. 

 This thesis builds off of previous work done at Los Alamos National Laboratory 

with laser driven shock waves.  The principle scientists who performed the previous work 

were D. S. Moore, D. J. Funk, and S. D. McGrane, all of who were intimately involved 

with the work presented here.  With co-workers, these gentlemen developed a technique 

to create sustained shock waves for several hundred ps by frustrated laser ablation using a 

spectrally shaped, chirped, ultrafast laser pulse,1 which will be described in more detail in 
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Chapter 2.  They also measured the shock wave rise times in thin metal films with 

Gahagan using ultrafast interferometric microscopy.2,3  A series of experiments with a 

similar interferometric diagnostic that investigated the shock wave rise times in layered 

thin metal films is described in Chapter 3.  Additionally, the same group at Los Alamos 

initiated the experiments using multiple angles and both polarizations of light to measure 

the optical properties and motion of shocked aluminum4 and poly(methyl methacrylate).5  

It is significant advances on this technique and the resulting data on many different 

materials that form the basis of this thesis. 

 Chapter 2 provides an introduction to the experimental technique with a detailed 

description of the laser system used for the experiments and an explanation of the method 

of shock generation using frustrated laser ablation of thin metal films. 

 Chapter 3 describes a series of experiments to measure the shock wave rise times 

in layered thin metal films of chromium and gold with ultrafast interferometric 

microscopy. 

 Chapter 4 presents the technique of ultrafast dynamic ellipsometry (UDE) that 

was used for the rest of the experiments in this thesis.  Ultrafast dynamic ellipsometry 

probes the time dependent evolution of both the material motion and the optical 

properties of the shocked sample in a single laser shot. 

 In Chapter 5, UDE is applied to thin polymer films fabricated by spin casting.  

The analysis of the data from the transparent films is described and the influence of the 

physical properties of film thickness, shock pressure, and initial film refractive index on 

the UDE data is calculated.  The Hugoniot data and shocked refractive indices as 

measured with UDE for polycarbonate, poly(methyl methacrylate) (PMMA), 
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poly(chlorotrifluoroethylene-co-vinylidene fluoride) (Kel-F 800), and 

polydimethylsiloxane (Sylgard 184) are presented. 

 In Chapter 6, the fabrication of and UDE data for electron beam deposited films 

of fused silica and alumina are described.  These two materials are of interest as window 

materials for later studies of shock induced phase transformations in metals. 

 To create the shock waves, a laser pulse with a Gaussian spatial profile is used.  

Chapter 7 presents the concept of using the spatially resolved UDE data to measure a 

range of pressures across the Gaussian profile.  Hydrodynamic simulations are provided 

that support the validity of this experiment, and Hugoniot and refractive index data 

measured with UDE are presented for 4 liquids:  cyclohexane, toluene, methanol, and 

water. 

 In Chapter 8, UDE is applied to two materials that undergo shock-induced 

reaction:  nitromethane and carbon disulfide.  The UDE data from both of these materials 

provide information about the time scales on which these reactions occur and will 

contribute to better understanding of these reactions. 

 Chapter 9 describes a series of experiments investigating the underlying 

mechanism for initiation of an optical detonator.  First, schlieren imaging with a fast 

framing camera is used to study the ablation of a thin titanium film and the shock wave 

that results from the ablation of an identical film into an explosive detonator.  Then, UDE 

is applied to the laser ablation of the titanium in an effort to understand the nature of the 

insult provided by the titanium ablation to initiate the explosive pentaerythritol 

tetranitrate (PETN) in the detonator. 
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 Finally, Chapter 10 presents the application of UDE to the ultrafast laser induced 

melting of silicon, which demonstrates its ability to detect metallic phase transitions.  The 

fabrication and characterization of thin metal films of iron and cerium, two materials with 

interesting solid-solid phase transitions, is described, and some initial UDE data from the 

shocked iron and cerium are shown.  This thesis concludes with a discussion of the next 

steps that should be taken to measure the kinetics of shock-induced metallic phase 

transformations. 
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Chapter 2 

Laser System and Shock Generation 

 

This chapter describes the laser used for the shock experiments and the method of 

shock generation using frustrated laser ablation via a chirped and spectrally shaped pulse. 

 

2.1 Laser system 

The laser system used for the shock experiments in this thesis was a commercially 

available Ti:sapphire chirped pulse amplification system, operating at a repetition rate of 

10 Hz.  The major components of the laser system and the pump lasers are shown in Fig. 

2-1. 

A Spectra-Physics Millenia V, composed of a solid state Nd:YVO4 laser with a 

3.5 - 4 W continuous wave output at 532 nm, pumped a KMLabs Chinook oscillator, with 

a typical output pulse duration of 35 fs running at a frequency of 86 MHz. A typical 

wavelength spectrum is shown in Fig. 2-2. 
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Fig. 2-1.  Schematic of the laser system, showing the major components 
and pump lasers.  A continuous wave laser pumped the oscillator, 
providing the seed for amplification.  A 1 kHz laser pumped the 
regenerative amplifier, and two 10 Hz lasers pumped two multi-pass 
amplifiers.  The 990 Hz beam was compressed after amplification, and the 
10 Hz was split into portions that were stretched and compressed in an 
external stretcher/compressor. 

 

 

Fig. 2-2.  A plot of intensity vs. wavelength for a typical spectrum from 
the KMLabs Chinook oscillator. 

 

Chirped pulse amplification1-3 of the Chinook output was performed with a 

Spectra-Physics TSA-50 that had been extensively modified.  A schematic of the 

amplifier is shown in Fig. 2-3.  In brief, the oscillator output pulse entered the amplifier 
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and was stretched using a grating stretcher to approximately 80 ps before undergoing 

amplification.  The first stage of amplification operated at 1 kHz using a regenerative 

amplifier (regen), pumped with approximately 10 W output of a frequency-doubled 

Nd:YLF laser.  The regen pump laser for the experiments discussed in Chapter 3 was a 

Spectra-Physics Merlin, which was replaced by a Coherent Evolution for the remainder 

of the experiments.  The amplified output of the regen was typically 1.8 - 2.0 W, or 1.8 to 

2 mJ/pulse. 

 After regenerative amplification, the 1 kHz beam was separated into a 990 Hz 

beam and a 10 Hz beam.  To accomplish this separation, the polarization of the s-

polarized 1 kHz beam was rotated by a half-wave plate and sent through a “double” 

pockels cell.  The timing of the double pockels cell was controlled by a digital delay 

generator that was triggered by the timing of the pockels cells in the regen.  The double 

pockels cell rotated the polarization of every hundredth pulse.  The rotated pulse was 

reflected by a polarizing beamsplitter cube immediately after the double pockels cell and 

sent for further amplification.  The remaining 990 Hz pulses that passed through the 

double pockels cell unchanged were rotated back to their original polarization by a half-

wave plate and were sent to a compressor.  The 990 Hz beam was then used for unrelated 

experiments.  The 10 Hz beam was further amplified in two double-pass amplification 

stages.  The first double-pass rod was pumped by approximately 250 mJ from a 

frequency-doubled Nd:YAG Spectra-Physics GCR-170.  The second double-pass rod was 

pumped by approximately 350 mJ from a frequency-doubled Nd:YAG Spectra-Physics 

GCR-190.  The maximum energy in the amplified 10 Hz beam was 35 mJ per pulse.  A 

typical spectrum of the amplified 10 Hz beam is shown in Fig. 2-4. 
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Fig. 2-3.  Schematic of the Ti:sapphire amplification system. The seed 
pulse enters at the lower left, is stretched to eliminate the potential of 
damage from a high intensity pulse, is regeneratively amplified at 1 kHz to 
the mJ level and subsequently multi-pass amplified at 10 Hz to tens of mJ 
prior to a portion of the beam being recompressed to close to the original 
pulse width. 
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Fig. 2-4.  Typical spectrum of the amplified 10 Hz beam. 
 

After completing the amplification, an interferometer flat reflected 7% of the 

energy into a compressor.  The output of the compressor was used as a time gated probe 

and for performing cross-correlation measurements, and the desired duration of the probe 

was varied according to its application.  The width of the spectrum was adjusted in the 

compressor to obtain the desired bandwidth-limited pulse duration.  Further details of the 

compressed pulse characteristics and uses will be presented in the relevant chapters. 

The 93% remaining energy of the 10 Hz beam was directed into a grating-based 

stretcher.  The pulses were further stretched and spectrally shaped for driving a supported 

shock wave.  The details of the shaping and shock generation are presented in §2.2.  A 

schematic of the 10 Hz stretcher and compressor is given in Fig. 2-5. 
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Fig. 2-5.  Schematic of the 10 Hz post-amplification stretcher and 

compressor.  The pulse enters the stretcher/compressor at the lower left 

from the amplifier shown in Fig. 2-3.  Approximately 7% of the pulse is 

sent into the compressor, and the remainder is stretched and spectrally 

shaped. 

 

2.2 Shock generation 

 For the shock experiments in this thesis, shock waves were generated in thin 

metal films using frustrated laser ablation.  The samples for creating the shock waves 

consisted of thin metal films deposited on dielectric substrates, most commonly 2 μm of 

Al on 120 μm thick amorphous glass cover slips.  Typically, the laser was focused 
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through the dielectric substrate on to the metal film, where the laser energy heated the 

electrons in the skin depth of the metal, and the hot electrons traveled ballistically 

through the cold metal lattice to approximately the electron-phonon coupling length of 

the metal. The thermal energy in the electrons was coupled into the metal lattice via 

electron-phonon interactions, heating the metal lattice, which expanded in response to the 

temperature jump to create the shock wave in the metal.  The dielectric substrate acted as 

a tamper, preventing rapid expansion of the material back toward the incident laser pulse 

and forcing the expansion into the metal film.  Sketches depicting these steps are shown 

in Fig. 2-6. 

 

 

Fig. 2-6.  Conceptual illustrations of frustrated laser ablation method of 
shock wave generation in thin metal films.  (a) Laser pulse was focused 
through a dielectric substrate on to the metal film.  (b) Laser energy was 
absorbed creating a hot electron gas.  (c) The hot electron gas traveled 
through the material to the electron-phonon coupling length, where the 
energy was transferred from the electrons to the lattice.  (d) The hot lattice 
expanded to generate a shock wave in the metal film (and in the dielectric 
substrate). 
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To create a shock wave that closely resembled the temporal shape of shock waves 

generated by the impact of a projectile, the intensity of the laser pulse was temporally 

shaped to yield a supported shock wave with a sharp (short rise time) shock front.  To 

create the desired shape, a knife edge was inserted into the low-frequency (temporally-

leading) side of the spectrum at the Fourier plane in the post-amplification stretcher.  This 

spectral shaping of the chirped pulse translated into the shaping of the temporal intensity 

of the beam, by clipping a portion of the spectrum and yielding a shaped output with a 

sharp rise of ~5 ps, followed by a relatively constant intensity for >150 ps. A typical 

spectrum of the shaped laser pulse for shock generation is shown in Fig. 2-7. 

 

 

Fig. 2-7.  Spectrum of the spectrally shaped and chirped laser pulse. 
 

 The time-dependent intensity of the pulse was measured using a cross-correlation 

frequency resolved optical gating (XFROG)4 method.  The portion of the 10 Hz pulse 

that was compressed was spectrally narrowed to a FWHM bandwidth of 2.5 nm and 

compressed to approximately 400 fs.  This compressed pulse was combined with the 
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chirped pulse in a 50 μm thick, Type I -barium borate (BBO) crystal to generate the sum 

frequency of the two pulses.  The spectrum of the resulting pulse was recorded while 

scanning the time delay between the two pulses.  The resulting XFROG data provided a 

measurement of the time-dependent frequency of the shaped pulse.  Typical XFROG data 

are shown in Fig. 2-8. 

 

 

Fig. 2-8.  XFROG trace of the spectrally shaped laser pulse used for shock 
generation as measured by the compressed pulse centered at 806.6 nm 
with 2.5 nm FWHM bandwidth. 

 

The sharp increase in intensity at the beginning of the shock driving laser pulse 

created a short rise time shock wave in the material.  The long duration of the laser pulse 

was required to generate a supported shock wave that could travel through several 

microns of material without being eroded by release waves from the laser heated 

expansion region.  Figure 2-9 shows the interferometrically measured5 free surface 

position of a 250 nm thick Al film that was shocked using the chirped and temporally 

shaped pulse discussed above and contrasted with a shock generated by the compressed 

120 fs long pulse.  For the first several picoseconds, the free surface position of the 

material was the same using the two different pump pulses.  This indicates that the 
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material limited the rise time of the shock, primarily through the electron-phonon 

coupling parameters yielding a rise time that was much longer (approximately 6 ps) than 

the 120 fs pulse.  After the initial rise, the free surface of the Al pumped with the chirped 

pulse moved with an approximately constant velocity, while the motion of the Al surface 

pumped with the compressed pulse quickly decreased.  The chirped pulse continued to 

provide energy to the Al film, which forced the continued expansion of the film.  This 

resulted in a sustained pressure wave, similar to a pressure wave resulting from the 

impact of a projectile.  The compressed pulse created a shock wave in the same way as 

the chirped pulse; however, since the laser did not continue to drive the shock wave, a 

release wave formed behind the shock.  The release wave traveled faster than the shock 

wave through the material that was compressed from the shock wave and had a higher 

sound speed.  The release wave overtook the shock wave, at which point the material 

stopped moving. 

 Further information about the spectral shaping for shock wave generation can be 

found in McGrane et al.,6 and additional information about the shock rise times in thin 

metal films can be found in Gahagan et al.7 
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Fig. 2-9.  Interferometrically determined free surface position versus time 
for shocks in a 250 nm thick bare Al film.  Data courtesy of S. D. 
McGrane. 
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Chapter 3 

Shock Rise Time in Layered Metal Films 

 

3.1 Introduction 

 The short temporal duration and high temporal resolution of laser driven shock 

waves, such as the 300 ps duration of the laser driven shocks described in the previous 

chapter, impose tight constraints on the sample dimensions and on the uniformity of the 

materials that are investigated.  For studying chemistry that is initiated by a shock wave 

in an energetic material, it would be ideal to have a thin single crystal sample of the 

energetic material on a substrate that would convert the laser energy into a shock wave.  

Metals tend to be poor surfaces on which to grow organic crystals, but they often function 

well as laser driven shock drive layers.  Therefore, one could imagine fabricating a 

sample by attaching a self-assembled monolayer (SAM) to a gold film1-3 and growing the 

energetic crystal on the SAM.  However, due to the weak electron-phonon coupling in 

gold (electron-phonon coupling constant, g=2.1 x 1016 Wm-3K-1),4 laser driven thin gold 

films produce ramp waves instead of shock waves.5  In an effort to find a more suitable 

substrate for energetic crystal studies, a series of experiments was performed to study the 

shock rise times of chromium and gold layered thin films, with the expectation that a 

shock could be generated in a chromium film and transferred mechanically to a gold film. 

 Ultrafast laser pulses of 180 fs have been used to drive shock waves in thin film 
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metal targets of aluminum and nickel on glass substrates.6  After shock runs of 0.25 to 1 

μm, the time constants of the rise times in these vapor-plated films have been observed as 

approximately 2.5 ps.  The rise times and shapes of the pressure pulses are determined by 

many factors, including the temporal shape of the laser pulse, optical skin depth, electron-

phonon coupling parameters, heat conduction, and the viscosity of the material.  

Recently, graded density impactors have been developed for light gas guns, which can be 

used to tailor the resulting compression wave.7,8 For laser driven shocks, the same 

manipulation of the wave should be possible using the properties of the materials and the 

shape of the laser pulse itself. 

For this study, we have created layered thin films of chromium and gold, and 

measured the rise times as a function of the thicknesses of the two layers.  These 

materials were chosen with the notion that the strong electron-phonon coupling in 

chromium (g=42 x 1016 Wm-3K-1)9 would create a shock with a short rise time that could 

be carried through to the gold layer and propagate as a sharp shock wave in the gold. 

 

3.2 Experiment 

 The laser used for these experiments is described in §2.1.  The shocks were driven 

with either of two pulses, one of which was stretched to approximately 80 ps, chirped, 

and spectrally shaped to have a 10-90% rise time of <3 ps on the temporally-leading edge 

and the other compressed to 180 fs.  Both pulses were focused onto the sample to create 

shock waves as described in §2.2.  The XFROG10 trace of the spectrally shaped pulse 

used for driving the shocks is shown in Fig. 3-1. 
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Fig. 3-1.  XFROG trace of the spectrally shaped laser pulse used for shock 
generation as measured by a compressed pulse centered at 804.8 nm with 
6.5 nm FWHM bandwidth. 

 

 The full bandwidth of the probe pulse did not permit the formation of interference 

fringes across the necessary area of the sample.  To increase the coherence length of the 

probe pulse, the bandwidth of the probe was narrowed, increasing the pulse duration.  To 

decrease the bandwidth while maintaining a Gaussian shaped pulse for better 

compression, two birefringent filters with thicknesses 5T and 6T were inserted into the 

beam at Brewster’s angle before the compressor.  A polarizer after the birefringent filters 

removed the wavelengths for which the polarization had been rotated, and knife edges in 

the compressor removed the intensity of the peaks away from the central wavelength.  

The resulting spectrum is shown in Fig. 3-2.  This beam was compressed to 180 fs and 

was used as the pump pulse in the experiments with the fs drive.  It was also used to 

probe the sample from the side opposite the pump beam with both the chirped drive and 

the fs drive. 
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Fig. 3-2.  Typical spectrum of the interferometric microscopy probe pulse 
that had been spectrally narrowed with 5T and 6T birefringent filters prior 
to compression. 

 

 Interferometric microscopy was used to measure the motion of the metal at the 

free surface.  The compressed pulse shown above was variably delayed with respect to 

the pump pulse and was sent into a Mach-Zehnder interferometer that probed the free 

surface of the sample at 31° from normal.  An experimental schematic is shown in Fig. 3-

3.  The two legs of the interferometer were recombined at a small angle on a charge-

coupled-device camera, which recorded interferograms before, during, and after each 

event.  Typical interferograms are shown in Fig. 3-4.  Since the shock destroyed a portion 

of the material with each shot, the sample was rastered to a pristine area between each 

shot.  A photo of one of the samples displaying the holes created by the laser driven 

shock is shown in Fig. 3-5. 
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Fig. 3-3.  Experimental schematic of the laser shock generation as probed 
using interferometric microscopy. 

 

 

Fig. 3-4.  Interferograms of the surface of a Cr and Au sample (a) before 
the shock is in the material, (b) 60 ps after shock breakout at the surface 
(the ripple and darkening at the center of the image indicate the presence 
of motion in the thin film), and (c) after the completion of the shock event, 
showing the hole left in the metal film. 
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Fig. 3-5.  Photograph of a Cr and Au layered sample that was vapor 
deposited on 120 μm of glass.  The holes in the metal film were generated 
by the laser shocks. 

 

The Cr and Au thin film samples were grown in a high vacuum bell jar system 

equipped with two electron beam deposition sources operated at a pressure during 

deposition of 1 x 10-7 Torr (or better).  A quartz crystal microbalance was located in the 

center of the planetary and was used as an in situ film thickness monitor.  The chromium 

and gold layers were sequentially grown on 120 μm glass substrates that were 22 mm in 

diameter.  Prior to introduction into the vacuum, the substrates were rinsed with methanol 

and air-dried.  The typical deposition rate for both materials was approximately 1-2 Å/s 

and was controlled by manipulating the emission current of the source. 

 

3.3 Results 

3.3.1 Data Analysis 

 The displacement of the surface of the films was extracted from the 

interferograms with a Fourier transform method in the fashion of Takeda et al. as 
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described below.11  The fringe pattern of the interferograms is of the form: 

   g(x, y) = a(x, y) + b(x, y)cos[2 f
0
x + (x, y)] , (3.1) 

where x and y are the coordinates of the interferogram, a(x,y) is unwanted spatial 

variation in the interferogram intensity, b(x,y) is the spatial variation in intensity of the 

interferogram that contains information about the reflectivity of the sample, f0 is the 

frequency of the interferometric fringes, and  is the phase shift of the light from the 

movement of the sample.  Equation (3.1) can be written as 

 
  
g(x, y) = a(x, y) +

1
2

b(x, y)ei[2 f0x+ ( x ,y )]
+

1
2

b
*(x, y)e i[2 f0x+ ( x ,y )] , (3.2) 

which may be further simplified as 

   g(x, y) = a(x, y) + c(x, y)ei2 f0x

+ c
*(x, y)e i2 f0x  (3.3) 

with the substitution 

 
  
c(x, y) =

1
2

b(x, y)ei ( x ,y ) , (3.4) 

where c* indicates the complex conjugate of c.  Equation (3.3) is Fourier transformed in x 

with a Fast Fourier Transform (FFT) algorithm to become 

   G( f , y) = A( f , y) +C( f f
0
, y) +C

*( f + f
0
, y) , (3.5) 

where the capital letters denote the Fourier spectra of the lower case counterparts and f is 

the frequency in the x direction.  The three parts of Eq. (3.5) are separated in frequency at 

the locations f, f-f0, and f+f0.  This separation allows the isolation of a single part, C(f-

f0,y), which is inverse Fourier transformed to return c(x,y) as written in Eq. (3.4).  The 

desired quantity is the displacement of the sample surface, which is given by the change 

in the phase.  To acquire that quantity, c(x,y) is normalized after performing the above 
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analysis using an interferogram of the same sample area that was recorded prior to the 

surface displacement, as follows: 

 

  

c(x, y)
c

0
(x, y)

=

1
2

b(x, y)ei ( x ,y )

1
2

b
0
(x, y)ei 0 ( x ,y )

=
b(x, y)
b

0
(x, y)

e
i[ ( x ,y ) 0 ( x ,y )] , (3.6) 

where the subscript 0 indicates values from an interferogram recorded before surface 

displacement.  From Eq. (3.6), both the relative reflectivity, R(x,y), and the phase shift 

from the surface displacement, (x,y), may be extracted as shown in Eqs. (3.7) and (3.8). 

 

  

R(x, y) =
b(x, y)
b

0
(x, y)

2

 (3.7) 

   (x, y) = (x, y)
0
(x, y)  (3.8) 

The phase shift is obtained modulo-2 , so the phase is unwrapped to remove any 2  

discontinuities, and then the phase in the region of the interferogram that remains 

stationary is set to 0. 

 This analysis was performed on the interferograms in Fig. 3-4.  The real portion 

of the Fourier spectra of the interferogram in Fig. 3-4(b) is shown in Fig. 3-6.  Clearly 

evident is the separation of the three distributions of Eq. (3.5) along the horizontal axis, 

where A(f,y) is in the center of the plot, C(f-f0,y) to the left of center, and C*(f+f0,y) is to 

the right. 
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Fig. 3-6.  Plot of the real component of the Fourier spectrum from the 
interferogram shown in Fig. 3-4(b).  

 

 The peak to the left of center in Fig. 3-6 was isolated with an elliptically shaped 

mask and inverse Fourier transformed.  The remainder of the analysis was conducted to 

yield the phase shift and reflectivity results shown in Fig. 3-7. 

 

 

Fig. 3-7.  (a) Optical phase shift and (b) relative reflectivity calculated 
from the interferogram shown in Fig. 3-4(b) and zeroed/normalized by the 
interferogram in Fig. 3-4(a). 
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 The phase shift data were used as a measurement of the displacement z(x,y) of the 

surface of the metal film, which is calculated from: 

 
  
z(x, y) =

4 cos
(x, y) , (3.9) 

where  is the probe wavelength,  is the incident angle of the probe, and  is the phase 

shift.  The surface displacement calculated from the phase shift data in Fig. 3-7(a) is 

depicted in Fig. 3-8. 

 

 

Fig. 3-8.  Three-dimensional representation of the surface position of the 
Cr and Au film, calculated from Eq. (3.9) using the phase shift data shown 
in Fig. 3-7(a). 

 

 In previous studies of shock rise times in thin metal films, the surface 

displacement was fit well by the following function: 

 

  

z(t) =
1
2

1+ tanh
t t

0
u

fs
dt , (3.10) 

where t is time, t0 is the time at the center of the material acceleration,  is the time 

constant of the material acceleration, and ufs is the free surface velocity. The phase shift 
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from the center 30 μm of the shocked area was averaged and plotted against the time 

delay of the probe pulse relative to the pump pulse.  To use the phase shift data, Eq. (3.9) 

was substituted for z in Eq. (3.10) , and Eq. (3.10) was integrated to yield 

 

  

(t) =
4 cos

u
p

t t
0
+ ln cosh

t t
0

+
0

, (3.11) 

where (t) is the time-dependent phase shift, up is the particle velocity in the material, and 

0 is any phase shift present before the arrival of the pump pulse, commonly a result of a 

small amount of pre-pulse in the laser output.  The phase shift as a function of time was 

fit to Eq. (3.11) to acquire , the time constant of the material free surface velocity, with 

the 10%-90% shock wave rise time as approximately 2.3 . 

 

3.3.2 Chirped drive pulse 

 For the experiments that used a chirped pulse to drive the shock wave in the metal 

films, combinations of four Cr thicknesses and three Au thicknesses were investigated.  

The Cr thicknesses were 5 nm, 15 nm, 30 nm and 50 nm.  At the wavelength of 800 nm, 

Cr has an optical penetration depth of 18 nm, and the Cr thicknesses were chosen to 

range from significantly below the penetration depth to well above it.  The Au 

thicknesses were 100 nm, 250 nm, and 500 nm.  These thicknesses were chosen to 

determine if the Au disperses the shock front and to determine if a sharp shock can be 

propagated in the gold film. 

 Phase shift versus time data for the samples with 100 nm Au and the four 

thicknesses of Cr are shown in Fig. 3-9 along with the fits to the data using Eq. (3.11).  

For all the data recorded with the chirped drive pulse, the phase shift data at each time are 
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the averages of five shots.  The accelerations of the free surfaces as a function of time are 

shown in Fig. 3-10.  It is evident from the widths of the acceleration curves that the shock 

rise time is similar for the films with 5 and 15 nm of Cr, shorter for the 30 nm Cr film, 

and shortest for the 50 nm Cr film. 

 

 

Fig. 3-9.  Interferometric microscopy phase shift for films with various 
thicknesses of Cr underneath 100 nm Au averaged over the central 30 μm 
of the shock breakout region as a function of delay between the pump and 
probe pulses. 

 

 

Fig. 3-10.  Acceleration of the free surfaces of films with various 
thicknesses of Cr underneath 100 nm Au determined from the fit of phase 
shift data obtained as a function of delay between the pump and probe 
pulses. 
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 Phase shift versus time data and fits for the samples with 250 nm Au and four 

different thicknesses of Cr are shown in Fig. 3-11.  It can be seen from the acceleration 

curves in Fig. 3-12 that the data with 250 nm Au do not show a clear correlation between 

Cr thickness and rise time. 

 

 

Fig. 3-11.  Interferometric microscopy phase shift for films with various 
thicknesses of Cr underneath 250 nm Au averaged over the central 30 μm 
of the shock breakout region as a function of delay between the pump and 
probe pulses. 

 

 

Fig. 3-12.  Acceleration of the free surfaces of films with various 
thicknesses of Cr underneath 250 nm Au determined from the fit of phase 
shift data obtained as a function of delay between the pump and probe 
pulses. 
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 The phase shift versus time data and fits for the films with 500 nm Au and four 

different thicknesses of Cr are shown in Fig. 3-13.  The accelerations of the free surfaces 

of the films in Fig 3-14 are similar to those for the films with 250 nm Au in that there is 

not a clear correlation between thickness of the Cr film and rise time. 

 

 

Fig. 3-13.  Interferometric microscopy phase shift for films with various 
thicknesses of Cr underneath 500 nm Au averaged over the central 30 μm 
of the shock breakout region as a function of delay between the pump and 
probe pulses. 

 

 

Fig. 3-14.  Acceleration of the free surfaces of films with various 
thicknesses of Cr underneath 500 nm Au determined from the fit of phase 
shift data obtained as a function of delay between the pump and probe 
pulses. 
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The rise times for all the thicknesses of Cr and Au measured are given in Table 3-

1.  As mentioned earlier, the films with 250 nm and 500 nm Au do not show the expected 

trend of shorter rise time with thicker Cr layers, however, the films with 100 nm Au do 

show this trend. 

 

Table 3-1.  Rise time, , in ps of the shock wave in films with various thicknesses of Cr 
and Au.  The shock wave was generated with a stretched and spectrally shaped laser 
pulse of approximately 80 ps. 

100 250 500
Cr thickness [nm]: 5 18±9 18±6 21±7

15 19±7 13±9 21±19
30 13±9 40.±18 32±14
50 7±8 31±8 14±10.

Au thickness [nm]:

 

 

 250 nm Al and 250 nm Au films were also measured with the chirped drive pulse.  

The phase shift data and fits are shown in Fig. 3-15, and the accelerations are shown in 

Fig. 3-16.  The 250 nm Al film was measured to compare the rise times of the Cr-Au 

samples to the rise time in Al, the typical metallic drive layer used in laser driven shock 

experiments.  The rise time in the 250 nm Al film was 7±4 ps.  The 250 nm Au film was 

measured to determine if adding a Cr layer to generate the shock shortened the rise time.  

The rise time in the 250 nm Au film was 20.±4 ps. 
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Fig. 3-15.  Interferometric microscopy phase shift for a 250 nm Al film 
and a 250 nm Au film averaged over the central 30 μm of the shock 
breakout region as a function of delay between the pump and probe pulses.  
The Al data were recorded for a shorter time than the Au data because the 
Al free surface accelerates in a shorter time. 

 

 

Fig. 3-16.  Acceleration of the free surfaces of a 250 nm Al film and a 250 
nm Au film determined from the fit of phase shift data obtained as a 
function of delay between the pump and probe pulses. 

 

3.3.3 fs drive pulse 

Due to the inconsistencies of the rise times in the data taken with the chirped 

drive pulse, especially in the 250 nm and 500 nm Au films, the rise times of some Cr-Au 
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films were measured with a 180 fs drive pulse.  The ultrafast drive pulse insured that the 

rise time of the free surface velocity was exclusively due to the materials in the sample 

and not from the rise time of the laser pulse intensity.  The rise times of four films were 

measured with the 180 fs drive pulse.  All four films had 100 nm of Au, and the Cr layers 

were 15nm, 50 nm, 100 nm, and 300 nm thick.  The phase shift data at each time is the 

average of 10 shots.  The phase shift data and fits are shown in Fig. 3-17, and the 

accelerations calculated from the fits are shown in Fig. 3-18.  Additionally, the rise times 

for the four films are given in Table 3-2.  Clearly the free surface velocity rise time for 

the film with 15 nm Cr was much longer than the rise times for the other three films.  The 

variances in the rise times of the 50 nm and 100 nm Cr films show that there was not a 

statistically significant difference in the rise times of those films, and the rise time of the 

300 nm Cr film was slightly longer but still much shorter than the rise time of the 15 nm 

Cr film. 

 

 

Fig. 3-17.  Interferometric microscopy phase shift for films with various 
thicknesses of Cr underneath 100 nm Au averaged over the central 30 μm 
of the shock breakout region as a function of delay between the pump and 
probe pulses. 
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Fig. 3-18.  Acceleration of the free surfaces of films with various 
thicknesses of Cr underneath 100 nm Au determined from the fit of phase 
shift data obtained as a function of delay between the pump and probe 
pulses. 

 

Table 3-2.  Rise time, , of the shock wave in films with various thicknesses of Cr 
underneath 100 nm Au.  The shock wave was generated with a 180 fs laser pulse. 

100 nm Au
15 nm Cr 15.7±3.4
50 nm Cr 3.1±0.6

100 nm Cr 2.3±1.3
300 nm Cr 5.9±2.0  

 

3.4 Discussion 

The free surface velocity rise time data of the samples with 100 nm Au taken with 

the chirped drive pulse show a clear decrease in rise time with increased Cr film 

thickness from 5 nm to 50 nm of Cr.  The 5 nm and 15 nm thick Cr films produced rise 

times similar to the rise time in the 250 nm Au with no Cr layer; all had rise times of 

approximately 20 ps.  Since the optical penetration depth at a wavelength of 800 nm in Cr 

is 18 nm, a significant portion of the light passed through the Cr layer and was absorbed 

in the Au.  The shock wave was formed in both the thin Cr layer and the Au layer, but the 
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weak electron-phonon coupling in the Au created the relatively long rise time.  As 

hypothesized in §3.1, increasing the thicknesses of the Cr to 30 nm and 50 nm made the 

rise times progressively shorter as almost all of the light was absorbed in the Cr, and the 

shock was formed in the Cr layer and then mechanically transferred to the Au layer.  In 

fact, the rise time in the sample with 50 nm of Cr and 100 nm of Au was the same as the 

rise time in the 250 nm thick Al film, 7 ps. 

  The shock wave rise times varied for the samples with 250 nm and 500 nm thick 

Au layers, and they did not show a consistent trend with Cr thickness.  For the samples 

with Cr layers 5 nm and 15 nm thick, the rise times of the samples with 250 nm and 500 

nm thick Au layers were very similar to those with the 100 nm thick Au layer and similar 

to the 250 nm film of only Au.  These rise times resulted from the same mechanism as 

explained earlier in the samples with 100 nm Au layers in that the light for driving the 

shock wave penetrated through the Cr layer and the shock wave was formed in both the 

Cr and the Au layers.  For the samples with 30 nm and 50 nm of Cr and 250 nm and 500 

nm of Au, the rise times did not decrease like they did in the samples with 100 nm thick 

Au layers.  The most probable explanation is that there was dispersion of the shock front 

in the thicker Au layer, which lengthened the rise time. 

Using the 180 fs drive pulse to generate a shock in films with 100 nm Au and 

various thicknesses of Cr, it was possible to create a sharp shock front when the Cr 

thickness was 50 nm or larger.  The monotonic decrease in rise time when the Cr 

thickness was varied from 15 nm to 100 nm was a product of increasing amounts of the 

light being absorbed in the Cr layer and the larger thicknesses permitting the formation of 

the shock wave fully in the Cr layer before it was mechanically transferred to the Au 
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layer.  The rise time was slightly longer with the 300 nm Cr film, possibly due to 

dispersion at the shock front as it traveled through more material or due to the rarefaction 

wave eroding the shock at later times.  There was no evidence that a sharper shock front 

was created by Cr thicknesses greater than 50 nm. 

 In conclusion, it has been shown that short rise times in free surface velocity of 

Au films are achievable with layered metal structures.  Layers of Cr 50 nm or more thick 

underneath a 100 nm Au film produced sharp shock fronts with free surface velocity rise 

times similar to those previously seen by Gahagan et al.6 in Al and Ni. 
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Chapter 4 

Ultrafast Dynamic Ellipsometry 

  

4.1 Introduction 

There are many diagnostics available to probe shock induced material dynamics.  

These diagnostics vary both in the instrumentation that is used and in the material 

properties that are interrogated. The most commonly used diagnostic in shock physics is 

the velocity interferometer system for any reflector (VISAR),1 which uses fiber-coupled 

continuous-wave laser light to measure the velocity of a free or windowed surface of a 

shocked material.  The probe light is reflected from a sample at normal incidence to the 

sample surface and then recombined with light that has been optically delayed.  The 

oscillations in the intensity of the resulting light provide a measurement of the velocity of 

the sample surface.  Recently, photon Doppler velocimetry (PDV) 2 has been developed, 

a technique that also probes the sample surface at normal incidence (most frequently) to 

extract velocities.  Due to the use of normal incidence of the probe light in both VISAR 

and PDV, these diagnostics are unable to discriminate between shock induced optical 

changes and material motion as we will show below.  Changes in the optical properties of 

the shocked material can impact the measured velocity, especially for experiments that 

are probed through a window.  In most window materials, shock compression causes an 

increase in the refractive index, which changes the optical path length.  Due to the long-
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standing use of VISAR, the refractive index changes for many common window 

materials have been measured, and those results are applied to VISAR data in the form of 

VISAR correction factors.  However, since the optical changes in the window material 

are not measured for each shot, they can lead to error in the velocity measurement, 

particularly if there is a nonlinear dependence of the refractive index with pressure.  This 

possible introduction of error is of special concern as large laser facilities expand the 

region of accessible shock pressures to a few TPa (10s of Mbars), significantly beyond 

the pressures at which the correction factors were determined. 

Although velocity is the most common property measured during a shock 

experiment, x-ray diffraction (XRD) has been used to probe both shock compression3-7 

and shock-induced phase changes.8-10 Its sensitivity to nuclear position provides 

important and definitive information about lattice structure, but its use has been limited to 

materials with simple crystal structures, with readily available single crystals, and with 

low x-ray absorption cross-sections.  Despite the definitive nature of XRD data, it cannot 

be used alone as a shock diagnostic because velocity information is still required to relate 

the XRD data to a shock pressure. 

Infrared spectroscopy has been used to look at reactivity in shocked materials by 

probing specific vibrational modes.11  It is sensitive to molecular configurations but 

provides little if any information about the electronic states of the materials. 

Reflectivity provides information regarding electronic structure, and the 

reflectivity of shocked materials has been previously measured,12-14 yielding information 

about the material’s electronic changes but without providing information about the 

material motion.  Fourier domain interferometry has produced space and time resolved 
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measurements of materials subjected to laser driven shocks15-19 and plasmas.20-22  Blanc 

et al.21 noted dependence on the polarization of their probe light and on the incident angle 

in their plasma studies, and Quoix et al.22 used the difference in the phase between s- and 

p-polarized probes in the measurement of plasma density and electronic temperature.   

The optical properties of a material in the visible wavelength range result from its 

electronic structure.  Thus, ultrafast dynamic ellipsometry (UDE), which is sensitive to 

changes in the electronic structure as manifested through changes in the material’s index 

of refraction, may be used in some cases as a non-invasive probe of the phase of a 

material or its chemical reactivity. 

Ultrafast dynamic ellipsometry measures the space and time resolved phase shift 

and reflectivity of laser light incident at two angles to the shocked surface, each 

containing s- and p-polarized light.  The use of off-normal probe angles allows the 

separation of the optical effects from the material motion as we show below.  Previously, 

UDE of shocked materials has been performed using multiple laser shots to build up a 

time history, similar to the method used in the shock rise time experiments in the 

previous chapter.  In other experiments, Funk et al.23 measured the optical effects of 

shocked Al at 800 nm using the phase shifts at multiple angles to extract the particle 

velocity and the shocked refractive index, and McGrane et al.24 used optical phase shift 

information to determine the shocked refractive index, the particle velocity, and the shock 

velocity for shocks traveling in transparent poly(methyl methacrylate) (PMMA).  This 

thesis presents a dramatic advancement by allowing the simultaneous determination of 

the optical properties and the material motion using chirped pulse interferometry to 

acquire a complete time profile in a single shot.  The benefit of acquiring this information 



 55

in a single shot is greatly decreased noise in the data, which permits a more accurate 

determination of the material response to shock loading.  A comparison between single 

shot data and data acquired by building up a time history will be given in §4.4, along with 

a discussion of the value added.  Another benefit of a single shot technique is the ability 

to apply it to larger experiments, such as those driven by high power lasers, high 

explosives, and gas guns. 

Ultrafast dynamic ellipsometry is a powerful technique for measuring the 

Hugoniot of transparent materials, as will be demonstrated in the next several chapters.  

By separating changes in the optical properties from the material motion of thin films, the 

film thickness, the refractive indices of the pristine and shocked materials, and the shock 

and particle velocities are determined.  This work marks the first time that all of these 

parameters have been determined simultaneously. 

 

4.2 Ultrafast dynamic ellipsometry interferometric probe 

Shown in Fig. 4-1 is a schematic of the shock generation/probe apparatus. As 

noted in Chapter 2, a portion of the chirped and spectrally shaped pulse was used to probe 

the material properties.  Approximately 30% of the laser pulse energy from the chirped 

pulse was split off after the post-amplification stretcher.  This pulse was equally split into 

two Mach-Zehnder interferometers that probed the sample at two different angles, 

25.0±0.1° and 63.4±0.3° from normal.  The probes were loosely focused onto the same 

region of the sample, illuminating an area approximately 600 m in diameter and 

circumscribing the shock breakout region.  In each arm of each interferometer, a half-

wave plate was inserted before the sample and rotated such that each beam contained 
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both s- and p-polarized light of equal intensity at the detectors after the spectrometers.  

Achromatic doublet lenses imaged the sample surface onto the entrance slits of two 

home-built imaging spectrometers, one for each angle.  Identical lenses in the reference 

arms balanced the interferometers.  The reference and probe beams were crossed at a 

slight angle on the slits of the spectrometers, creating interference fringes perpendicular 

to the spectrometer slit.  An adjustable delay built into the reference arms of each 

interferometer allowed temporal overlap of the beams at the spectrometer entrance slits as 

measured with the spectrometer grating at zero order.  This space-shifted implementation 

of Fourier domain interferometry was chosen because it gave less noise in this 

experiment than the more common time-delayed variation.  Each slit was positioned to 

sample through the center of the shock breakout region.  At the output of each 

spectrometer, a Wollaston prism separated the orthogonal polarizations into separate 

images on 12-bit charge-coupled-device (CCD) cameras. 

 

 

Fig. 4-1.  Experimental schematic for shock generation and ultrafast 
dynamic ellipsometry diagnostic.  The same chirped laser pulse was used 
to drive the shock wave in the material and to probe the resulting material 
dynamics with two Mach-Zehnder spectral interferometers. 
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An image of the hole created in an Al sample by the laser generated shock wave 

probed at 26.0° is shown in Fig. 4-2. Shown in Fig. 4-3 are interferograms recorded 

before and during a shock in a 1530 nm film of polycarbonate.  For the low angle data, 

the calibrated sample dimension of length per CCD pixel was 0.685 μm for s-polarization 

and 0.526 μm for p-polarization.  For the high angle data, it was 1.136 μm for s-

polarization and 0.877 μm for p-polarization.  (The difference in magnification results 

from astigmatism due to the large split angle of the Wollaston prisms, ~15°.25) 

 

 

Fig. 4-2.  Images of the holes produced by a laser generated shock wave in 
a 2 μm Al film grown on a glass substrate.  A Wollaston prism splits the s- 
and p-polarized light for imaging onto separate areas of the CCD camera. 
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Fig. 4-3.  Interferograms of the 25.0° probe with the p-polarized light on 
the left and the s-polarized light on the right. Interferograms were recorded 
(a) before and (b) during an 8.7 ± 0.2 GPa shock in 1530 nm of 
polycarbonate on 2 μm of Al.  The ripples observed in (b) are indicative of 
surface motion and/or changes in the optical properties of the sample.  

 

Care was taken in using the same configuration of mirrors to image the shock into 

each spectrometer and in aligning the spectrometer slits to the same area on the sample in 

both arms, using a visible defect or feature on the sample for alignment.  Since the data 

were spatially resolved, it was critical that the data collected at each angle be taken from 

the same place on the sample.  In addition, the images were rotated before the entrance 

slit of the spectrometer so that the slit was sampling horizontally through the center of the 

shock, allowing accurate centering of the elliptical image obtained at high incident angle 

and reducing any error introduced by movement of the pump beam between shots. 
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4.3 Analysis of the Interferograms 

To measure the time-dependent frequency of the shaped laser pulse and to 

calibrate the time dependence of the probe, a cross-correlation frequency resolved optical 

gating (XFROG)26 measurement was performed.  The stretched and spectrally shaped 

pulse was combined with the compressed and spectrally narrowed pulse of 400 fs in a 50 

m thick -barium borate (BBO) crystal to create the sum frequency of the two pulses.  

The sum frequency was recorded with a spectrometer while the delay between the two 

pulses was scanned.  A typical XFROG trace is shown in Fig. 4-4. 

The resulting XFROG data were analyzed, using a peak fitter at each time step.  

The peak wavelength was transformed into frequency.  The peak frequency as a function 

of time is shown in Fig. 4-5, along with a linear and a second order polynomial fit.  There 

are oscillations in the residual of the fits that result from interference in the BBO crystal, 

which did not impact the second order polynomial fit that was used to generate an 

accurate description of the time-dependent frequency. 
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Fig. 4-4.  Typical XFROG trace of the spectrally shaped laser pulse used 
for shock generation as measured by a compressed pulse centered at 799.9 
nm with 3.5 nm FWHM bandwidth. 

 

 

Fig. 4-5.  Frequency of the peak intensity of the XFROG shown in Fig. 4-
4 as a function of time delay between the stretched and compressed pulses.  
Linear and quadratic fits are shown overlapping the peak frequency data.  
Although the quality of the fits cannot be distinguished in the plot, the 
residuals of those fits are plotted above, showing that the quadratic fit 
better matches the data.  The oscillations in the residuals (and also in the 
peak frequency data) result from interference in the sum frequency 
generating crystal. 
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The spectrometers were calibrated with an argon spectral calibration lamp (Oriel).  

This calibration, combined with the measured nonlinear time dependent frequency from 

the XFROG, was used to interpolate the interferograms onto an evenly spaced time grid.  

The interferograms were inverse fast Fourier transformed (FFT) along the spatial axis, 

and a cosine tapered filter mask excluded all but the relevant signal peak.  An FFT 

returned a complex value from which the imaginary part gave the desired phase shift and 

the square of the real part yielded the reflectivity.  The analysis is the same as explained 

in §3.3.1.  The data were subtracted or divided by the phase shift or reflectivity, 

respectively, from an interferogram recorded of the same sample area before the shock.  

The effects of air currents and beam pointing fluctuations on the background were 

reduced by subtraction (phase shift) or division (reflectivity) of any planar tilt and by the 

removal of a second order polynomial fit to the background along a line in the temporal 

direction.  Figure 4-6 shows the phase shift and reflectivity data for a shock with a 

maximum pressure at the peak of the Gaussian of 9.5 ± 0.2 GPa traveling through 1580 

nm of polycarbonate. 
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Fig. 4-6.  Phase shift and reflectivity data for a 9.5 ± 0.2 GPa shock 
propagating through a 1580 nm thick polycarbonate film coated onto a 2 
μm thick Al film.  In each of the four images, the data from the p-
polarized probe is on the left and from the s-polarized probe is on the 
right.  (a) Phase shift data at 25.0°.  (b) Reflectivity data at 25.0°.  (c) 
Phase shift data at 63.4°.  (d) Reflectivity data at 63.4°. 

 

 In the analysis of the data, a second-order polynomial related frequency and time.  

In these experiments, the spectral resolution of the spectrometers determined the time 

resolution to be 3.5 ps, which is sufficiently short to capture the shock dynamics.  If a 

higher time resolution is desired, a time resolution comparable with the bandwidth-

limited probe pulse duration (<50 fs) is achievable with signal reconstruction described 

by Geindre et al.27 
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4.4 Benefits of a single shot diagnostic 

 In previous experiments,24 ultrafast interferometric microscopy was applied in a 

similar fashion to UDE to measure a shock wave in PMMA.  (Ultrafast interferometric 

microscopy is described in Chapter 3.)  This technique required several hundred shots, 

which were averaged for each time step and used to build a time history of the phase 

shift.  Due to fluctuations in laser power and inhomogeneities or thickness variations of 

the sample over the large area that was needed for so many shots, the phase data were 

somewhat noisy and the reflectivity data were too noisy to be of use in the analysis.  

Figure 4-7 gives a comparison between the interferometric microscopy phase shift data 

acquired from multiple shots and the single shot UDE phase shift data, in which we note 

the improved signal-to-noise ratio for the single shot technique. 
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Fig. 4-7.  Comparison of multiple shot interferometric microscopy phase 
shift data from reference [24] (a)-(b) and single shot UDE phase shift data 
(c)-(d) for a PMMA film of approximately 700 nm. 

 

 The UDE approach is well suited for measurement of shock-induced chemical 

reaction dynamics. For reactive materials, such as high explosives, photo-induced 

reactions, or layered nano-composites, or for inhomogeneous samples, the technique 

presented here demonstrates value in its single shot sensitivity, which is required in the 

case where the sample is destroyed or consumed.  Often, reactive samples are difficult to 

prepare and can be impossible to create in large quantities with few enough variations to 

allow signal averaging.  In addition, the picosecond time resolution of this chirped pulse 
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technique is the appropriate time scale for probing shock-induced reaction dynamics in 

many systems, which will be done in Chapter 8 on nitromethane and carbon disulfide. 

 Finally, the use of a spatially varying shock pulse with a well-characterized 

Gaussian profile creates a corresponding Gaussian distribution of pressures in the 

material.  The acquisition of a range of Hugoniot data from each laser shot using the 

spatially resolved data across the pressure distribution will be shown in Chapter 7. 

By separating the material motion from the shock-induced optical effects, 

ultrafast dynamic ellipsometry is a powerful technique to probe material dynamics that 

are not accessed with other methods.  In addition to the investigations in this thesis, it will 

prove valuable in future studies of material dynamics due to its ability to concurrently 

ascertain multiple parameters of the dynamic material without the need for reference 

experiments and with the high time resolution necessary to capture fast material 

dynamics. 
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Chapter 5 

Ultrafast Dynamic Ellipsometry of Polymers 

 

5.1 Introduction 

 The method of ultrafast dynamic ellipsometry (UDE) was developed using thin 

polymer film samples.  The polymer films were chosen because of the relative ease of 

sample fabrication, the accessibility of the materials, and the large compression created in 

polymers by relatively low shock pressures.  The compression creates significant changes 

in the refractive index of the polymers, resulting in strong changes in the measured 

reflectance. 

 In this chapter, the UDE model and the fitting routine used on the polymer 

samples are explained, and the dependence of the material properties on the resulting 

UDE data is discussed.  Then, UDE is applied to four different polymers:  polycarbonate, 

poly(methyl methacrylate), poly(chlorotrifluoroethylene-co-vinylidene fluoride), and 

Sylgard 184.  The accompanying analysis yields data on the shock equation of state, 

provided in the form of the shock velocity-particle velocity Hugoniot, and on the shock 

compressed refractive index for each material. 
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5.2 Thin film model and fitting routine for transparent 
materials 

 A shock traveling through a polymer causes compression, which increases the 

material’s density and refractive index.  This new compressed layer creates an additional 

optical interface (Fresnel surface) in the sample.  The thickness of this layer grows as the 

shock travels further into the material, and the thickness of the pristine polymer layer 

decreases correspondingly.  The time-dependent thicknesses of these two layers (the 

shocked and unshocked) give rise to changes in the reflectance from the material.  By 

measuring the change in reflectance as a function of time at 2 angles and with 2 

orthogonal polarizations of light, the optical properties and velocities of the material 

layers in the sample can be determined.  Figure 5-1 depicts the two layers that are formed 

in a polymer and the reflections of the probe light at the layer interfaces.  

 

 
 

Fig. 5-1.  Sketch of the optical layers in the sample showing some of the 
multiple reflections of the probe light.  The shock is traveling upwards 
from the Al through the polymer.  The change in density due to shock 
compression splits the polymer into two layers, shocked and unshocked, 
generating an optical interface at the shock front. 
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 To calculate the reflectance, the matrix formalism for light propagating in 

stratified media was used.1  The characteristic matrix that captures how light propagates 

in a medium is given by Eq. (5.1): 
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Here, d is the thickness of the material, n is the refractive index, θ is the incident angle in 

the material, and λ0 is the wavelength in vacuum.  In Eq. (5.1), q is defined separately for 

each polarization.  For s-polarized light 

 q = ncos! . (5.2) 

For p-polarized light 

 q =
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n
. (5.3) 

When a structure consists of multiple layers, the characteristic matrix for the 

entire structure is obtained by multiplying the characteristic matrices for each individual 

layer in the order in which they are encountered by the probe light.  This matrix is written 

in Eq. (5.4). 
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Using the condition that the electric and magnetic fields are continuous across each 

boundary, it can be shown that the reflectance from the media is 
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where m denotes the elements of the characteristic matrix, q1 is the q defined in equation 

(5.2) or (5.3) for the first layer, and qN is the q for the last layer.  In Eq. (5.5), the phase 

shift of the light upon reflection is φ, and the reflectivity is ρ2. 

 In this experiment, the absolute reflectance of the light is not measured, but rather 

the measured quantity is the change in reflectance.  The phase shift is a function of both 

the change in the path length of the reflected light and changes due to interference of the 

light at multiple boundaries.  The phase shift arises from changes in the optical properties 

of the material, changes in the thicknesses of the layers, and movement of the material 

layers.  This is shown in Fig. 5-2, which plots the phase change for a shock emerging 

from a bare Al film and for a shock in a polycarbonate layer on an Al film.  
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Fig. 5-2.  The phase shift versus time of light reflected by a shock 
emerging from a bare Al film and in polycarbonate covering an Al film.  
The phase shift in (a)-(b) is due to movement of the Al free surface.  Using 
the phase shift versus time to find the free surface velocity, the pressure 
was calculated to be 20.5 ± 0.7 GPa.  In (c)-(d), the positive phase shift is 
primarily from the movement of the interface between the Al and the 
shocked polycarbonate, which results from the particle velocity of the 
polycarbonate.  The oscillations in the phase shift are from the thin film 
effects arising from the time-dependent thicknesses of the shocked and 
unshocked layers of the polycarbonate. 

 

A measurement of the reflected light from a bare Al surface as a shock wave 

emerges yields a phase shift that is primarily a result of the movement of the free surface 

(Funk et al.2 measured phase shifts due to Al optical properties at the peak of the pressure 

wave in Al, but they are orders of magnitude smaller than the phase shifts due to surface 

motion discussed here).  The free surface velocity, ufs, is calculated using the change in 

the phase shift, Δφ, and the change in time, Δt, as given in the following equation: 
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where λ is the wavelength of the light and θ is the incident angle.  For a free surface at 

low shock pressures, the particle velocity is well approximated as half of the free surface 

velocity.3  The shock velocity is calculated from the Al Hugoniot4 us=5.38+1.34up, where 

us is the shock velocity and up is the particle velocity.  The pressure of the Al shock 

shown in Fig. 5-2 was calculated using Eq. (5.7). 

 P = P0 + !0usup , (5.7) 

where P is the shock pressure, P0 is the initial pressure, and ρ0 is the initial density.  A 

more extensive discussion of free surface velocity measurements in thin metal films is 

available from Gahagan et al.5 

 For a shock in a polymer thin film, the reflectance was calculated using equations 

(5.1)-(5.5), in which the shocked and unshocked materials are treated as layers with 

different refractive indices.  The majority of the phase shift is due to the movement of the 

interface between the Al and the shocked polymer, similar to the movement of the Al free 

surface, with the oscillations in the phase shift resulting from the changing thicknesses of 

the shocked and unshocked polymer layers. 

 On the timescale of this experiment, the acceleration of the material at the shock 

front was not instantaneous.  This acceleration has been studied in Al and other metals,5 

in which the free surface position of the metal fit very well to a function of the following 

form: 

 x(t) =
1

2
[1+ tanh(

t ! t
0

"
)]u

fs
dt# , (5.8) 



 74 

where x is the surface position, t is time, t0 is the time of maximum material acceleration, 

τ is the time constant of the rise, and ufs is the free surface velocity.  For bare Al films, τ 

was previously measured as 5.5 ps.5  In the model used to analyze the data, the function 

in equation (5.8) describes the acceleration of the Al and of the polymer at the shock 

front, and the rise time constant of both was set at 5.5 ps. 

To model the time dependence of the material motion, the thicknesses of the 

shocked and unshocked polymer layers were allowed to vary as a function of the shock 

and particle velocities.  The time-dependent thickness of the unshocked polymer layer, 

du, was given by 

 d
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where d0 is the original thickness of the film.  As the shock moved through the polymer, 

the material behind the shock wave began moving at the particle velocity.  The resulting 

change in thickness of the shocked layer is a function of the difference between the shock 

and particle velocities.  For the shocked polymer layer, the thickness started at zero and 

grew in time as given by 

 ds (t) =
1

2
[1+ tanh(

t ! t0
"
)]# (us ! up )dt , (5.10) 

where ds is the thickness of the shocked polymer film. 

 For the analysis of the data, a five layer time-dependent structure was assumed.  

The first layer was air with a refractive index set to 1.  The second layer was the 

unshocked polymer for which the initial refractive index and initial thickness were fitting 

parameters.  The third layer was the shocked polymer with a refractive index that also 

was a fitting parameter.  The fourth layer was Al2O3, resulting from the surface oxidation 
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of the vapor-plated Al.  The thickness of this layer was set at 7 nm, which was the typical 

thickness measured with spectroscopic ellipsometry, and the index was set to 1.76.6  The 

final layer was 2 µm of Al with the refractive index of 2.8 + i 8.45.7 

  Phase shift and reflectivity data were taken along a single pixel row across the 

center of each Gaussian shaped shock.  Using equations (5.1)-(5.5) and (5.8)-(5.10), all 

eight sets of data were simultaneously fit for the initial refractive index, the shocked 

refractive index, the initial thickness of the film, the shock velocity, and the particle 

velocity using the Levenberg-Marquardt least squares fitting algorithm.  A set of 

polycarbonate data and its fit are shown in Fig. 5-3.  The errors reported are obtained 

from the diagonal elements of the covariance matrix of the least squares fit. 

 

 

Fig. 5-3.  (a) Phase shift and (b) reflectivity data from the two angles and 
both polarizations along with the fit to the data for a 13.6 ± 0.2 GPa shock 
in a 1620 nm polycarbonate film on 2 µm Al.  Data are vertically offset 
for clarity. 
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Over the range of time for which the data were fit, the shock and particle 

velocities were assumed to be constant, also making pressure constant by equation (5.7).  

The agreement between the data and the fit in Fig. 5-3 indicates that this assumption is 

reasonable for the pressure wave propagating in the polycarbonate. 

 Also embedded in the analysis was the assumption that the initial refractive index 

and the density of the thin films were constant throughout the thickness of the films.  The 

shocked refractive index of the polymers was also assumed to be constant as a function of 

thickness and time.  These assumptions for the refractive indices greatly simplified the 

analysis by allowing only two layers in the polymers (shocked and unshocked) that had 

changing thicknesses with time. 

 

5.3 Dependence of data on experimental parameters 

5.3.1 Calculation method 

 During the first experiments with thin polymer films, it was observed that the data 

produced from some films showed very strong oscillations, while data from other films 

showed substantially weaker oscillations.  The data with stronger oscillations were much 

more desirable because the oscillations more tightly constrained the fit, resulting in 

increased precision of the Hugoniot data and optical properties.  To determine which 

sample traits were influencing the data so that they could be appropriately manipulated to 

provide the desired data, a series of calculations was performed, in which data were 

simulated while the characteristics of the sample were varied.  The data were simulated 

for a polycarbonate sample using the thin film model described in the previous section. 
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 The same five layers as described earlier were used to simulate the data (air, 

unshocked polycarbonate, shocked polycarbonate, alumina, and aluminum).  For a good 

estimate of how the thicknesses of the shocked and unshocked layers would vary with 

time, shock and particle velocities were used from the LASL Shock Hugoniot Data.4  The 

initial thicknesses of the layers are given in Eq. (5.11), where d0,u is the initial thickness 

of the polycarbonate layer. 
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The thicknesses at time t are given by Eq. (5.12), where du(t) is given by (5.9), and ds(t) is 

given by (5.10).  Both equations are integrated from 0 to t. 
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 In this model, the refractive indices do not vary with time, so the refractive 

indices at any time are the same as the initial refractive indices. 
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The refractive indices are set to literature values for the unshocked polycarbonate 

(n=1.5498), the alumina (n=1.766), and the aluminum (n=2.8+i8.457).  For some 
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materials, the Gladstone-Dale relation has been used to describe the change in refractive 

index with the change in density due to shock compression.  The Gladstone-Dale relation 

can be simply stated as: 

 
n !1

"
= constant , (5.14) 

where n is the refractive index and ρ is the density.9 As the refractive indices of many 

dielectrics, especially polymers, conform well to the Gladstone-Dale model upon 

compression, it was used to calculate the shocked refractive index of the polycarbonate 

film as shown in Eq. (5.15). 

 ns = 1+
(n0 !1)

(1!
up

us

)

+ i0  (5.15) 

 The angle of light propagation in each layer was calculated with Snell’s Law, 

starting with the incident angle of the light in air (63.4° or 26.6°) and using the refractive 

indices from Eq. (5.13). 
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i
= sin

"1
(
n
i"1
sin!

i"1

n
i

)  (5.16) 

 Since a chirped pulse was used to probe the sample, the wavelength was adjusted 

as a function of time.  The time-dependence of the probe wavelength using XFROG data 

fit well to a second order polynomial, which had a small second order dependence. 

 !(t) = !
0
+ !

1
t + !

2
t
2  (5.17) 

The typical starting wavelength was approximately 810 nm, and the wavelength spanned 

approximately 20 nm in 300 ps. 

 !(t) = 810nm +
20nm

300ps
t +
0nm

ps
2
t
2  (5.18) 
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 Using these parameters, the complex reflectance r was calculated with Eqs. (5.1) - 

(5.5).  The measured quantity is the change in reflectance, so the phase shift and the 

change in reflectivity were calculated by 

 !" = Im r n
0
,d

0
,#,$(t)[ ]{ }% Im r n,d(t),#,$(t)[ ]{ }  (5.19) 

and 

 !R =
Re r n

0
,d

0
,",#(t)[ ]{ }

2

Re r n,d(t),",#(t)[ ]{ }
2

, (5.20) 

where r is from Eq. (5.5). 

 

5.3.2 Simulated data with various film thicknesses 

 In cases where the thickness of a film is on the same order as the wavelength of 

light used to probe it, the thickness of the film often has a strong influence.  With that in 

mind, the first parameter explored was the film thickness. 

For a shock pressure of 11.1 GPa in polycarbonate, the shock velocity was 5.12 

km/s, and the particle velocity was 1.82 km/s.4  The phase shift and reflectivity were 

calculated at each ps from 50 ps before the arrival of the shock at the Al/polycarbonate 

interface to 200 ps after.  This time profile was calculated for initial thicknesses of the 

polycarbonate layer from 1000 to 2000 nm in 5 nm steps.  The results of these 

calculations are shown in Figs. 5-4 through 5-7. 



 80 

(a) 

 
 
 

(b)  

 
 

Fig. 5-4.  (a) Phase shift and (b) reflectivity vs. time as a function of 
polycarbonate film thickness for s-polarized probe light at 26.6° incident 
angle. 
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(a) 

 
 

 
(b) 

 
 

Fig. 5-5.  (a) Phase shift and (b) reflectivity vs. time as a function of 
polycarbonate film thickness for p-polarized probe light at 26.6° incident 
angle. 
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 (a) 

 
 

 
(b) 

 
 

Fig. 5-6.  (a) Phase shift and (b) reflectivity vs. time as a function of 
polycarbonate film thickness for s-polarized probe light at 63.4° incident 
angle. 
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 (a) 

 
 

 
(b)  

 
 

Fig. 5-7.  (a) Phase shift and (b) reflectivity vs. time as a function of 
polycarbonate film thickness for p-polarized probe light at 63.4° incident 
angle. 
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 To show how dramatically the data vary at different thicknesses, the time 

profiles (from the calculations in Figs. 5-4 to 5-7) for 1850 nm and 2000 nm thick films 

are shown in Figs. 5-8 and 5-9. 

 

(a) 

 
 

(b) 

 
 

Fig. 5-8.  Simulated (a) phase shift and (b) reflectivity data from the 
calculations shown in Figs. 5-4 – 5-7 for a polycarbonate thickness of 
1850 nm. 



 85 

(a) 

 
 

(b) 

 
 

Fig. 5-9.  Simulated (a) phase shift and (b) reflectivity data from the 
calculations shown in Figs. 5-4 – 5-7 for a polycarbonate thickness of 
2000 nm. 

 

These calculations show that the film thickness has a substantial effect on the 

magnitudes of the oscillations in the data.  Therefore, the samples should be fabricated to 

produce a layer whose thickness will provide data that more tightly constrains the fit 

parameters. 
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5.3.3 Simulated data with various pressures 

 To better plan the sample fabrication, the calculations shown in the previous 

section were repeated to explore the effect of shock pressure on the desired thicknesses.  

The calculations were performed with shock and particle velocities from the LASL Shock 

Hugoniot Data4 corresponding to different pressures.  The following pressures and 

velocities were chosen. 

 
Table 5-1.  Pressures and corresponding velocities used to simulate data. 

Pressure [GPa] Shock velocity [km/s] Particle velocity [km/s]

4.32 3.86 0.94

6.58 4.32 1.28

7.73 4.54 1.43

9.99 4.98 1.68

 
 

 The results of these calculations are shown in Figs. 5-10 through 5-13.  The 

pressure does not change which thicknesses show stronger oscillations. 
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Fig. 5-10.  (a) Phase shift and (b) reflectivity data simulated for different shock pressures at 26.6° incident angle and s-
polarized probe light as a function of the initial thickness of the polycarbonate layer.  From left to right, the pressures 
are 4.32, 6.58, 7.73, and 9.99 GPa. 
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Fig. 5-11.  (a) Phase shift and (b) reflectivity data simulated for different shock pressures at 26.6° incident angle and p-
polarized probe light as a function of the initial thickness of the polycarbonate layer.  From left to right, the pressures 
are 4.32, 6.58, 7.73, and 9.99 GPa. 
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Fig. 5-12.  (a) Phase shift and (b) reflectivity data simulated for different shock pressures at 63.4° incident angle and s-
polarized probe light as a function of the initial thickness of the polycarbonate layer.  From left to right, the pressures 
are 4.32, 6.58, 7.73, and 9.99 GPa. 
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Fig. 5-13.  (a) Phase shift and (b) reflectivity data simulated for different shock pressures at 63.4° incident angle and p-
polarized probe light as a function of the initial thickness of the polycarbonate layer.  From left to right, the pressures 
are 4.32, 6.58, 7.73, and 9.99 GPa. 
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5.3.4 Simulated data with various initial refractive indices 

 While fitting the data from the first experiments, it was discovered that the spin-

coated polymer films did not have the same refractive index as bulk samples of the 

polymers.  Due to the sample preparation, which involved dissolving the polymer in an 

organic solvent before spin coating, the films usually had a lower density and a lower 

refractive index than bulk samples.  To identify how this difference would affect the 

optimal thicknesses for data collection, the previous calculations were repeated with 

various initial refractive indices of the unshocked film.  The initial refractive indices used 

were 1.450, 1.500, 1.525, and 1.549.  The results of the calculations are shown in Figs. 5-

14 through 5-17.  The results show that the optimum thicknesses depend slightly on the 

different refractive indices.  This effect is readily explained in terms of the change in 

optical path length of the probe light as it travels through materials with different optical 

properties. 
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Fig. 5-14.  (a) Phase shift and (b) reflectivity data simulated for polycarbonate films with different refractive indices at 
26.6° incident angle and s-polarized probe light as a function of the initial thickness of the polycarbonate film.  From 
left to right, the initial refractive indices are 1.450, 1.500, 1.525, and 1.549. 
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Fig. 5-15.  (a) Phase shift and (b) reflectivity data simulated for polycarbonate films with different refractive indices at 
26.6° incident angle and p-polarized probe light as a function of the initial thickness of the polycarbonate film.  From 
left to right, the initial refractive indices are 1.450, 1.500, 1.525, and 1.549. 
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Fig. 5-16.  (a) Phase shift and (b) reflectivity data simulated for polycarbonate films with different refractive indices at 
63.4° incident angle and s-polarized probe light as a function of the initial thickness of the polycarbonate film.  From 
left to right, the initial refractive indices are 1.450, 1.500, 1.525, and 1.549. 
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Fig. 5-17.  (a) Phase shift and (b) reflectivity data simulated for polycarbonate films with different refractive indices at 
63.4° incident angle and p-polarized probe light as a function of the initial thickness of the polycarbonate film.  From 
left to right, the initial refractive indices are 1.450, 1.500, 1.525, and 1.549. 
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5.4 Polycarbonate10 

The sample consisted of a 120 µm thick glass cover slip that was vapor deposited 

with 2 µm of Al (Berliner Glas/U.S.).  Polycarbonate resin (Acros Organics, M.W. 

~45,000) was dissolved in chloroform to a 6% solution with 0.5% BASF Pluronics L-62 

surfactant.  This solution was spin-cast at 2500 rpm for 25 s into a layer approximately 

1600 nm thick, as measured by white light reflectometry over a wavelength range of 450 

to 850 nm (Filmetrics F20). 

Shocks of various pressures were created with laser energies from 0.7 to 1.3 mJ.  

The UDE data collected from one of those shots is shown in Fig. 5-18.  The data along a 

single pixel at the Gaussian center of each shock were fit using the analysis described in 

§5.2 to yield the shock and particle velocities.  Those velocities are plotted in Fig. 5-19 

along with the LASL Shock Hugoniot Data4 of polycarbonate for comparison.  All of the 

fit parameters for each shot are given in Table 5-2, and the uncertainties in those 

parameters are given in Table 5-3. 
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Fig. 5-18.  Phase shift and reflectivity data for a 9.5 ± 0.2 GPa shock 
propagating through a 1580 nm thick polycarbonate film coated onto a 2 
µm thick Al film.  In each of the four images, the data from the p-
polarized probe are on the left and from the s-polarized probe are on the 
right.  (a) Phase shift data at 25.0°.  (b) Reflectivity data at 25.0°.  (c) 
Phase shift data at 63.4°.  (d) Reflectivity data at 63.4°. 
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Fig. 5-19.  Hugoniot data using ultrafast dynamic ellipsometry for a 1600 
nm film of polycarbonate spin-cast from chloroform onto 2 µm Al.  For 
comparison purposes, the LASL Shock Hugoniot Data4 are also plotted. 
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Table 5-2.  Polycarbonate data

Shot number
Initial refractive 

index

Shocked 

refractive index
Thickness [nm]

Shock velocity 

[km/s]

Particle Velocity 

[km/s]

Low angle start 

time [ps]

High angle start 

time [ps]

1 1.53 1.73 1550 4.47 1.24 67.1 69.7

2 1.52 1.80 1580 4.59 1.51 67.8 68.6

3 1.52 1.80 1580 4.59 1.50 65.5 62.9

4 1.54 1.82 1573 4.58 1.48 69.7 69.2

5 1.46 1.61 1698 5.08 1.27 81.4 69.1

6 1.53 1.84 1606 4.71 1.64 71.6 65.9

7 1.46 1.66 1644 4.79 1.41 63.6 53.8

8 1.50 1.60 1580 4.41 0.98 58.2 54.5

9 1.32 1.46 1840 5.43 1.54 68.2 63.0

10 1.56 1.81 1568 5.41 1.81 51.1 49.1

11 1.51 1.81 1620 5.88 2.11 43.5 33.9

12 1.44 1.51 1607 7.54 1.62 55.6 61.5

13 1.55 1.81 1589 5.54 1.82 51.3 43.6

14 1.52 1.81 1575 5.73 1.98 44.0 39.6

15 1.51 1.73 1564 5.82 1.87 44.1 46.7

16 1.64 1.99 1481 5.14 1.85 42.4 41.2

17 1.54 1.83 1544 5.60 1.92 44.3 35.0

18 1.58 1.82 1498 4.80 1.41 61.1 49.4

19 1.56 1.79 1525 4.85 1.47 56.2 46.9

20 1.50 1.78 1638 5.42 1.81 71.5 54.7

21 1.50 1.77 1581 5.20 1.68 63.7 60.7

22 1.56 1.78 1542 4.68 1.40 61.2 53.6

23 1.52 1.68 1551 5.07 1.35 55.7 50.6

24 1.50 1.70 1485 5.29 1.50 65.9 63.9

25 1.42 1.64 1728 5.04 1.66 56.4 46.8

26 1.43 1.70 1709 4.33 1.38 69.5 69.7

27 1.48 1.73 1637 4.21 1.29 59.6 70.2

28 1.27 1.38 1986 4.87 1.31 58.7 66.1

29 1.56 1.68 1527 4.12 0.87 88.0 84.3

30 1.53 1.65 1575 4.03 0.86 85.4 64.8

31 1.40 1.59 1803 4.48 1.23 77.3 68.5  



 100 

Table 5-3.  Variances in the fit parameters of the polycarbonate data

Shot number
Initial refractive 

index

Shocked 

refractive index
Thickness [nm]

Shock velocity 

[km/s]

Particle Velocity 

[km/s]

Low angle start 

time [ps]

High angle start 

time [ps]

Mean squared 

error

1 0.01 0.01 10 0.05 0.03 1.4 1.7 0.02

2 0.01 0.01 10 0.04 0.03 1.2 1.5 0.02

3 0.01 0.01 10 0.04 0.03 1.2 1.5 0.03

4 0.01 0.01 12 0.04 0.04 1.3 1.6 0.02

5 0.01 0.01 21 0.09 0.06 1.5 2.0 0.02

6 0.01 0.01 14 0.05 0.04 1.2 1.5 0.03

7 0.01 0.01 10 0.05 0.03 1.3 1.4 0.02

8 0.01 0.01 11 0.06 0.02 1.6 1.8 0.02

9 0.00 0.01 12 0.07 0.03 1.6 1.4 0.03

10 0.01 0.01 9 0.04 0.03 1.0 1.2 0.03

11 0.00 0.01 8 0.04 0.03 0.9 1.0 0.03

12 0.00 0.01 6 0.13 0.03 0.8 1.0 0.06

13 0.01 0.01 9 0.04 0.03 1.0 1.2 0.03

14 0.01 0.01 8 0.04 0.03 0.9 1.1 0.03

15 0.01 0.01 9 0.05 0.03 0.8 0.9 0.03

16 0.01 0.01 9 0.04 0.03 0.9 1.1 0.04

17 0.01 0.01 8 0.04 0.03 0.9 1.1 0.05

18 0.01 0.01 9 0.04 0.03 1.1 1.6 0.02

19 0.01 0.01 9 0.04 0.03 1.1 1.4 0.02

20 0.01 0.01 11 0.05 0.04 1.1 1.4 0.02

21 0.01 0.01 9 0.05 0.03 1.0 1.3 0.04

22 0.01 0.01 10 0.04 0.03 1.2 1.5 0.02

23 0.01 0.01 9 0.06 0.03 1.1 1.5 0.04

24 0.00 0.01 6 0.06 0.03 1.4 1.0 0.03

25 0.00 0.01 10 0.04 0.03 1.2 1.2 0.07

26 0.01 0.01 18 0.06 0.05 1.5 1.8 0.02

27 0.01 0.01 14 0.05 0.04 1.6 1.8 0.02

28 0.01 0.01 23 0.09 0.04 1.6 1.8 0.05

29 0.01 0.01 19 0.09 0.06 2.2 2.6 0.02

30 0.01 0.01 22 0.10 0.07 2.3 2.8 0.02

31 0.01 0.01 24 0.10 0.05 2.3 2.6 0.02
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As shown in Fig. 5-19, the Hugoniot data measured with UDE have more scatter 

than the LASL Shock Hugoniot data.  Since the polycarbonate measured with UDE is 

spin coated from a volatile solvent, there are likely small variations in the thickness and 

in the density of the film on a micron scale.  These variations are the cause of some of the 

scatter in the data and some of the deviation from the Hugoniot measured on bulk 

polycarbonate.  Although the thickness of the polycarbonate was measured with white 

light reflectometry, the reflectometer probes an area approximately 2 mm in diameter.  

The multiple angles in this technique, which provide 8 sets of spatially resolved data, 

allow the acquisition of the initial thickness and the initial refractive index with a 

precision similar to that of a spectroscopic ellipsometer but with a much smaller spot 

size. 

As discussed in §5.2, data with stronger oscillations from thin film effects better 

constrain the fit.  The magnitude of the oscillations depends most heavily on the initial 

thickness and on the initial and shocked refractive indices of the film.  Although the 

initial thickness of the film was judiciously chosen to maximize the oscillations, the 

refractive indices are more difficult to manipulate.  The initial refractive index is set 

when the film is made, and the shocked refractive index depends on the amount of 

compression from the shock wave.  Larger changes in refractive index between the initial 

and shocked layers give stronger oscillations, also resulting in fits that are more tightly 

constrained.  Hence, the uncertainty in the fit parameters is smaller for shocks with higher 

pressures, as shown in Fig. 5-19. 
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The refractive index of bulk polycarbonate at 800 nm is 1.549.8  Since the fits of 

the initial refractive index of the shocked film were consistently lower than the bulk 

refractive index, the refractive index of the film was measured on a spectroscopic 

ellipsometer (J.A. Woollam Co.) between 300 and 1300 nm, probing at 70° and 80°.  The 

data are shown in Fig. 5-20.  The spot size sampled by this ellipsometer was 

approximately 2 mm in diameter.  The data were fit for the thickness and the refractive 

index, giving a refractive index of 1.50 ± 0.05 at 800 nm.  The fit refractive index is 

shown in Fig. 5-21.  The average refractive index of the pristine polycarbonate film for 

all the shots shown Fig. 5-19 was 1.52 ± 0.05, which is in agreement with the static 

spectroscopic ellipsometry data. 

 

 

Fig. 5-20.  Spectroscopic ellipsometry data for a polycarbonate film spin-
coated on 2 µm Al. 
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Fig. 5-21.  Polycarbonate thin film refractive index data from a fit to the 
spectroscopic ellipsometry data shown in Fig. 5-20. 

 

Since the optical properties of many polymers conform to the Gladstone-Dale 

relation under compression, the calculated value for the shocked refractive index 

according to the Gladstone-Dale relation was compared to the value obtained from the fit.  

The relationship between these two quantities is plotted in Fig. 5-22.  The linear fit to this 

data yields a slope of 0.93 ± 0.07 and an intercept of 0.11 ± 0.12, indicating that the 

refractive index of polycarbonate under shock compression is described well by the 

Gladstone-Dale relation.  
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Fig. 5-22.  A plot of the shocked refractive index of polycarbonate 
calculated from the Gladstone-Dale relation, ns,GD, versus the shocked 
refractive index, ns.  The linear fit gives ns,GD=(0.93 ± 0.07) ns + (0.11 ± 
0.12).  
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5.5 PMMA 

The sample consisted of a 120 µm thick glass cover slip that was vapor deposited 

with 2 µm of Al (Berliner Glas/U.S.).  Poly(methyl methacrylate) (PMMA) (Acros 

Organics, M.W. ~93,300) was dissolved in toluene to a 13.4% solution with 0.6% BASF 

Pluronics L-62 surfactant.  This solution was spin-cast at 2500 rpm for 25 s into a layer 

approximately 1600 nm thick, as measured by white light reflectometry over a 

wavelength range of 450 to 850 nm (Filmetrics F20). 

Shocks of various pressures were created with laser energies from 0.2 to 1.0 mJ.  

The data along a single pixel at the Gaussian center of each shock were selected for 

analysis.  The data show phase shifts similar to those seen in the polycarbonate data, 

however, the reflectivity data are markedly different.  One set of data is shown in Fig. 5-

23 that demonstrates the typical characteristics.  Specifically of note are the increase in 

reflectivity and the strong accompanying oscillations in the high angle s-polarized 

reflectivity.  The presence of the unexpected characteristics almost exclusively in the 

reflectivity data suggested that the shocked refractive index might have a nonzero 

absorption coefficient.  To explore this theory, the data was fitted with the model 

explained in §5.2 with the addition of the imaginary component of the refractive index as 

a fitting parameter.  This fit is shown with the data in Fig. 5-23, along with the fit to only 

the phase shift data using the model with no absorption coefficient.  With the absorption 

coefficient, the fit in Fig. 5-23 yields the shocked refractive index of 1.58 + i (-0.009).  

The absorption coefficient obtained seems non-physical in that the absorption is less than 

zero.  Resultantly, neither fitting method seems to be appropriate for the PMMA 

reflectivity data, leading to the conclusion that the existing model is inadequate for this 
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material.  Lacking additional data or knowledge that could lead to a better model, the 

PMMA phase shift data only was used to fit the data with the existing model.  The 

Hugoniot results of this analysis are provided in Fig 5-24, and the refractive index results 

are provided in Fig. 5-25.  No error estimates are given since only the phase shift data 

was fitted. 

 

 

Fig. 5-23.  (a) Phase shift and (b) reflectivity data from the two angles and 
two orthogonal polarizations for an approximately 13 GPa shock in a 1600 
nm PMMA film on 2 µm Al.  The solid black line is a global fit to the data 
using the model described in §5.2, including a shocked refractive index 
with no absorption coefficient.  The dotted black line is a global fit to the 
data using the same model but with a nonzero absorption coefficient.  Data 
are vertically offset for clarity. 
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Fig. 5-24.  Hugoniot data using ultrafast dynamic ellipsometry for a 1600 
nm film of PMMA spin-cast from toluene onto 2 µm Al.  For comparison 
purposes, the LASL Shock Hugoniot Data4 are also plotted.  



 108 

 

 

Fig. 5-25.  A plot of the shocked refractive index of PMMA calculated 
from the Gladstone-Dale relation, ns,GD, versus the shocked refractive 
index, ns.  The linear fit gives ns,GD=(0.89 ± 0.02) ns + (0.20 ± 0.03). 

 

5.6 Kel-F 80011 

 Poly(chlorotrifluoroethylene-co-vinylidene fluoride) is a polymer commonly 

referred to as Kel-F 800 and is frequently used as a binder in plastic bonded explosives, 

such as PBX 9502.  Its use with explosives makes it desirable to know its high pressure 

equation of state for use in hydrodynamic models.  Hugoniot data of Kel-F 800 were 

obtained using ultrafast dynamic ellipsometry and were compared with previous data on 

macroscopic samples obtained in plate impact gas gun experiments.  The data agree well. 

The sample consisted of a 120 µm thick glass cover slip that was vapor deposited 

with 2 µm of Al (Berliner Glas/U.S.).  The Kel-F 800 (FK-800 resin, 3M) was dissolved 
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in methyl ethyl ketone to a 19% solution with 1.5% BASF Pluronics L-62 surfactant.  

This solution was spin-cast onto the Al at 5000 rpm for 35 s into a layer approximately 

1500 nm thick. 

 The data were collected and analyzed in the same manner as the other polymer 

Hugoniot data in this chapter.  Fig. 5-26 shows the phase shift and reflectivity data for a 

shock with a peak pressure of 20.3 ± 0.6 GPa traveling through 1480 nm of Kel-F 800.  

Lineouts of the data shown in Fig. 5-26 are shown in Fig. 5-27 along with the fit to those 

data. 

 

 
 

Fig. 5-26.  Phase shift and reflectivity data for a 20.3 ± 0.6 GPa shock in 
1480 nm of Kel-F 800 on 2 µm of Al.  In each of the four images, the data 
from the p-polarized probe are on the left and from the s-polarized probe 
are on the right.  (a) Phase shift data at 25.0°.  (b) Reflectivity data at 
25.0°.  (c) Phase shift data at 63.4°.  (d) Reflectivity data at 63.4°. 
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Fig. 5-27.  (a) Phase shift and (b) reflectivity data from the two angles and 
both polarizations along with the fit to the data for a 20.3 ± 0.6 GPa shock 
in a 1480 nm Kel-F 800 film on 2 µm Al.  Data are vertically offset for 
clarity. 

 

Shocks of various pressures were created with laser energies from 0.7 to 1.0 mJ.  

The data along a single pixel at the Gaussian center of each shock were fit, using the 

analysis previously described, to yield the shock and particle velocities.  Those velocities 

are plotted in Fig. 5-28 along with Kel-F 800 Hugoniot data by Dattelbaum et al.12 for 

comparison. 
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Fig. 5-28.  Hugoniot data using ultrafast dynamic ellipsometry for a 1500 
nm Kel-F 800 thin film spin-cast from methyl ethyl ketone onto 2 µm Al.  
For comparison purposes, Hugoniot data from Dattelbaum et al.12 are also 
plotted. 
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Fig. 5-29.  A plot of the shocked refractive index of Kel-F 800 calculated 
from the Gladstone-Dale relation, ns,GD, versus the shocked refractive 
index, ns.  The linear fit gives ns,GD=(0.77 ± 0.17) ns + (0.32 ± 0.25). 

 

As shown in Fig. 5-28, the Hugoniot data measured with UDE have more scatter 

than the data by Dattelbaum et al.12  As described earlier, this variation likely results 

from the variations in the thickness and in the density of the film due to spin-coating. 
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Table 5-4.  Kel-F 800 data

Shot number
Initial refractive 

index

Shocked 

refractive index
Thickness [nm]

Shock velocity 

[km/s]

Particle Velocity 

[km/s]

Low angle start 

time [ps]

High angle start 

time [ps]

1 1.27 1.45 1656 5.33 1.84 76.4 57.5

2 1.32 1.47 1553 5.27 1.64 74.5 57.7

3 1.29 1.45 1567 5.11 1.62 53.8 47.9

4 1.32 1.48 1523 5.17 1.63 65.5 53.3

5 1.31 1.50 1558 5.32 1.89 63.5 49.3

6 1.30 1.52 1479 5.35 1.89 66.0 59.6

7 1.31 1.52 1559 5.01 1.82 58.3 46.5

8 1.32 1.45 1515 4.75 1.42 53.5 48.5

9 1.30 1.49 1539 5.58 1.93 57.3 56.3

10 1.31 1.51 1552 5.56 1.94 49.9 45.5

11 1.28 1.46 1547 5.55 1.90 57.4 56.8

12 1.33 1.50 1519 5.36 1.83 52.8 44.5

13 1.31 1.47 1535 5.38 1.85 48.0 47.8

14 1.31 1.48 1576 5.52 1.92 64.8 45.7  
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Table 5-5.  Variances in the fit parameters of the Kel-F 800 data

Shot number
Initial refractive 

index

Shocked 

refractive index
Thickness [nm]

Shock velocity 

[km/s]

Particle Velocity 

[km/s]

Low angle start 

time [ps]

High angle start 

time [ps]

Mean squared 

error

1 0.01 0.01 20 0.10 0.04 1.4 1.7 0.04

2 0.01 0.01 15 0.08 0.04 1.6 1.8 0.02

3 0.01 0.01 13 0.07 0.03 1.7 1.7 0.02

4 0.01 0.01 13 0.07 0.03 1.6 1.7 0.06

5 0.01 0.01 12 0.06 0.03 1.4 1.6 0.02

6 0.01 0.02 13 0.06 0.05 1.1 1.4 0.02

7 0.01 0.01 13 0.06 0.03 1.5 1.6 0.04

8 0.01 0.01 14 0.08 0.03 1.8 1.9 0.03

9 0.01 0.02 13 0.07 0.04 1.5 1.5 0.02

10 0.01 0.01 12 0.06 0.03 1.4 1.5 0.03

11 0.01 0.02 15 0.07 0.04 1.5 1.4 0.02

12 0.01 0.01 12 0.06 0.03 1.5 1.6 0.01

13 0.01 0.02 13 0.07 0.03 1.5 1.6 0.02

14 0.01 0.01 12 0.07 0.03 1.4 1.5 0.03
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5.7 Sylgard 184 

 Sylgard 184 is a poly(dimethylsiloxane) polymer manufactured by Dow Corning.  

It is sold in two parts, consisting of the base, which is primarily dimethylvinyl-terminated 

dimethyl siloxane, and a curing agent.  To prepare the sample, the base and curing agent 

were mixed in a 10:1 ratio as per the manufacturer’s instructions.  The mixture was 

placed under mild vacuum, approximately 380 torr (~ 50 kPa), for 30 minutes to remove 

residual gas that was incorporated during mixing.  The mixture was spin cast at 10,000 

rpm for 2 minutes onto a 120 µm thick glass cover slip that was vapor deposited with 2 

µm of Al (Berliner Glas/U.S.), resulting in a film that was approximately 8 µm thick.  

The film was cured at 90°C for 2.5 hours. 

 To generate the shock waves, laser energies of 0.7 to 2.0 mJ were used.  Ultrafast 

dynamic ellipsometry data were collected and analyzed in the manner previously 

described. 

The shock and particle velocities extracted from fitting the data are plotted in Fig. 

5-30 along with explosively-driven Sylgard data from the LASL Shock Hugoniot Data.4  

All of the fit parameters for each shot are given in Table 5-6, and the uncertainties in 

those parameters are given in Table 5-7.  The UDE laser driven shock data extend the 

pressure range above the explosively driven data.  The scatter in the UDE data is slightly 

larger than in the LASL data, most likely arising from the non-uniformity of the spin-cast 

sample. 
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Fig. 5-30.  Hugoniot data using ultrafast dynamic ellipsometry for an 8 
µm thin film of Sylgard 184 spin-cast onto 2 µm Al.  For comparison 
purposes, Hugoniot data from LASL Shock Hugoniot Data4 are also 
plotted. 

 

The value for the shocked refractive index according to the Gladstone-Dale 

relation was calculated with the shock velocity, particle velocity and initial refractive 

index fit parameters using Eq. (5.15).  These values were compared to the shocked 

refractive index obtained from the fit.  The relationship between these two quantities is 

plotted in Fig. 5-31.  A linear fit to this data yields a slope of 0.72 ± 0.04 and an intercept 

of 0.49 ± 0.06, indicating that Sylgard 184 deviates slightly from a Gladstone-Dale 

material under shock compression (the slope should be close to 1 with an intercept of 

zero for a Gladstone-Dale material). 
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Fig. 5-31.  A plot of the shocked refractive index of Sylgard 184 
calculated from the Gladstone-Dale relation, ns,GD, versus the shocked 
refractive index, ns.  The linear fit gives ns,GD=(0.72 ± 0.04) ns + (0.49 ± 
0.06), showing that Sylgard 184 deviates slightly from a Gladstone-Dale 
material under shock loading. 
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Table 5-6.  Sylgard 184 data

Shot 

number

Initial 

refractive 

index

Shocked 

refractive 

index

Thickness 

[µm]

Shock 

velocity 

[km/s]

Particle 

Velocity 

[km/s]

Low angle 

start time 

[ps]

High angle 

start time 

[ps]

1 1.43 1.86 6.31 5.55 2.67 29.2 20.4

2 1.42 1.82 6.31 5.33 2.56 32.1 24.8

3 1.43 1.71 6.26 5.34 2.26 30.9 25.5

4 1.42 1.71 6.31 5.69 2.41 43.9 23.7

5 1.42 1.79 6.31 5.62 2.56 38.1 20.0

6 1.42 1.68 6.52 5.44 2.25 50.6 44.5

7 1.42 1.72 6.47 5.60 2.42 48.8 44.5

8 1.40 1.70 6.61 5.60 2.41 55.8 49.4

9 1.40 1.65 6.61 5.76 2.40 59.1 45.9

10 1.42 1.65 6.50 5.35 2.18 51.6 40.2

11 1.40 1.72 6.63 5.36 2.38 39.7 26.7

12 1.40 1.69 6.62 5.31 2.28 45.9 28.0

13 1.42 1.73 6.32 5.21 2.31 47.5 29.9

14 1.41 1.74 6.41 5.19 2.34 45.1 25.6

15 1.41 1.69 6.60 5.23 2.26 42.0 32.7

16 1.41 1.63 6.59 5.35 2.14 87.5 75.8

17 1.41 1.67 6.53 5.06 2.09 80.5 74.1

18 1.42 1.73 6.47 5.10 2.18 85.0 81.8

19 1.44 1.62 6.37 5.00 1.90 83.3 67.6

20 1.45 1.58 6.31 4.86 1.65 69.8 64.6

21 1.41 1.76 6.56 5.21 2.36 72.4 77.6

22 1.42 1.72 6.53 4.84 2.07 32.3 38.6

23 1.43 1.65 6.46 4.90 1.94 53.8 44.8

24 1.40 1.63 6.61 5.09 2.01 58.4 51.8

25 1.41 1.75 6.57 5.11 2.28 53.8 48.4

26 1.41 1.61 6.60 4.91 1.85 50.0 43.1

27 1.42 1.69 6.32 4.98 1.99 67.9 35.6

28 1.41 1.75 6.38 5.08 2.27 51.1 34.7

29 1.39 1.69 6.64 4.95 2.04 48.3 46.0

30 1.45 1.64 6.29 4.37 1.65 85.4 76.1

31 1.44 1.65 6.34 4.35 1.69 85.3 77.1

32 1.42 1.65 6.47 4.93 2.01 101.6 99.1

33 1.42 1.65 6.45 4.64 1.82 92.2 77.4

34 1.42 1.62 6.46 4.72 1.77 92.8 76.9

35 1.40 1.56 8.58 4.59 1.60 53.4 41.9

36 1.39 1.59 8.67 4.50 1.64 71.4 65.8

37 1.39 1.63 8.73 4.49 1.77 63.7 54.9

38 1.39 1.48 8.72 4.79 1.50 71.3 57.3

39 1.39 1.57 8.75 4.76 1.76 66.9 57.8

40 1.39 1.62 8.73 4.72 1.82 61.5 56.5

41 1.39 1.58 8.69 4.43 1.62 68.2 54.2

42 1.39 1.54 8.72 4.53 1.59 60.0 56.9

43 1.39 1.50 8.74 4.31 1.43 55.6 61.0

44 1.39 1.65 8.70 4.56 1.80 103.8 126.0

45 1.37 1.56 8.83 4.70 1.70 105.8 117.0

46 1.38 1.52 8.76 4.48 1.54 100.6 106.2

47 1.37 1.54 8.68 4.30 1.55 110.1 76.9

48 1.38 1.60 8.76 4.35 1.67 107.2 103.7

49 1.41 1.59 8.43 4.14 1.53 79.3 89.5

50 1.38 1.66 8.85 4.42 1.83 113.0 85.1
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Table 5-7.  Variances in the fit parameters of the Sylgard 184 data

Shot 

number

Initial 

refractive 

index

Shocked 

refractive 

index

Thickness 

[µm]

Shock 

velocity 

[km/s]

Particle 

Velocity 

[km/s]

Low angle 

start time 

[ps]

High angle 

start time 

[ps]

1 0.001 0.02 0.01 0.04 0.03 1.2 1.1

2 0.001 0.02 0.01 0.04 0.04 1.2 1.2

3 0.001 0.02 0.01 0.05 0.04 1.4 1.3

4 0.001 0.01 0.01 0.04 0.04 1.3 1.3

5 0.001 0.01 0.01 0.04 0.03 1.2 1.2

6 0.001 0.01 0.01 0.04 0.03 1.1 1.2

7 0.001 0.01 0.01 0.04 0.03 1.0 1.1

8 0.001 0.01 0.01 0.04 0.03 1.1 1.1

9 0.001 0.01 0.01 0.05 0.04 1.1 1.0

10 0.001 0.01 0.01 0.04 0.03 1.1 1.2

11 0.001 0.01 0.01 0.03 0.03 1.0 1.0

12 0.001 0.01 0.01 0.03 0.03 1.0 1.0

13 0.001 0.02 0.01 0.04 0.04 1.4 1.3

14 0.001 0.02 0.01 0.04 0.04 1.3 1.3

15 0.001 0.01 0.01 0.03 0.03 1.0 1.1

16 0.001 0.01 0.01 0.04 0.03 1.2 1.1

17 0.001 0.01 0.01 0.04 0.03 1.2 1.2

18 0.001 0.01 0.01 0.04 0.03 1.2 1.2

19 0.001 0.01 0.01 0.04 0.03 1.2 1.3

20 0.002 0.01 0.01 0.05 0.03 1.4 1.4

21 0.001 0.01 0.01 0.04 0.03 1.1 1.1

22 0.001 0.01 0.01 0.03 0.03 1.1 1.2

23 0.001 0.01 0.01 0.04 0.03 1.2 1.2

24 0.001 0.01 0.01 0.04 0.03 1.2 1.1

25 0.001 0.01 0.01 0.03 0.03 1.1 1.0

26 0.001 0.01 0.01 0.04 0.02 1.3 1.2

27 0.001 0.01 0.01 0.05 0.04 1.5 1.6

28 0.001 0.02 0.01 0.04 0.04 1.4 1.4

29 0.001 0.01 0.01 0.03 0.03 1.2 0.9

30 0.002 0.02 0.01 0.04 0.03 1.5 1.5

31 0.002 0.01 0.01 0.04 0.03 1.4 1.4

32 0.001 0.01 0.01 0.04 0.03 1.3 1.2

33 0.001 0.01 0.01 0.04 0.03 1.3 1.3

34 0.001 0.01 0.01 0.04 0.03 1.4 1.4

35 0.001 0.01 0.01 0.06 0.04 1.9 1.7

36 0.001 0.02 0.01 0.05 0.04 1.4 1.9

37 0.001 0.02 0.01 0.04 0.04 1.6 1.8

38 0.001 0.01 0.01 0.10 0.04 1.5 1.7

39 0.001 0.02 0.01 0.06 0.04 1.4 1.7

40 0.001 0.02 0.01 0.05 0.04 1.4 1.7

41 0.001 0.02 0.01 0.05 0.03 1.5 1.8

42 0.001 0.02 0.01 0.06 0.04 1.5 1.8

43 0.001 0.01 0.01 0.07 0.03 1.5 1.8

44 0.001 0.02 0.01 0.05 0.04 1.6 1.9

45 0.002 0.02 0.02 0.07 0.04 1.9 2.0

46 0.001 0.02 0.01 0.07 0.04 1.8 1.9

47 0.001 0.02 0.01 0.08 0.05 2.1 2.3

48 0.002 0.02 0.02 0.05 0.03 1.7 1.9

49 0.001 0.02 0.01 0.07 0.04 2.1 1.8

50 0.001 0.02 0.01 0.06 0.04 1.7 2.1
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5.8 Conclusions 

 Ultrafast dynamic ellipsometry of thin polymer films has provided information on 

the material and optical responses of polycarbonate, PMMA, Kel-F, and Sylgard 184 to 

laser driven shock loading.  The Hugoniot data measured with UDE matches well with 

the bulk Hugoniot data for all of these materials.  This study has demonstrated that UDE 

can be used to acquire the Hugoniot equation of state for a transparent material without 

referencing other data for optical response properties or impedance matching purposes as 

is typically required in other existing shock wave measurement techniques.  These 

Hugoniot and refractive index data for polycarbonate and for PMMA will likely be used 

in future gas gun experiments for which these two materials are used as windows.  The 

Hugoniot data on Kel-F 800 and on Sylgard 184 will likely be incorporated into the 

equations of state for these materials for use in hydrocodes. 
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Chapter 6 

Ultrafast Dynamic Ellipsometry of 
Deposited Dielectrics 
 

 This chapter describes the sample preparation for deposited dielectric thin films of 

materials used as windows for later shock experiments and the ultrafast dynamic 

ellipsometry data collected of the window materials on Al. 

 

6.1 Introduction 

 Ultrafast dynamic ellipsometry (UDE) was developed to probe shock induced 

ultrafast phase transitions in metals.  Since metals are opaque at the optical wavelengths 

used, UDE only probes the optical properties within the skin depth of the metals.  For 

shock induced phase transformation experiments, a shock is driven into the material, and 

the surface of the material is confined with a transparent window of similar or higher 

impedance.  In the case of a window material with identical shock impedance to the 

sample material, the window serves to hold the surface at high pressure until the 

rarefaction wave from the rear of the sample reaches the sample/window interface.  With 

a window material of higher shock impedance, a portion of the shock wave reflects from 

the window back into the sample, resulting in a higher pressure at the interface than in the 

original shock wave.  In either of these cases, the window serves to hold the sample 

surface at high pressure for a length of time adequate to permit the phase transformation.  
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With a window of lower shock impedance, the material would partially release at the 

interface, but the material would be held at a pressure below the shock pressure and 

above ambient pressure until the release wave arrived. Without a window, the sample 

free surface would continuously release into the ambient air, and the phase 

transformation could not be observed. 

 Since UDE measures the reflectance of the sample, the optical and material 

response of the window will be included with the response of the underlying sample 

material.  As some of the material changes may be subtle and the optical properties of the 

sample may change with the pressure and temperature rise from the shock wave as well 

as from the phase transformation, it is prudent to measure the response of the window 

material separately from the sample of interest. 

 To measure the window response to laser shock loading with UDE, fused silica 

and aluminum oxide were deposited on Al thin films that have been extensively studied 

during laser-driven shock loading.1-4  The Al/window samples were shocked, and UDE 

data were recorded. 

 

6.2 Window deposition 

A moderate-volume vacuum chamber was used for electron-beam (e-beam) 

deposition of fused silica and aluminum oxide.  The vacuum chamber consisted of an 18” 

diameter vacuum bell jar on top of a stainless steel flange of similar diameter.  The 

vacuum was provided by a compound turbomolecular pump (BOC Edwards, EXT255H) 

backed by a dry scroll pump (BOC Edwards, XDS-10).  The pressure was monitored with 

an ion gauge, a cold cathode gauge, and two convectron gauges.  A 3 kW multiple 
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crucible e-Gun (Thermionics) was used as the e-beam deposition source.  This source had 

a rotary mechanism with 4 crucible wells, allowing the deposition of multiple materials in 

a single vacuum cycle.  The planetary was mounted approximately 8” from the source.  A 

quartz crystal microbalance (QCM) was mounted in the center of the planetary for 

measuring the thicknesses of the deposited layers, and the substrates were positioned 

concentrically around the QCM. 

The e-beam source was outfitted with an X-Y sweep controller, which supplied a 

variable current to the electromagnets in the source to sweep the beam over the evaporant 

and to provide uniform heating.  The deposition rate was controlled by varying the 

current through the e-beam filament and the size of the area of evaporant being swept. 

 

6.3 Fused silica 

 Fused silica (Cerac Inc.) was deposited on a 2 μm Al film on a 120 μm glass 

substrate.  The 953 nm thick fused silica film was deposited at a rate of 0.10 nm/s onto a 

substrate that was heated to 260°C under a vacuum of 2 x 10-6 torr. 

 Using the same experimental configuration as was described in the previous 

chapter, the fused silica film was shocked with a pump energy of 1.2 mJ.  Typical UDE 

data from this experiment are shown in Fig. 6-1.  Due to the lack of oscillations in the 

phase shift and reflectivity data, the Hugoniot parameters of the fused silica film could 

not be determined. 
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Fig. 6-1.  (a) Phase shift and (b) reflectivity data from the two angles and 
two orthogonal polarizations in a 953 nm thick film of fused silica on 2 
μm thick Al.  Data are vertically offset for clarity. 

 

6.4 Aluminum oxide 

 A 1015 nm thick film of aluminum oxide (Alfa Aesar) was grown on a 1 μm Al 

film on a 120 μm glass substrate.  The aluminum oxide film was deposited at a rate of 1.4 

nm/s onto a room temperature substrate under a 1 x 10-5 torr vacuum. 

 The experiment was performed in a manner identical to that described in the 

previous section, except the pump energy was 1.9 mJ.  A typical set of phase shift and 

reflectivity data from the UDE diagnostic is shown in Fig. 6-2.  Similar to the data on 

fused silica, the Hugoniot properties of the aluminum oxide film could not be determined. 
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Fig. 6-2.  (a) Phase shift and (b) reflectivity data from the two angles and 
two orthogonal polarizations in a 1015 nm thick film of aluminum oxide 
on 1 μm thick Al.  Data are vertically offset for clarity. 

 

6.5 Discussion 

The phase shift and reflectivity data for both the fused silica and aluminum oxide 

do not show oscillations like the data for the polymer films in the previous chapter.  The 

lack of oscillations resulting from the reflection of the probe light from the Fresnel 

surface created by the change in refractive index at the shock front is explained by the 

anomalous behavior of low density glasses under compression. 

Wackerle first observed the anomalous compression in fused silica when 

subjected to shocks below 10 GPa.5  These findings were confirmed by Barker and 

Hollenbach, during their investigation into the optical characteristics of common window 

materials used in shock loading experiments.6  Multiple subsequent experiments showed 

that for pressures below ~4-5 GPa, fused silica propagates slowly developing ramp waves 
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instead of shock waves due to its increasing compressibility with pressure.5-9  The 

decreasing elastic moduli of glasses was also verified under hydrostatic compression by 

Kondo et al.10  Ng et al.8 specifically noted the slow build-up time for a strong shock in 

fused silica under laser driven shock compression. 

 The UDE phase shift and reflectivity data for fused silica is likely showing a ramp 

wave similar to the other studies.  Although the shock compressed refractive index of 

fused silica shows behavior close to that of a Gladstone-Dale material,6,7 the slow ramp 

compression would diminish the oscillations that were seen in the polymer data because 

there would not be a strong Fresnel surface in a well-defined shock front to reflect the 

probe light.  Without further knowledge of the wave structure in the fused silica film, the 

UDE data cannot be analyzed to yield Hugoniot data. 

 For a sapphire film, one would also expect the oscillations from the reflection of 

the probe light off the shock front to be missing.  The lack of oscillations would result 

from the low compressibility of the crystal, and therefore, the small change in density and 

refractive index.6,7,11  However, despite the common chemical composition of sapphire 

and aluminum oxide, the aluminum oxide film should behave similarly to the fused silica 

film.  Bourne attributed the formation of ramp waves in glasses to their “open structure.”9  

He confirmed this statement by testing the shock compression of higher density glasses, 

in which he saw the development of shock waves, typical of most materials, instead of 

ramp waves.9  The e-beam deposition of the aluminum oxide created an amorphous film 

with a small amount of visible scatter.  The scattering of light suggests a high occurrence 

of defects in the film, which is likely to give it a more open structure and endow it with 

the related non-linear elastic behavior.  As with the fused silica UDE data, additional 
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knowledge about the wave structure in the aluminum oxide film would be required to 

obtain the Hugoniot properties. 

 

6.6 Conclusions 

 Although the amorphous structure of the deposited dielectric films of fused silica 

and aluminum oxide prevented the acquisition of Hugoniot information, the goal of these 

measurements was achieved.  The UDE measurements on these films were to ascertain 

their optical response to laser driven shock loading.  Even without the Hugoniot 

information on these films, they may still be used as window materials on metal samples 

to prevent oxidation and to hold the pressure at the metal surface. 
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Chapter 7 

Single Shot Hugoniot using a Spatially 
Shaped Pressure Wave 
 

7.1 Introduction 

During the development of ultrafast dynamic ellipsometry (UDE) that is detailed 

in the previous chapters, it was postulated that it might be possible to generate a range of 

pressures from a single laser pulse using the Gaussian spatial profile of the shock drive 

laser as well as its specifically shaped temporal profile. From a fit of the measured 

electric field phase shift and reflectivity change upon reflection from the shocked 

material, we extract the shock velocity (us), particle velocity (up), and shocked refractive 

index (n) at each spatially resolved stress state along a one-dimensional slice across the 

Gaussian profile with UDE.  The small distance traveled by the shock wave with respect 

to the large width of the shocked region allows the flow to be treated as one-dimensional 

at each spatial point, an assumption that is verified by hydrocode calculations. 

 To demonstrate the feasibility and accuracy of using the Gaussian spatial profile 

of the shock-generating laser to create different pressures in a material and to enable the 

measurement of the shock state in each region, we measured the Hugoniots of several 

liquids: cyclohexane, toluene, methanol, and water.  The experiment on each material 

was performed using a chirped and temporally shaped single laser pulse of approximately 

300 ps total length.  The us-up responses of the four liquids on this short timescale were 
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compared to those obtained when using a traditional shock wave technique in which the 

shocks were generated with high explosives and the velocities were measured with time-

of-arrival pins, even though the shock wave rise times and durations in our experiments 

were shorter by several orders of magnitude. Liquid samples were chosen for these 

experiments to permit an accurate comparison of the temporal material response without 

concern about differences in the material due to sample size or microstructure. 

 In addition to the liquid samples, a polycarbonate thin film was also probed with 

single shot UDE.  The data from the polycarbonate film showed evidence of the 

inhomogeneity of the film that was incorporated during sample fabrication. 

 

7.2 CTH hydrocode simulation 

 To test the assumption that the large aspect ratio of the Gaussian stress wave 

provides essentially one-dimensional flow, V. H. Whitley performed a two-dimensional 

simulation of the cylindrically symmetric hydrodynamic processes with the hydrocode 

CTH (Sandia National Laboratory).1  To simulate the laser driven shock, a 3 μm thick 

aluminum plate was assigned a Gaussian temperature distribution and no momentum.  

The stationary plate was placed in contact with a 2 μm thick unheated aluminum plate, on 

the other side of which was 4 μm of cyclohexane.  The temperature of the Al flyer was 

adjusted to create pressure conditions in the cyclohexane similar to those in the shot 

shown in §7.3.1.  The system was allowed to evolve in time, during which the heated Al 

plate induced a shock wave in the unheated Al plate that traveled through the 

cyclohexane.  The simulation was run for 250 ps after the shock wave reached the 

Al/cyclohexane interface, which was the same length of time as in the experiment. 
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 Figure 7-1(a) shows the pressure distribution in the heated Al plate at the 

beginning of the simulation, and Fig. 7-1(b) shows the pressure distribution at the end of 

the simulation, 250 ps after the shock wave crossed the Al/cyclohexane boundary.  Figure 

7-2 shows the radial and axial components of the particle velocity at the end of the 

simulation.  Due to the large diameter of the shocked area in comparison to the distance 

that the shock wave travels into the cyclohexane during the time for which the data were 

recorded, the radial and axial velocity components can be approximated as non-

interacting.  The CTH simulation shows that the radial velocity component is less than 

2.1% of the axial velocity component for the area and time over which the Hugoniot data 

were collected.  Neglecting this interaction leads to an error that is of the same order as 

the error in the UDE fitting parameters.  The ratio of the radial portion of the velocity to 

the axial portion increases as time progresses, which restricts the non-interacting 

assumption to experiments on very short timescales.  The minimal pressure differential 

between adjacent areas of material allows the areas to be treated as essentially non-

interacting flow tubes.  The large aspect ratio means that the tilt of the shock wave, even 

on the steepest part of the Gaussian, is still similar to an impact by a projectile with a 

small amount of tilt (tens of milliradians). 
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Fig. 7-1.  Pressure plots from the CTH simulation.  (a) Initial pressure 
distribution in an Al plate from thickness -2 to 0 μm resulting from an 
applied Gaussian temperature distribution that is used to generate a shock 
wave in an adjacent Al plate (thickness = 0 to 2 μm) and in a layer of 
cyclohexane (thickness = 2 to 5 μm).  (b) Pressure distribution in the 
sample 250 ps after the shock wave crossed the Al/cyclohexane interface 
that was originally located at thickness = 2 μm.  The pressure in the 
cyclohexane at the center of the sample is 8.25 GPa.  Courtesy of V. H. 
Whitley. 
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Fig. 7-2.  Plot of the radial and axial particle velocity components from 
the CTH simulation at 250 ps after the shock wave crossed the 
Al/cyclohexane interface that was originally located at thickness = 2 μm.  
The radial (horizontal) component of the particle velocity is to the left of 
the center, and the axial (vertical) component of the particle velocity is to 
the right of the center in this cylindrically symmetric simulation.  Please 
note the compressed length scale of the horizontal axis with respect to the 
vertical axis.  Courtesy of V. H. Whitley. 

 

7.3 Single shot Hugoniot data of liquids 

7.3.1 Experiment 

The experimental conditions of the laser for shock generation and UDE probing 

are the same as in the previous chapter. 

 The sample consisted of a liquid cell in which one side was a 120 μm thick glass 

slide that was vapor deposited with 2 μm of aluminum (Berliner Glas) and the other side 

was a 1 mm thick fused quartz slide that was angled approximately 2° in the direction 

perpendicular to the incident probe beams to remove the interference from the reflections 
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off of the surfaces of the slide.  The cell was filled with the liquid sample that was 

approximately 0.75 mm thick.  The laser was focused onto the Al/glass interface to 

generate the shock, which then propagated through the Al layer and into the liquid.  The 

shock response of the liquid was probed from the opposite direction through the quartz 

slide.  A schematic of the cross-section of the liquid cell is shown in Fig. 7-3. 

 

 

Fig. 7-3.  Cross-section schematic of the liquid sample cell.  The shock 
generating pulse is incident from the right and is focused through the glass 
substrate onto the vapor-plated aluminum layer.  The shock travels into the 
liquid sample and is probed from the left.  The incident probe beam is 
partially reflected downward at the interfaces of the front window, which 
removes the window reflections from the detected interferogram. 

 

 To analyze the data, the thin film model explained in §5.1 was slightly modified.  

Since the thickness of the liquid was large in comparison to the wavelength of the light, 

the five layer sample used in the analysis of the thin films was replaced with a sample 

consisting of four layers: unshocked liquid, shocked liquid, alumina, and aluminum (the 

air layer was neglected).  The refractive index of the unshocked liquid was obtained from 

the literature, and it was set to that constant value during the fit.  The thickness of the 
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unshocked liquid layer was set to a large value (d=107 nm), and Snell’s law, given in 

equation (7.1), was used to calculate the incident angle in the unshocked liquid. 

 n1 sin 1 = n2 sin 2 , (7.1) 

where n1 is the refractive index of air (n1=1), 1 is the incident angle in air, n2 is the 

refractive index of the unshocked liquid, and 2 is the incident angle in the unshocked 

liquid.  The shock velocity, the particle velocity, and the shocked refractive index of the 

liquid were allowed to vary when calculating the phase shift and reflectivity from the 

sample as a function of time.  The thickness of the unshocked liquid layer decreased 

linearly as a function of the shock velocity, and the thickness of the shocked liquid layer 

increased linearly as a function of the difference between the shock and particle 

velocities.  All eight sets of data (phase shift and reflectivity for each angle and each 

polarization) were fitted simultaneously at each spatial position across the Gaussian-

shaped pressure pulse. 

 Just as with the thin polymer films in Chapter 5, for UDE to be used to find 

Hugoniot data in transparent liquids, there must be a change in the refractive index 

between the shocked and unshocked layers that is large enough to create a Fresnel 

surface.  Therefore, the minimum pressure required to create a Fresnel surface at the 

shock front dictates the lower limit of the Hugoniot data.  That minimum pressure 

depends on the initial refractive index of the material and on the change in refractive 

index under shock compression.  In the four liquids presented here (cyclohexane, water, 

methanol, and toluene), the minimum pressure at which UDE data could resolve the 

movement of the shock front varied.  The upper limit on pressure was a result of the 

maximum intensity at the center of the laser pulse.  With this sample configuration, the 
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maximum pressure was limited by the intensity of the laser light that could be transmitted 

through the 120 μm glass substrates without self-focusing. 

 Several decades ago, Woolfolk et al.2 empirically derived a formula for the 

universal Hugoniot curve for liquids.  The universal liquid Hugoniot formula is as 

follows: 
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where, us is the shock velocity, up is the particle velocity, and c0 is the sound speed at 

ambient pressure.  With the single shot Hugoniot for each liquid, the universal liquid 

Hugoniot will also be plotted. 

 As in Chapter 5, the shocked refractive index obtained with the Hugoniot data 

will be compared to the value calculated with the Gladstone-Dale3 formula in Eq. (7.3), 

which provides a simple density correction for the refractive index.  

 ns,GD = 1+
(n0 1)

(1
up
us
)

, (7.3) 

where ns,GD is the shocked refractive index according to Gladstone-Dale and n0 is the 

initial refractive index of the material at ambient pressure.  The shocked refractive index 

for each of the liquids differs substantially from the Gladstone-Dale expectation. 
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7.3.2 Cyclohexane 

 The eight sets of data collected during the shock experiment on cyclohexane 

(Acros Organics) are shown in Fig. 7-4.  The Gaussian spatial profile of the shock 

generating laser pulse created the smoothly varying pressure distribution across the 

shocked region. 

 

 

Fig. 7-4.  Phase shift and reflectivity data for a shock in liquid 
cyclohexane that is backed by 2 μm of Al.  The maximum pressure of the 
shock wave is 8.2 ± 0.1 GPa at the center of the shocked area.  In each of 
the four images, the p-polarized data are on the left and the s-polarized 
data are on the right.  (a) Phase shift data at 28.4°.  (b) Reflectivity at 
28.4°.  (c) Phase shift data at 63.1°.  (d) Reflectivity data at 63.1°. 

 

 The derived Hugoniot data for the shock response of cyclohexane shown in Fig. 

7-4 are plotted in Fig. 7-5.  These data were obtained using the fitting procedure 
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described above with the initial refractive index for cyclohexane of 1.4206.4  The 

Hugoniot data show very little scatter in the shock and particle velocities.  They also 

match very well with the previous data on cyclohexane from the LASL Shock Hugoniot 

Data5 and with the calculated universal liquid Hugoniot.2  For the LASL data, the shock 

wave was created with high explosives and the velocities were measured with time-of-

arrival pins.  The time resolution with which the LASL data were recorded was several 

orders of magnitude longer than that of the UDE data, but despite this difference, the us-

up response is essentially identical.  This similarity suggests that the shock response of 

cyclohexane is not time-dependent. 

 

 

Fig. 7-5.  Hugoniot data for cyclohexane from a single laser shot along 
with data from the LASL Shock Hugoniot Data5 and the calculated 
universal liquid Hugoniot2 for comparison. 
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 Figure 7-6 shows the comparison between the shocked refractive index acquired 

from the fit to the UDE data and the Gladstone-Dale shocked refractive index calculated 

from Eq. (7.3), using the shock velocity and particle velocity from the fit.  The linear fit 

in Fig. 7-6 shows some deviation of the shocked refractive index from the values 

expected from the Gladstone-Dale relation, but the difference is within the error of the 

measurement. 

 

 

Fig. 7-6.  A plot of the shocked refractive index of cyclohexane calculated 
from the Gladstone-Dale relation, ns,GD, versus the shocked refractive 
index, ns.  The linear fit (solid black line) gives ns,GD=(0.82 ± 0.02) ns + 
(0.30 ± 0.04).  The dashed black line represents Gladstone-Dale behavior.  
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7.3.3 Toluene 

Ultrafast dynamic ellipsometry data were taken of anhydrous toluene (Sigma 

Aldrich).  The Hugoniot data extracted from fitting the data with an initial refractive 

index of 1.4864 for toluene are shown in Fig. 7-7.  The UDE toluene Hugoniot data are 

also in good agreement with the data from the LASL Shock Hugoniot Data.5  At lower 

pressures, the UDE toluene Hugoniot data match well with the universal liquid 

Hugoniot,2 but at higher pressures both the LASL data and the UDE data differ from the 

universal liquid Hugoniot. 

 

 

Fig. 7-7.  Hugoniot data for toluene from a single laser shot along with 
data from the LASL Shock Hugoniot Data5 and the calculated universal 
liquid Hugoniot2 for comparison. 

 

 The shocked refractive index data of toluene from the fitting routine are compared 

with the shocked refractive index calculated from the Gladstone-Dale relation in Fig. 7-8.  
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The toluene shocked refractive index data differ dramatically from the values expected 

from Gladstone-Dale. 

 

 

Fig. 7-8.  A plot of the shocked refractive index of toluene calculated from 
the Gladstone-Dale relation, ns,GD, versus the shocked refractive index, ns.  
The linear fit (solid black line) gives ns,GD=(0.81 ± 0.01) ns + (0.46 ± 
0.02).  The dashed black line represents Gladstone-Dale behavior. 
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7.3.4 Methanol 

Ultrafast dynamic ellipsometry data were acquired of spectrophotometric-grade 

methanol (Fisher Chemical).  The initial refractive index used for methanol was 1.325.4  

The Hugoniot data obtained from a single shot in methanol are shown in Fig. 7-9.  At 

higher shock pressures, the UDE data match well with both the LASL data and the 

universal liquid Hugoniot, but at lower pressures, the data deviate.  This deviation might 

result from the weak interference fringes between the light reflected from the shock front 

and the light reflected from the Al/methanol interface in the UDE data. 

 

  
Fig. 7-9.  Hugoniot data for methanol from a single laser shot along with 
data from the LASL Shock Hugoniot Data5 and the calculated universal 
liquid Hugoniot2 for comparison. 

 

 Figure 7-10 compares the shocked refractive index from the fit of the UDE data to 

the shocked refractive index calculated from the Gladstone-Dale relation.  The shocked 
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refractive index data of methanol differ slightly more from the Gladstone-Dale 

expectation than that of cyclohexane but less than that of toluene. 

 

 

Fig. 7-10.  A plot of the shocked refractive index of methanol calculated 
from the Gladstone-Dale relation, ns,GD, versus the shocked refractive 
index, ns.  The linear fit (solid black line) gives ns,GD=(0.75 ± 0.01) ns + 
(0.40 ± 0.02).  The dashed black line represents Gladstone-Dale behavior. 
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7.3.5 Water 

Ultrafast dynamic ellipsometry data were taken of ultrafiltered deionized water.  

The Hugoniot data extracted from the fit with an initial water refractive index of 1.3266 is 

shown in Fig. 7-11.  The UDE water Hugoniot data lay slightly below the water Hugoniot 

data from the LASL Shock Hugoniot Data5 and the universal liquid Hugoniot.2 

 

 

Fig. 7-11.  Hugoniot data for water from a single laser shot along with 
data from the LASL Shock Hugoniot Data5 and the calculated universal 
liquid Hugoniot2 for comparison. 

 

 Figure 7-12 shows the comparison between the shocked refractive index data 

acquired from the fit to the UDE data and the calculated Gladstone-Dale shocked 

refractive index.  The shocked refractive index deviates around the Gladstone-Dale 

expectation but within the error estimate. 
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Fig. 7-12.  A plot of the shocked refractive index of water calculated from 
the Gladstone-Dale relation, ns,GD, versus the shocked refractive index, ns.  
The linear fit (solid black line) gives ns,GD=(0.68 ± 0.03) ns + (0.50 ± 
0.04).  The dashed black line represents Gladstone-Dale behavior. 
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7.4 Single shot Hugoniot data of polycarbonate thin film 

 The single shot method of using the spatial profile of the shock generating laser to 

create a distribution of pressures in a material was attempted with polymer thin films in 

addition to liquids.  The same polycarbonate film that was used in §5.3 was used for the 

single shot Hugoniot.  As discussed in Chapter 5, the fit parameters for the polymer thin 

films include the initial refractive index and the thickness of the film in addition to the fit 

parameter as defined for the liquid samples in the previous section. 

 In §5.3, it was postulated that the scatter in the Hugoniot data was a product of the 

inhomogeneity of the polycarbonate film.  This postulation was well supported by the 

variation in the values of the thickness and initial refractive index (and therefore, density) 

obtained from the fitting of the data.  Additionally, small inhomogeneities were visible by 

eye on the surface of the film.  These inhomogeneities were diminished with the use of a 

surfactant in the solution from which the film was spin-cast, but they were not entirely 

removed. 

 When the single shot Hugoniot method was performed on the polycarbonate film, 

there appeared to be some structure to the resulting Hugoniot data.  The Hugoniot data 

did not show the random scatter seen in the data in §5.3, but instead, showed a 

continuous pattern that was unique for each shot.  Since the film was already known to be 

inhomogeneous, the curiosity of the pattern in the data was further investigated.  Figure 

7-13 displays the initial refractive index and the thickness of the film across the shot 

region for a single laser shot.  Clearly, there is a strong correlation between the two 

parameters.  Is this correlation an artificial byproduct of the fitting routine, or does UDE 

measure the actual properties of the sample? 
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Fig. 7-13.  Thickness and initial refractive index data of a polycarbonate 
film across the shocked region obtained from a single shot Hugoniot UDE 
measurement and using the fitting routine described in §5.1. 

 

If the initial refractive index and thickness of the film were constant across the 

shocked region, the optical path length through the material would also be constant 

(optical path length = refractive index x distance).  In this case, the initial refractive index 

and thickness would not need to be fit parameters but could be set as constants.  The 

variation in those values shown in Fig. 7-13 might have arisen from optimizing the fit 

while keeping the optical path length unchanged.  The other possibility is that UDE 

probes the actual properties of the sample, and the correlation might have resulted from 

the way the film was cast.  Since the film was spin-cast from a solution of polycarbonate 

in chloroform, there are numerous ways that the film could have settled to form regions 

with different thicknesses and densities.  For example, the films might have contained 

regions with various amounts of residual solvent.  Upon evaporation of the solvent, the 
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film could have condensed to form thinner regions with higher densities and therefore 

higher refractive indices.  To test these two hypotheses, the same set of data was fit using 

a different routine, in which the initial refractive index and thickness were not fit 

parameters but were set to constant values.  The values chosen were the averages of the 

values shown in Fig. 7-13: initial refractive index=1.51, thickness=1610 nm.  Figure 7-14 

shows the Hugoniot data resulting from both of the fitting routines. 

 

 

Fig. 7-14.  Hugoniot data of a polycarbonate thin film from fitting a single 
shot.  The same UDE data were fit including the initial refractive index 
and thickness of the film as fit parameters and setting those values to 
constants.  Data from the LASL Shock Hugoniot Data5 are included for 
reference. 

 

 Removing the initial refractive index and thickness as fitting parameters 

decreased some of the structure seen in the data obtained from the fitting that included all 

of the parameters.  However, the mean squared error, shown in Fig. 7-15, is higher when 
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not using all of the parameters, implying that the initial refractive index and thickness are 

not constant across the shocked region.  These results suggest that UDE probes the actual 

sample characteristics. 

 

 

Fig. 7-15.  Mean squared errors of the fits that produced the Hugoniot data 
in Fig. 7-14 across the shocked region of a single shot. 

 

7.5 Discussion 

 The CTH hydrocode simulation showed that for the short length scales of UDE, 

the spatial profile of the shock generating laser pulse could be used to create a 

distribution of differing shock pressures in the sample.  The single shot Hugoniot data of 

cyclohexane and toluene also support the conclusions from the CTH simulation.  Use of 

the spatial profile of the laser to create a range of pressures is limited to experimental 

configurations with a large aspect ratio and to short times because the radial component 

of the particle velocity increases with time and shock propagation distance.  Just as with 
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the polymer data in Chapter 5, a change in refractive index of the transparent material is 

required at the shock front to acquire Hugoniot data from UDE.  However, if this 

condition is met, the UDE technique for obtaining a single shot Hugoniot allows a fast 

and cost-effective method of collecting Hugoniot data. 

 The cyclohexane and toluene Hugoniot data match very well with both the LASL 

Shock Hugoniot Data and the universal liquid Hugoniot.  The us-up responses of the 

cyclohexane and of the toluene on this short timescale were essentially identical to those 

obtained when using a traditional shock wave technique in which the shock was 

generated with high explosives and the velocities were measured with time-of-arrival 

pins, despite the difference of several orders of magnitude in the time resolution of the 

measurement methods.  The same response of these materials on vastly different 

timescales is understandable since the materials are without strength and they do not 

possess any time dependent processes such as phase transitions or chemical reactions in 

the pressure regions that were probed.  These liquid samples permit direct comparison 

with the longer timescale data since they are uniform and should be identical to the 

previous samples.  It is for this reason that the scatter in the Hugoniot data is much less 

than for the polymer samples in Chapter 5. 

 The single shot Hugoniot data of water are interesting since they deviate from the 

previously measured Hugoniot.  The strong hydrogen bonding in the water could provide 

an explanation for the difference in the response.  The structural relaxation and 

intermolecular bonding in water have been measured to have a time constant on the order 

of 1-2 ps.7-11  Although that time is shorter than the time resolution of the UDE data, the 

slower equilibration time and the strength of the intermolecular bonding might still play a 
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role in the shock response on the current timescale.  In fact, spontaneous Raman 

scattering from water shocked with a gas gun (experiment duration ~1 μs) showed that 

strong intermolecular hydrogen bonds were present up to 12 GPa.12  It is possible that the 

hydrogen bonds play a role in the material response that is evident only when the 

temporal resolution of the measurement is on the same order as the structural relaxation 

or when the strain rate is high enough to interfere with the vibrational dynamics.  

Although the structural relaxation times in methanol are similar to water,13 the methanol 

data do not deviate as strongly as the water data, which could be a consequence of the 

weaker hydrogen bonds.  Another possible explanation for the difference is the 

dramatically higher viscosity of shocked water in the pressure region probed.14  This 

higher viscosity is attributed to the partial solidification of the liquid water into ice VII. 

 The shocked refractive indices of cyclohexane, methanol, and water differ slightly 

from the values predicted by the Gladstone-Dale relation, but the differences are within 

the error of the measurement.  However, the shocked refractive index of toluene differs 

significantly from Gladstone-Dale behavior.  Since liquids are amorphous and do not 

have strength, it would be expected that the refractive indices would change as a function 

of density as predicted by Gladstone-Dale. 

 The single shot data on polycarbonate show inverse correlation between the initial 

refractive index and the thickness of the film.  Further analysis suggests that UDE probes 

the material characteristics and is sensitive to small fluctuations in the sample properties. 

 In terms of the applicability of this technique to other materials, the ease and 

speed with which these single shot Hugoniot measurements are performed opens up new 

possibilities for investigating materials at high pressure.  Materials that have not 
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traditionally been investigated as a function of pressure may now be studied using this 

technique.  Most high pressure studies focus on pure materials or high interest materials 

of a set composition.  The speed and cost effectiveness of this technique will allow 

solutions and mixtures to be studied as a function of composition in a far less labor-

intensive way than previously available.  Although this is a destructive technique, the 

small amount of material consumed will also permit testing of high cost samples.  In 

addition to more efficiently measuring high pressure states, the single shot Hugoniot 

method described in this chapter may be used to extrapolate rate-dependent processes on 

a very fast timescale, a prospect which will be discussed in more detail in subsequent 

chapters.  
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Chapter 8 

Hugoniot Measurements of Reactive Liquids 

 

8.1 Introduction 

Shock induced chemical reactions have become common since the invention of 

dynamite by Alfred Noble in 1866.  Currently, modern society relies on shock induced 

chemical reactions in the form of detonating explosives for numerous uses, such as 

mining, building demolition, pyrotechnics, warfare, and even diamond manufacturing.1  

In spite of the prevalent use of the resulting mechanical work (typically in the form of 

pressure and temperature) provided from shock induced chemical reactions, the 

underlying mechanism and kinetics for the transfer of energy from a mechanical insult 

into the chemistry of breaking and forming chemical bonds is relatively unknown. 

 The successful development of ultrafast dynamic ellipsometry (UDE) as a single 

shot optical diagnostic of laser driven shock induced optical and material response has 

provided a unique opportunity to investigate shock induced chemical reactions.  The 

chemical reaction zone length in shock induced reactions has been inferred by features in 

the velocity wave profiles of shock experiments,2 by curvature of the shock front,3 and by 

laser velocity interferometry.4  The time associated with the chemical reaction zone 

length can provide an estimate of the time in which the reaction occurs.  Some reaction 

kinetics experiments have used spectroscopy to investigate the molecular vibrations 
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during shock loading, such as infrared absorption,5 Raman spectroscopy,6 and 

reflectivity.7  Ultrafast dynamic ellipsometry is unique in its intimate coupling of the 

measurement of material velocities and optical refractive indices.  Although it lacks the 

definitive nature of some of the other types of spectroscopy for probing the existence of 

chemical bonds, it can nevertheless provide valuable data about the rates at which 

changes occur. 

 Two substances that are well known to undergo chemical reactions upon shock-

loading were selected for study with UDE:  nitromethane and carbon disulfide.  Both 

chemicals were chosen because of their ready availability and because they react at 

pressures which were accessible with the existing experimental arrangement. 

 

8.2 Nitromethane 

8.2.1 Introduction 

 Nitromethane is the simplest of the organic nitro-based explosives, and as such, it 

has been used for numerous experimental and theoretical investigations into shock-

induced chemical reactions.  If the mechanism and kinetics of the reaction in 

nitromethane are understood, those ideas may then be transferred to the more complex 

organic explosives.  An additional benefit of nitromethane is that it is a liquid at room 

temperature and pressure, which removes the influences of sample morphology and 

plastic heating from the already complex equation. 

 The length (and time) of the chemical reaction zone has been measured with 

various techniques.3,4,8-10  These measurements tend to range from a few tens of microns 

(~ 6 ns) to a few hundreds of microns (~ 50 ns).  The estimates on the length of the 
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chemical reaction zone are strongly influenced by the experimental method used for the 

measurement and on the time-resolution of that method.  A common theme emerges from 

these experiments:  The time-resolution of each of the techniques leaves some important 

dynamics unresolved.  To produce information about the kinetics of the chemical 

reactions, the time-resolution of the measurement is critical, and the ps time resolution of 

UDE has the ability to shed new light on this problem. 

 Recently, vastly improved computational methods have been developed that can 

access the evolution of the material with fs time-resolution.11  These rich computational 

methods provide extensive amounts of data, but to reduce the computational cost, the 

simulations are performed with few molecules.  (Eight and 16 molecules were used in 

Ref. 11.) 

 Ultrafast dynamic ellipsometry has the potential to provide interesting 

information on the kinetics of nitromethane.  The temporal resolution of UDE is in 

precisely the proper space to fill a critical gap in the knowledge about nitromethane.  A 

recent computation by Reed et al.11 has indicated the creation of a semi-metallic layer in 

the nitromethane during the first 200 ps after being shocked.  The optical properties 

accessed by UDE offer the possibility to confirm or refute those findings.  Probing 

through the depth of the material with the ability to separate the optical changes from the 

material motion allows a vastly greater amount of information to be obtained than by 

only probing the interface between nitromethane and an inert material.  The UDE results 

will provide either a lower bound on the kinetics of the reactions or an approximate time 

scale at which significant changes begin to occur. 
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8.2.2 Experiment 

 The experimental apparatus for laser shock generation and for the UDE probe was 

identical to that described in §7.3.1.  A liquid cell of the same design contained the 

nitromethane (Alfa Aesar, 98+%).  One side of the cell consisted of a 330 μm thick 

sapphire window on which was vapor-deposited 1 μm of Al.  The other side of the cell 

was a 0.5 mm thick fused silica window tilted approximately 2° in the direction 

perpendicular to the incident probe beams to remove the interference from the reflections 

off of the surfaces of the window.  The liquid sample in the cell was approximately 3 mm 

thick.  The data was analyzed in the same manner as in Chapter 7, starting with the 

unshocked nitromethane refractive index of 1.382.12 

 

8.2.3 Results 

 Approximately 3.5 mJ was used in the chirped laser pulse to create the shock 

wave in the nitromethane.  The two-dimensional images of the phase shift and reflectivity 

data resulting from a typical shot are shown in Fig. 8-1.  In Fig. 8-1, all four sets of phase 

shift data show a very clear region in the center of the shocked area where the phase shift 

is less than that on the sides.  As the laser pulse that created the shock wave had a 

Gaussian spatial profile, the phase shift in the center should be the highest (indicating the 

largest amount of motion of the Al surface), and the phase shift should smoothly decrease 

toward the edges of the shocked region (indicating smaller amounts of Al surface motion 

for the regions of lower shock pressures).  In contrast, Fig. 8-1 shows the expected 

behavior on the edges of the shocked region but a sharp decrease in the center, 

presumably in the area of higher pressure. 
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Fig. 8-1.  Phase shift and reflectivity data for a shock with a peak pressure 

of 7.9 ± 0.2 GPa in nitromethane on 1 μm of Al.  In each of the four 

images, the data from the p-polarized probe are on the left and from the s-

polarized probe are on the right.  (a) Phase shift data at 25.0°.  (b) 

Reflectivity data at 25.0°.  (c) Phase shift data at 63.4°.  (d) Reflectivity 

data at 63.4°. 

 

 Further inspection of the phase shift data showed a clear change in slope 

approximately 80-100 ps after the shock front passed from the Al layer into the 

nitromethane.  A set of phase shift and reflectivity data from a single spatial position in 

the center of the shocked area in Fig. 8-1 is shown in Fig. 8-2.  The dotted black lines are 

the result of the fit to the first 90 ps of data after the shock wave enters the nitromethane.  

This fit was extended past the first 90 ps to more clearly show the deviation of the data 

from the expected behavior.  The following options were explored in trying to find a 

model that would reproduce the characteristic shown in the data:  1. Creating an 

additional layer of material behind the shock front that moved with a separate velocity 

and had a different refractive index.  At the time that this additional layer was created, the 
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shock and particle velocities of the original shocked layer were also permitted to change 

to different values.  2. Creating an additional layer of material behind the shock front that 

moved with a separate velocity and had a different refractive index, while maintaining the 

same velocity of the shock front.  3. Changing only the velocity of the Al interface at 

some time after the shock, while maintaining the same shock velocity and the same 

refractive index of the shocked layer.  The first two models described were unsuccessful 

in that the fitting algorithm was unable to determine a unique set of parameters of best fit.  

The result of the fitting with the third model is shown in Fig. 8-2 as the solid black line.  

It is a substantially better fit to the phase shift data, and it seems to properly reproduce the 

important features.  The fits to the reflectivity data are equally poor with all three models, 

showing that even the more appropriate model is lacking. 
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Fig. 8-2.  (a) Phase shift and (b) reflectivity data from the two angles and 

both polarizations for a 7.9 ± 0.2 GPa shock in nitromethane on 1 μm Al.  

The solid black line is the fit to the phase shift data using the model 

described above, and the dotted black line is the fit to the phase shift data 

for the first 100 ps after the shock reached the Al/nitromethane interface 

using the model described in Chapter 7 and extended for later times to 

show the difference in the data from the behavior expected for constant 

shock and particle velocities.  Data are vertically offset for clarity. 

 

 Due to power fluctuations in the 10 Hz laser system, there was one shot of lower 

pressure in the data set.  The two-dimensional phase shift and reflectivity data from that 

shot are shown in Fig. 8-3.  The pressure at the center of this shot was 7.0 ± 0.2 GPa, 

while the pressure at the center of the shot above in Fig. 8-1 (as calculated from the shock 

and particle velocities before the change in the velocity of the Al surface) was 7.9 ± 0.2 

GPa.  In this shot, the total phase shift is lower, indicative of a lower pressure, and the 

phase shift data are lacking the sudden decrease in phase shift across the center of the 

shocked area late in time.  To additionally illustrate the difference, a set of the phase shift 

and reflectivity data from the center of the shot in Fig. 8-3 is shown in Fig. 8-4.  The data 
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are accompanied by the fit from the original model (black dotted line).  These phase shift 

data do not show the same late time behavior as in the previous shot. 

 

 

Fig. 8-3.  Phase shift and reflectivity data for a shock with a peak pressure 

of 7.0 ± 0.2 GPa in nitromethane on 1 μm of Al.  In each of the four 

images, the data from the p-polarized probe are on the left and from the s-

polarized probe are on the right.  (a) Phase shift data at 25.0°.  (b) 

Reflectivity data at 25.0°.  (c) Phase shift data at 63.4°.  (d) Reflectivity 

data at 63.4°. 
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Fig. 8-4.  (a) Phase shift and (b) reflectivity data from the two angles and 

both polarizations for a 7.0 GPa shock in nitromethane on 1 μm Al.  The 

dotted black line is the fit to the phase shift data using the model described 

in Chapter 7 with constant shock and particle velocities.  Data are 

vertically offset for clarity. 

 

 The fits to several different spatial positions across the shock region (and 

therefore, to several different pressures as explained in Chapter 7) produced the shock 

and particle velocity data shown in Fig. 8-5.  The Hugoniot data are shown to be close to 

the Hugoniot measured with other techniques, confirming that a shock is being driven 

into the nitromethane. 
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Fig. 8-5.  ( ) Hugoniot data for nitromethane fit to the phase shift data for 
the first 100 ps after the shock reached the Al/nitromethane interface on 
the shot shown in Fig. 8-1.  ( ) Shock velocity versus velocity of the Al 
interface at later time as explained in the description of the model for the 
shot shown in Fig. 8-1.  ( ) Hugoniot data for the shot shown in Fig. 8-3 
fit with constant shock and particle velocities.  ( ) Hugoniot data by 
Lynse13 for nitromethane at an initial temperature of 50°C. 

 

 As in the previous chapters, the shocked refractive index obtained from fitting the 

ultrafast dynamic ellipsometry data was compared to the value calculated with the 

Gladstone-Dale14 formula in Eq. (8.1), which provides a simple density correction for the 

refractive index. 

 ns,GD = 1+
(n0 1)

(1
up
us
)

 (8.1) 

where ns,GD is the shocked refractive index according to Gladstone-Dale, n0 is the initial 

refractive index of the material at ambient pressure, up in the particle velocity, and us is 
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the shock velocity.  This comparison is shown in Fig 8-6.  The nitromethane data for both 

shots agree with the Gladstone-Dale model and also with the experimental data by 

Hardesty.15  The deviation from Gladstone-Dale by the nitromethane shocked refractive 

index from the 7.0 GPa shot is almost identical to the deviation of methanol in Chapter 7. 

 

 

Fig. 8-6.  A plot of the shocked refractive index of nitromethane 
calculated from the Gladstone-Dale relation, ns,GD, versus the shocked 
refractive index, ns, obtained from the fit to the UDE data.  The dashed 
black line represents Gladstone-Dale behavior.  ( ) Refractive index from 
the shot with a maximum pressure of 7.9 ± 0.2 GPa.  ( ) Refractive index 
from the shot with a maximum pressure of 7.0 ± 0.2 GPa.  The fit to the 
refractive index data from the 7.0 GPa shot gives ns,GD=(0.75 ± 0.03) ns + 
(0.42 ± 0.04). 

 

8.2.4 Discussion 

 The data shown in Fig. 8-1 are intriguing because they seem to show a sudden 

decrease in the velocity of the Al surface shortly after the arrival of the shock wave.  
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What could this data be telling us?  One possibility is that the material near the 

nitromethane/Al interface was becoming less compressible, but one would expect a 

change in refractive index to accompany this new layer, and a new refractive index was 

not shown in the analysis of the data.  Another possibility is that the material near the 

interface was expanding, as if a product was being created that was larger than the 

original volume and began more strongly resisting the movement of the Al surface.  This 

explanation is plausible for the reaction of nitromethane, but again, one would expect a 

new refractive index at that layer. 

 The formation of the aci ion shown in Fig. 8-7 is an endothermic reaction 

commonly theorized to be a critical rate-limiting step in the reaction of nitromethane.  

The formation of this ion can be facilitated with the addition of a strong base.  The base 

usually chosen for this purpose is the organic base diethylene triamine (DETA).  In small 

amounts, the addition of this base increases the sensitivity of the nitromethane as well as 

shortens its chemical reaction zone, presumably by facilitating the formation of the aci 

ion.8,10  In contrast, deuterating nitromethane lengthens the chemical reaction zone, 

presumably by hindering the formation of the aci ion.4,16  Some UDE experiments were 

performed on mixtures of DETA and nitromethane, and the resulting data were 

qualitatively similar to the data shown in Fig. 8-1 with the same apparent decrease in the 

velocity of the Al layer 80-100 ps after the shock entered the nitromethane.  Repetition of 

those experiments with the same concentrations of DETA is required before a 

comparison to the other studies is justified. 
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Fig. 8-7.  Creation of the aci-ion that is thought to be a critical initial step 
in the reaction of nitromethane.  This reaction is facilitated by the addition 
of a base, commonly diethylene triamine, which makes the nitromethane 
easier to initiate. 

 

 The shock velocity in the nitromethane does not change when the Al surface 

velocity apparently decreases, confirming the assumption that any reaction energy being 

comsumed or generated does not have time to feed back into the shock front.  This result 

is consistent with the 3-4 μs time that experiments have shown is required for the 

detonation to overtake the shock front at approximately 8 GPa.17 

 A very interesting facet of this data is the abruptness with which the transition 

occurs in the spatial dimension between the area where the Al surface moves with a 

constant velocity and where the Al surface velocity dramatically decreases.  In the same 

way, this effect is completely absent from the shot at 7.0 GPa but prevalent at 7.9 GPa, 

suggesting a sharp threshold in pressure or in temperature.  Also, the time between when 

the shock wave enters the nitromethane and when the Al surface decreases in velocity 

does not seem to change as a function of spatial position (and pressure), albeit the 

pressure differential across that area is small enough that the effect might not be 

resolvable with these pressure gradients. 

 Why wasn’t this change in interface velocity seen in the many previous 

experiments on nitromethane?  The measurement techniques used in the previous 

experiments inferred the particle velocity from impedance matching with the projectile 
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velocity and only measured the shock velocity.  The method of using electrical shorting 

pins to determine velocities would only determine the shock velocity.  Streak camera 

measurements of the shock front are probably lacking the resolution to observe material 

flow behind the shock front.  The most commonly used method of probing shocked 

materials is VISAR,18 which often uses a reflective coating on the window of the sample, 

precluding optical access to the sample itself.  There was one set of measurements 

performed by Hardesty15 in which the reflective coating for the VISAR was placed on the 

rear surface of the nitromethane sample so that the VISAR probed through the 

nitromethane, however, his data showed no evidence of this effect.  With all of the 

techniques except the last by Hardesty, only the shock velocity in the material was 

measured, and the particle velocity was inferred.  The UDE method is unique in its ability 

to probe both the shock and particle velocities in the material. 

 

8.3 Carbon disulfide 

8.3.1 Introduction 

 The first high pressure experiments that showed the reaction of carbon disulfide 

were static pressure experiments performed by Bridgman in 1942, during which a black 

solid slowly formed from compressed and heated carbon disulfide.19  This solid became 

known as “Bridgman Black.”  A subsequent study by Butcher et al. in 1963 mapped out 

the solid, liquid, and gas phase boundaries of carbon disulfide in temperature-pressure 

space, as well as the regions in which it reacts and in which the solid Bridgman Black is 

formed.20  These regions are shown in Fig. 8-8.  As shown in Fig. 8-8, Bridgman Black is 
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only formed in a small region of temperature-pressure space designated in Fig. 8-8 as 

“black solid.” 

 

 

Fig. 8-8. Temperature-pressure phase diagram of carbon disulfide, 
showing the solid and liquid phases along with the regions in which 
carbon disulfide reacts in static hydrodynamic experiments.  The region 
labeled black solid CS2 is also referred to as Bridgman Black.  Also shown 
is the location of the principal Hugoniot relative to the regions of reaction.  
Reproduced from ref. [2]. 

 

 In 1960, Whalley elucidated the structure of Bridgman Black by infrared 

absorption spectroscopy to be a linear polymer with the repeating monomer unit shown in 

Fig. 8-9.21 

 

 

Fig. 8-9.  Monomeric unit of the linear polymer that is Bridgman Black, 
elucidated by Whalley.21 
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 Carbon disulfide was first studied under shock loading by Walsh and Rice,22 

however, they were restricted to only two accessible pressures, which limited the utility 

of their data in determining the presence of a chemical reaction under shock loading.  A 

thorough study of the shock loading of carbon disulfide was undertaken by Dick in 

1970.23  Dick’s Hugoniot data show a clear discontinuity, which was postulated to be 

from the onset of chemical reaction, and he speculated that the transformation was from 

the liquid state to Bridgman Black.  Despite one private communication from A. S. 

Kusubov to Dick reporting the recovery of a black, fluffy solid, it appears that Bridgman 

Black is not formed under single shock loading of carbon disulfide along the principle 

Hugoniot.  There are no other reports of the creation of Bridgman Black by shock, which 

is explained by the regions of temperature-pressure space accessible under single shock 

loading.  The temperature-pressure phase diagram showing the location of the principle 

shock Hugoniot is reproduced from Sheffield2 in Fig 8-8.  Clearly, the principle Hugoniot 

does not access the area in which Bridgman Black is formed.  Although Bridgman Black 

is not formed under shock loading, its polymeric structure indicates the type of reaction 

that occurs in carbon disulfide under pressure. 

 A number of studies have investigated the complex kinetics of the reactions,24 the 

products formed,21,25 and the effects of shock loading.2,7,23,26-28  Under shock 

compression, the onset of reaction occurs at 5.1 ± 0.05 GPa,29 at which point the 

compressibility increases, and there is a volume reduction of approximately 26%.28  

Recently, a study by Engelke et al.28 was published, presenting time-of-flight mass 

spectrometry results of the product species from shock-loaded carbon disulfide.  Thirteen 

higher molecular weight species were detected when the carbon disulfide was subjected 



171 

to a shock produced by the high explosive HMX.  The kinetics of the reactions of CS2 

under shock loading have been inferred from shock wave profiles2 and from time-

resolved spectroscopic reflectance measurements,7 with the time resolutions in these 

studies on the order of tens of nanoseconds. 

 

8.3.2 Experiment 

 Carbon disulfide (Aldrich) was placed in a liquid cell similar to that used in the 

nitromethane experiment discussed previously.  One side of the cell consisted of a 330 

μm thick sapphire window on which was vapor-deposited 1 μm of Al.  The other side of 

the cell was a 0.5 mm thick fused silica window tilted approximately 2° in the direction 

perpendicular to the incident probe beams to remove the interference from the reflections 

off of the surfaces of the window.  The liquid sample in the cell was approximately 3 mm 

thick. 

 The data were analyzed in the same manner as in Chapter 7, with the pristine 

carbon disulfide refractive index of 1.606 at the wavelength of 800 nm.30  Phase shift and 

reflectivity data from one of the shots are shown in Fig. 8-10 along with the fit to the 

data.  Particularly notable is the strength of the oscillations, which arises from the large 

change in refractive index as discussed below. 
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Fig. 8-10.  (a) Phase shift and (b) reflectivity data from the two angles and 
two orthogonal polarizations during a 9.2 ± 0.2 GPa shock in liquid carbon 
disulfide on 1 μm thick Al along with the fit to the data.  Data are 
vertically offset for clarity. 

 

8.3.3 Results 

 Due to difficulties with the specific sample cell constructed for these experiments, 

data from only two shots were successfully collected.  Nevertheless, the spatially 

resolved method of data collection explained in Chapter 7 allowed analysis of the data for 

multiple shock pressures.  The Hugoniot data from the two shots are shown in Fig. 8-11 

with the Hugoniot data from the LASL Shock Hugoniot Data.31  The low pressure shot in 

blue matches well with the unreacted Hugoniot data, and the high pressure shot in red 

follows the curve in the Hugoniot above the reaction onset pressure.  The data from the 

high pressure shot appears to deviate toward the unreacted Hugoniot at pressures only 

slightly above the reaction pressure threshold, which may indicate a pressure dependent 

reaction rate. 
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Fig. 8-11.  Hugoniot data for carbon disulfide from two single laser shots 
along with data from the LASL Shock Hugoniot Data.31  The data from 
each shot are shown in a different color.  The dashed line is a linear fit to 
the LASL Shock Hugoniot data at pressures below the onset of reaction, 
and it is extended above the reaction threshold pressure in the plot to more 
clearly show the high pressure deviation from the unreacted Hugoniot. 

 

 The refractive index data were analyzed in the same manner as previously, and 

these data are shown in Fig. 8-12.  For the data collected at pressures below the onset of 

reaction, the shocked refractive index of carbon disulfide conforms to the Gladstone-Dale 

model.  However, at pressures above the onset of reaction, the shocked refractive index 

obtained from the fit is remarkably higher than that expected from the change in the 

density of the material.  This large change between the unshocked and shocked refractive 

indices in the higher pressure shot caused the large amplitude of the oscillations in the 

phase shift and reflectivity data shown in Fig. 8-10 as more of the probe light was 

reflected at the Fresnel surface created by the shock front.  Presumably, the deviation 
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from the Gladstone-Dale prediction for the shocked refractive index results from the 

formation of the higher molecular weight products. 

 

 

Fig. 8-12.  A plot of the shocked refractive index of carbon disulfide 
calculated from the Gladstone-Dale relation, ns,GD, versus the shocked 
refractive index, ns.  The dashed black line represents Gladstone-Dale 
behavior.  ( ) Refractive index of the lower pressure shot below the 
reaction threshold.  The linear fit to the data gives ns,GD=(0.73 ± 0.07) ns + 
(0.45 ± 0.13).  ( ) Refractive index of the high pressure shot above the 
reaction threshold.  The linear fit to the data gives ns,GD=(0.33 ± 0.04) ns + 
(1.33 ± 0.12). 

 

8.3.4 Discussion 

 The most significant result from this carbon disulfide experiment is that the 

Hugoniot measured with UDE during the first 250 ps after the shock entered the carbon 

disulfide sample shows a similar change from chemical reaction to the Hugoniot 
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measured with gas guns and explosively driven shock loading.  This result implies that 

the carbon disulfide is reacting on a picosecond or tens of picoseconds time scale. 

 The recently published data by Engelke et al.28 suggest that the time scale for the 

carbon disulfide reaction is much longer than is seen in this UDE study.  Engelke reports 

the time-of-flight mass spectrometry of carbon disulfide products that were shocked with 

two different explosives.  When shocking the carbon disulfide with hexanitrostilbene 

(HNS), the mass spectra collected show the same species as when carbon disulfide is 

evaporated.  However, when using a plastic bonded cyclotetramethylene tetranitramine 

(HMX) explosive to create the shock, they find 13 species more massive than carbon 

disulfide.  They attribute this difference to the different pressures and lengths of time for 

which the sample was pressurized.  With HNS, they calculated that the liquid was 

shocked above 7.5 GPa for approximately 0.28 μs, and with HMX, the liquid was 

shocked above 11.0 GPa for approximately 0.25 μs.  In contrast, the UDE data show 

characteristics of reaction for shock pressures that range from 8.8 to 14.8 GPa, and these 

characteristics are present in the first 250 ps in which the liquid is shocked.  The disparity 

between the mass spectrometry data by Engelke and the UDE data here may be explained 

by the relatively large quantities of the reaction products necessary for a recordable mass 

spectrometry measurement.  Additionally, one could postulate that reaction intermediates 

are responsible for the deviation from the unreacted Hugoniot and that those 

intermediates are formed in the UDE experiments but that formation of stable reaction 

products requires a longer time at high pressure and temperature.  This explanation is 

reasonable in light of the many and various associative reaction products that have been 

found from both static and shock loading.21,25,28 
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 To the author’s knowledge, the refractive index of carbon disulfide has not been 

investigated before at 800 nm under shock loading.  Gustavsen and Gupta7 made time-

resolved spectroscopic reflection measurements of carbon disulfide under shock loading 

and used the data to model the complex refractive index.  However, this study used light 

from 300 to 500 nm, an area of the spectrum where carbon disulfide exhibits absorption 

bands.  Yoo et al.32 have also studied CS2 under shock loading in the wavelength range of 

250-700 nm, where carbon disulfide becomes opaque above 9.0 GPa.  The much higher 

values of the shocked refractive index data than those predicted from the Gladstone-Dale 

relation might be explained by the shift in the absorption bands to higher wavelengths as 

seen by Gustavsen.7  Clearly, some spectroscopy, like infrared absorption or Raman 

scattering, would do much to explain this behavior in the shocked refractive index. 

 

8.4 Conclusions 

 The UDE experiments on nitromethane and on carbon disulfide provide valuable 

and significant new data about the timescales of chemical reactions under shock loading.  

The nitromethane UDE data show a dramatic decrease in the velocity of the Al surface in 

contact with the nitromethane approximately 80-100 ps after the arrival of the shock 

wave, but there is not a change in the velocity of the shock front or in the refractive 

index, which remains consistent with the Gladstone-Dale model.  In carbon disulfide, the 

Hugoniot measured with UDE tracks closely with the previously measured bulk material 

Hugoniot, even above the reaction threshold pressure.  However, the Hugoniot data 

above the reaction threshold pressure deviate toward the unreacted Hugoniot, imply that 

there are time-dependent processes occurring.  Further above the reaction threshold 
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pressure the Hugoniot data are much more aligned with the previously measured data.  In 

the fits to the carbon disulfide UDE data, the fit appears to better match the data earlier in 

time and slowly begins to stray later on.  In the future, these data will be analyzed with a 

time-dependent model that allows changes in the velocities and the shocked refractive 

index as a function of time.  The refractive index below the reaction threshold pressure is 

consistent with the Gladstone-Dale model based on the change in density, however the 

refractive index above the reaction threshold pressure is significantly higher than 

expected from Gladstone-Dale.  The existence of absorption bands at slightly lower 

wavelengths that move to higher wavelengths when CS2 is shocked offers an opportunity 

to probe the refractive index at lower wavelengths, thereby acquiring information about 

the chemical bonds that are changing on this fast time scale. 
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Chapter 9 

Laser Ablation of Titanium 

 

This chapter describes research into the type of insult provided by laser ablation 

in the direct optical initiation (DOI) detonator to initiate reaction in the explosive. 

 

9.1 Introduction 

Historically, high-performance detonators have been based on the concept of 

exploding bridge wire (EBW) initiation.  Here, a large voltage with an accompanying 

current supply is switched across a thin resistive wire.  The resulting current flow 

deposits energy into the wire, forming a hot, exploding plasma, which initiates a low-

density pellet of explosive, often pentaerythritol tetranitrate (PETN).  Exploding foil 

initiating detonators (EFI), typically called “slappers,” operate with a different 

mechanism, in which a large voltage is used to fragment and propel pieces of a polymer 

into the primary explosive.  These traditional explosive detonators have relied on a short 

high voltage, high current pulse for initiation.  Although these detonators are highly 

reliable, the use of electricity to initiate reaction has raised questions about their safety if 

they are subject to an unintended electrical pulse, such as lightning or electrostatic 

discharge. In an effort to improve the safety of explosive detonators, direct optical 

initiation (DOI) detonators have been developed.  Instead of using an electrical pulse for 
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initiation, DOI detonators use a fiber-optically coupled laser pulse, leaving the detonator 

electrically isolated from the fireset.  In the optically driven detonator of interest to us, a 

thin layer of titanium (~250 nm) is vapor deposited on a fused quartz substrate, with the 

PETN pellet pressed onto the Ti coated surface.  A laser pulse (usually the output of a 

Nd:YAG operating at 1064 nm) ablates the titanium, which initiates the explosive. 

Diagnostics used to probe ablation dynamics include surface velocity techniques 

such as the velocity interferometer system for any reflector (VISAR),1 photonic Doppler 

velocimetry (PDV),2 optically recording velocity interferometer system (ORVIS),3 and 

Fabry-Perot,4 as well as photographic techniques, such as schlieren,5 shadowgraphy,6,7 

and spatial interferometry.7 These diagnostics have been applied to image and to obtain 

both qualitative and quantitative data regarding ablation plume dynamics.   

Previous studies of this process using the velocity interferometer system for any 

reflector (VISAR) and photon Doppler velocimetry (PDV) have gathered data suggesting 

that the laser ablation does not exclusively yield a hot plasma, but rather, the ablation 

process yields a fragment field with a range of velocity distributions.8,9 The schlieren and 

ultrafast dynamic ellipsometry methods were used here to provide additional data that 

help elucidate these mechanistic details. 

 

9.2 Schlieren experiments 

9.2.1 Introduction 

The schlieren technique uses the refraction in transparent optically 

inhomogeneous media to image the inhomogeneities.10  When collimated light travels 

through an optically inhomogeneous medium, the light rays are bent in proportion to the 
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gradients in their refractive indices.  For schlieren imaging. the light rays are focused 

after passing through the material of interest, and a knife edge is inserted into the focus.  

If the entire area of interest had the same refractive index, the knife edge at the focus 

would remove an equal intensity of light from all areas of the image.  However, regions 

that have changes in refractive index will deviate the path of the light and cause imperfect 

focusing.  Instead of removing equal intensity, the knife edge will remove more or less of 

the deviated light causing areas of light or dark on the image.  In this way, schlieren 

images the changes in the refractive index of transparent materials in the direction of the 

knife edge.  For materials with refractive indices that vary with density, schlieren images 

the first derivative of the density. 

Due to the large amount of compression present in strong shock waves, schlieren 

is a useful technique for studying the propagation of shock waves.  In this study of DOI 

detonators, schlieren was used to image the ablation of the Ti thin film that initiates the 

explosive and to image the shock waves propagating in air and other visualization 

materials resulting from initiation of the full detonator. 

 

9.2.2 Experiment 

 The laser system used to initiate the DOI detonator and for these schlieren studies 

was a Q-switched Nd:YAG laser manufactured by Big Sky Lasers.  The laser produced 

pulses with a wavelength of 1064 nm and a full width at half maximum pulse duration of 

approximately 10 ns.  The laser pulse was focused into a 400 μm diameter fiber with the 

output end of the fiber placed against the fused quartz substrate.  The ablated spot size 

was approximately 600 μm in diameter. 
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 Previous studies during development of the DOI detonator found that ~50% of the 

detonators functioned with the laser energy of 12 mJ.  Therefore, the energy chosen for 

reliable initiation of the detonators was 25 mJ, approximately twice the 50% level.  All of 

the data shown below were taken using 25 mJ of ablative energy. 

 To perform schlieren measurements of explosive detonators, several unique 

design characteristics were incorporated into the schlieren apparatus.  As every detonator 

shot is not exactly identical to every other, a fast framing camera was used to record a 

series of images for each shot.  Using a single shot gives more accuracy to the results 

than assembling a composite of data from several different explosive events.  A 

continuous wave laser was used as a backlight for the schlieren measurements, which 

provided two important benefits.  First, the high intensity of the laser light allowed short 

exposure times of the camera, as short as 5 ns.  These short exposures were required to 

“freeze” the motion due to the high velocity of the materials investigated.  Additionally, 

the monochromaticity of the laser light permitted a narrow bandpass filter to be inserted 

before the camera, blocking the broadband emission of the ablation and of the explosive 

reaction from reaching the camera.  The final characteristic was the use of a containment 

vessel in which the test objects were enclosed.  The containment vessel was rated for 5 g 

of trinitrotoluene (TNT) equivalent. 

 The experimental schlieren apparatus is depicted in Fig. 9-1.  An in-line lens-

based schlieren configuration was used.  A 5W Coherent Verdi laser at 532 nm was used 

as the backlight.  The laser light was focused with a 10x microscope objective and 

spatially filtered with a 50 μm diameter pinhole.  The expanding light was collimated 

with a 2” diameter lens before entering the containment vessel. Each light port of the 
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containment vessel had a 1” thick glass window inside of which was a 0.5” thick 

plexiglass shield.  The test object (the Ti coated plate and later the detonator) was placed 

in the containment vessel.  After exiting the containment vessel the laser light was sent 

through a 532 ± 0.25 nm laser-line bandpass filter before it was focused with another 2” 

diameter lens.  The edge of a straight razor blade was inserted at the focus, using a 3-

dimensional x, y, z stage to precisely place the edge for optimal contrast in the schlieren 

images.  A Nikon lens was placed before the camera and the focal lengths and positions 

of the lenses were varied to image the plane of the test object to the desired magnification 

for each shot.  The fast framing camera was an Imacon 200, which contained seven dual-

image 10-bit charge-coupled-devices (CCDs), allowing collection of 14 images during 

each test.  The exposure time could be varied from 5 ns to 2 ms, and the interframe time 

could be varied from 5 ns to 1 ms. 

 

 

Fig. 9-1.  Experimental schematic for schlieren measurements on ablated 
Ti thin films and DOI detonators. 

 

 There were two samples investigated in these experiments.  The first was a 1 mm 

thick fused quartz plate vapor-plated with 250 nm of Ti.  The end of the fiber into which 

the laser was coupled was placed against the non-coated side of the fused quartz, so that 

the light passed through the quartz before encountering the Ti.  The second sample 
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consisted of the same Ti-coated quartz on top of which the remaining detonator 

components were assembled.  This detonator was designated ER462.  An engineering 

schematic of the detonator is shown in Fig. 9-2, and a photograph of the detonator is Fig. 

9-3. 

 

 

Fig. 9-2.  Engineering schematic of the ER462 optically initiated 
detonator.  The optical initiation pulse is delivered by fiber optic cable to 
the bottom of the device and is incident on the fused quartz substrate that 
has been vapor-plated with 250 nm of Ti (3).  The PETN explosive charge 
is pressed on top of the Ti at a low density (4) and then in a high density 
pellet (6).  Courtesy of A. Akinci. 
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Fig. 9-3.  Photograph of the ER462 experimental detonator on a U. S. 
dime for scale.  The fiber optic cable that delivers the optical initiation 
pulse is screwed onto the threads on the bottom of the device.  The 
explosive charge is inside the metal cup on the top of the detonator. 
Courtesy of A. Akinci. 

 

9.2.3 Schlieren results 

 The first series of shots were performed on the Ti-coated fused quartz.  The 

purpose of these shots was to test the newly assembled schlieren apparatus and to 

determine the nature of the insult provided by the Ti ablation and the speed at which the 

Ti impacts the energetic constituent of the detonator. 

 Shown in Fig. 9-4 are the images recorded during a test of the Ti-coating.  In this 

test, the narrow bandpass filter was not used to screen the broadband emission from the 

camera.  The broadband emission from the Ti ablation obscures the initial movement of 

the Ti and of the expanding shock wave. 
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Fig. 9-4.  Series of schlieren images recorded from ablation of a 250 nm 
Ti film.  These images were recorded without using a narrow bandpass 
filter to block the broadband emission.  The exposure time was 20 ns, and 
the interframe time was 500 ns. 

 

 The schlieren images were significantly improved with the use of the narrow 

bandpass filter, as shown in Fig. 9-5, providing clear images of the ablation plume and 

the expanding shock wave. 
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Fig. 9-5.  Series of schlieren images recorded from ablation of a 250 nm 
Ti film, using a narrow bandpass filter to block the broadband emission.  
The exposure time was 20 ns, and the interframe time was 500 ns. 

 

Schlieren experiments were then performed with the experimental detonator ER 

462 using direct optical initiation. Figure 9-6 shows the results of the first schlieren test 

of the ER462 with its shock wave expanding into the surrounding air. 
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Fig. 9-6.  Schlieren images of the shock wave expanding from an ER462 
detonator in air.  The exposure time was 20 ns, and the interframe time 
was 200 ns.  Due to timing restrictions with the Imacon 200 camera, the 
interframe time is 1.05 μs between frames 8 and 9. 

 

 To provide higher quality images of the expansion of the shock wave from the 

ER462, schlieren experiments were performed with plastic imaging blocks in contact 

with the top of the ER462.  Two materials were used for the imaging blocks, poly(methyl 

methacrylate) (PMMA) and polydimethylsiloxane (PDMS).  The results of these tests, 

showing the shock wave propagating in the plastic block are shown in Figs. 9-7 and 9-8, 

respectively. 
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Fig. 9-7.  Schlieren images of the shock wave expanding from an ER462 
detonator into a PMMA block.  The exposure time was 20 ns, and the 
interframe time was 250 ns.  Due to timing restrictions with the Imacon 
200 camera, the interframe time is 0.75 μs between frames 8 and 9. 
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Fig. 9-8.  Schlieren images of the shock wave expanding from an ER462 
detonator into a PDMS block.  The exposure time was 20 ns, and the 
interframe time was 200 ns.  Due to timing restrictions with the Imacon 
200 camera, the interframe time is 1.05 μs between frames 8 and 9. 

 

A comparison between the schlieren images in Figs. 9-6, 9-7, and 9-8 shows that 

the shock wave expansion is much clearer when using the PMMA and PDMS imaging 

blocks.  Especially improved is the visualization of the gradients in the refractive index 

inside the shocked area.  Work is on-going into the analysis of these images with the 2-

dimensional finite element hydrocode EPIC.  An optimization routine was employed to 

find the best set of conditions that fit the temporal evolution of the shock wave using 
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EPIC, after which, the code can supply calculated values for many parameters, such as 

pressure, temperature, and shear.5 

Although the schlieren and the framing camera provide insightful data on the full 

detonator, the data provided of the optical ablation event in Figs. 9-4 and 9-5 do not 

provide enough information about the state of the material at very early times to 

determine the nature of the insult provided to the high explosive.  The following section 

describes the subsequent experiments using ultrafast dynamic ellipsometry to study the Ti 

ablation event. 

 

9.3 Laser ablation with ultrafast dynamic ellipsometry11 

9.3.1 Introduction 

Previously, phase sensitive techniques such as spectral interferometry have been 

used to examine the electron temperature and density gradients in thin films under 

extreme conditions.12,13  Here, we apply ultrafast dynamic ellipsometry (UDE) to 

investigate the ablation dynamics of titanium thin films in an effort to understand the 

initiation event in optical detonators, such as the ER 462. 

Since the optical properties of a material result primarily from its electronic 

structure (in the visible range), ultrafast dynamic ellipsometry, which is sensitive to 

changes in the electronic structure as manifested through changes in the material’s index 

of refraction, can potentially probe 1) the phase of a material, 2) its chemical reactivity, 

and 3) the ablation dynamics, yielding information regarding the electron temperature 

and electron gradients of the ablation plume.  Using the same optical phase shift 

information as was gathered in the studies of transparent materials described in Chapters 
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4 through 8, this technique can provide a measurement of the difference in the reflection 

of s- and p-polarized light from an ablated surface, which can be used to study the 

properties of the material during ablation. 

Previous studies of this ablation process using VISAR, PDV, and schlieren 

photography have gathered data suggesting that the laser ablation does not exclusively 

yield a hot plasma, but rather, the ablation process yields a fragment field with a range of 

velocity distributions.8,9  However, since the temporal resolution of these studies was 

insufficient to resolve the full dynamics of this process, UDE was applied to this problem 

to provide additional data that will help elucidate these mechanistic details. 

 

9.3.2 Spectroscopic ellipsometry of Ti films 

 Since the ablation of the Ti films relies heavily on the absorptivity of the metal, 

the optical constants of the Ti films were measured with spectroscopic ellipsometry.  The 

measurement was performed with a spectrometer by J. A. Woollam.  Data were taken 

through the 1 mm thick fused quartz slide from 400 to 1200 nm at 70° and 80° then fit to 

yield the optical constants.  The spectroscopic ellipsometry data are shown in Fig. 9-9, 

and the optical constants are plotted in Fig. 9-10.  (A more detailed discussion of the 

spectroscopic ellipsometry is provided in §5.3.)  In these UDE experiments, the 

wavelength of the laser ablation pulse was either 800 nm for a pulse of 300 ps in duration 

or 532 nm for a pulse of 16 ns in duration.  The data in Fig. 9-10 show that the optical 

constants do not vary a great deal between 1064 nm, the wavelength used in the optical 

detonator and in the schlieren experiments, and 800 or 532 nm, the wavelengths used for 
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ablation in the UDE experiments.  Hence, the ablation response of the Ti is expected to 

be similar at all three wavelengths. 

 

 

Fig. 9-9.  Spectroscopic ellipsometry data for 250 nm Ti film vapor plated 
on 1 mm fused quartz.  Data taken through the fused quartz. 

 

 

Fig. 9-10.  Optical constants from a fit to the spectroscopic ellipsometry 
data shown in Fig. 9-9 above. 
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9.3.3 Experiment 

Two different lasers and laser wavelengths were used to ablate the Ti.  The first 

laser was the amplified Ti:sapphire laser that was stretched and spectrally shaped for 

driving a supported shock wave (with a fast rise time and a long duration) and was 

approximately 300 ps in duration.  The details of this laser and its spectral shaping are 

given in §2.2.  The second laser used to ablate the Ti was a small portion of one of the 

frequency doubled Nd:YAG lasers (Spectra-Physics PRO-190) operating at 532 nm that 

was normally used for pumping multi-pass amplification of the Ti:sapphire laser.  The 

pulse duration of this laser was 16 ns FWHM.  This ns optical drive was used to more 

closely mimic the conditions of the Ti ablation in the optical detonator and to allow the 

investigation of the evolution of the Ti ablation over longer times scales than available 

with the spectrally shaped ps drive.  To create the longer delay times, the timing of the Q-

switch was delayed with a digital delay generator (SRS DG535).  Due to the electrical 

triggering of the Nd:YAG, there was a timing jitter of approximately 1.5 ns between the 

Q-switched laser and the probe laser.   

In both cases, part of the spectrally shaped pulse was split off and was used for 

the UDE probe.  Details of the probe and of the data analysis are given in Chapter 4. 

The sample was 250 nm of Ti vapor-deposited on a 1 mm thick fused quartz 

microscope slide (Berliner Glas/US).  The pump pulse was incident on the sample from 

the side opposite the probe pulse and was focused through the quartz substrate of the 

sample onto the Ti layer with an f/12 plano-convex lens for the ps drive pulse and an f/8 

plano-convex lens for the ns drive pulse, creating an ablation region approximately 100 

m in diameter.  Between each shot, the sample was translated 600 m to a pristine area. 
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Figure 9-11 is a schematic, showing the orientation of the pump and probe pulses relative 

to the sample. 

 

 

Fig. 9-11.  Schematic of the Ti film sample showing ablation orientation.  
The movement and the optical properties of the Ti film are probed at the 
free surface. 

 

9.3.4 Ultrafast dynamic ellipsometry results 

For examining the mechanism of optical detonator initiation, UDE offers the 

possibility of characterizing the state of the ablated material, be it plasma, fully dense 

warm matter, or an intact flyer.  Figure 9-12 shows phase shift and reflectivity data for Ti 

ablated with the ps drive pulse.  For materials in which the complex refractive index is 

not changing with time, the phase shift data show the change in the position of the Ti 

surface.  Clearly visible in the phase shift data is the acceleration of the material at the 

beginning of the ablation process.  Also evident is that the phase profiles show no 

difference between the s- and p-polarized probed light, nor a difference as a function of 

probe angle, yielding the same position profiles for both polarizations and incident 

angles.  These results indicate that there is not a measurable change in the complex 
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refractive index of the Ti during this time and that the Ti does not appear to be forming a 

plasma under these conditions. 

 

 

Fig. 9-12.  (a) Phase shift and (b) reflectivity data (vertically offset for 
clarity) during the beginning of ablation of 250 nm of Ti on fused quartz 
with a spectrally shaped ablation pulse of approximately 300 ps.  The 
phase shift data do not show a difference as a function of polarization of 
the probe light nor as a function of probe angle.  Due to the lack of a 
measurable change in the refractive index of the Ti, it appears that the 
ablation launches the Ti as a flyer instead of generating a plasma under 
these conditions. 
 

To collect a longer time history of data using the ps drive pulse, the motorized 

delay stage was scanned, varying the time between the arrival of the pump and of the 

probe pulses at the sample.  In the absence of changes in the optical properties of the 

material, the free surface velocity can be calculated using the change in the phase and the 

change in time as in Eq. (9.1). 

 ufs = 4 cos t
, (9.1) 
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where ufs is the free surface velocity,  is the wavelength of the probe light,  is the angle 

of the incident probe light,  is the change in the phase, and t is the change in time.  

Shown in Fig. 9-13 is the derived velocity data taken with UDE of the ablated titanium, at 

1.1 mJ, 2.8 mJ and 5.0 mJ.  The data result from approximately 70-80 shots at each 

energy, where 10 shots were collected at each time step, and the pump was delayed by 

125 ps relative to the probe between time steps.  The velocities shown are linear fits to 50 

ps sections across the full 300 ps time scan for each data set, which were averaged at each 

time point shown.  In this way a time history was built up for approximately 1 ns after the 

start of the ablation process. As stated previously, the similarity of the velocity profiles 

for both polarizations and angles of incidence indicate the lack of formation of an 

observable plasma and no measurable changes in the index of refraction of the material 

with time. 
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Fig. 9-13.  Free surface velocity vs. time for ablation of a 250 nm thick Ti 
layer when pumped with (a) 1.1 mJ, (b) 2.8 mJ, and (c) 5.0 mJ pulses of 
300 ps duration.  The phase profiles do not show a difference as a function 
of polarization or of probe angle, yielding the same velocity profiles for 
both polarizations and incident angles and indicating that the Ti is 
launched as a flyer. 
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The frequency doubled output of a Nd:YAG laser was used to investigate the 

evolution of the Ti ablation over several nanoseconds, and as a “fairer” comparison to the 

studies of the ER 462, which uses ns pulses.  Due to the one-dimensional spatially 

resolved nature of the interferometric probe, the contour of the Ti surface was examined 

as it was ablated.  Plotted in Fig. 9-14 are the observed phase shifts across the center of 

the ablated region at several different times after the arrival of the ns pump pulse.  

Around 1 ns after the arrival of the pump pulse, the surface had not moved far from its 

original position (~ 0.2  0.5 μm), and the contour of the surface was fairly smooth and 

followed the profile of the laser pulse.  At approximately 3 ns after the arrival of the 

pump pulse, definite irregularities across the surface of the Ti were observed.  At 

approximately 5 ns, the Ti surface had significant variations in position, likely indicating 

the onset of hydrodynamic instability.  Similar to the variations in surface position, the 

free surface velocity varied widely across the ablated region of a single shot and between 

shots.  Most of the peak velocities during approximately the first 7 ns probed were 1-3 

km/s, which is in the same range as the peak of the velocity distribution using the DOI 

fireset and measured by PDV.8  There is some indication that there are significant 

differences in the phase shifts of the s- and p-polarized probe light for these shots, 

however, the lower signal-to-noise ratio using the ns ablation pulse prohibits a conclusive 

statement that optical effects were observed. 

 



 201 

 

Fig. 9-14.  Spatial line outs from UDE data (vertically offset for clarity), 
showing the accumulated phase at the approximate times noted for the ns 
ablation of Ti pumped with 2.8 mJ.  Note the variability and irregularity of 
the spatial profiles at later times. 

 

The presence of these irregularities is observed in both the phase shift and the 

reflectivity.  Additionally, the development of the individual irregularities can be 

observed in a single shot on shorter time scales due to the temporal resolution of the 

probe method.  For example, Fig. 9-15 shows the phase shift and reflectivity data for one 

shot taken approximately 7 ns after the initial arrival of the pump pulse.  In the phase 

shift data, three large bumps at the surface of the Ti are seen to develop with time, while 

in the reflectivity data, the reflectivity at each spatial point is shown to be changing, 

typically decreasing, as a function of time. 
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Fig. 9-15.  Example of the growth of irregularities observed at later times 
(~7 ns) in both the (a) phase shift and (b) reflectivity.  The Ti appears to 
be breaking up, either due to instabilities caused by the laser profile or due 
to instabilities in the propagation of the flyer. 

 

With the ps ablation pulse, the phase shift and reflectivity data gathered using 

UDE suggest that the Ti films are ablated in a manner more consistent with a flyer than 

with a plasma.  Using UDE, we measured no changes in the refractive index of the Ti and 

recorded only the motion of the Ti free surface.  This lack of observable change in the 

refractive index indicates that the Ti did not become a plasma during the time in which it 

was probed.  Another indication of flyer generation is the time-evolution of the Ti free 

surface velocity shown in Fig. 9-13.  The initial acceleration tapers off to a constant 

velocity and is consistent with a film that has delaminated from its substrate to become a 

flyer. 

 Using the ns ablation pulse, the development of irregularities on the surface of the 

Ti several nanoseconds after the arrival of the beginning of the pulse is suggestive that 

the flyer becomes fragmented either from irregularity in the spatial profile of the laser 

pulse or from hydrodynamic instabilities that develop in the material.  Valenzuela et al. 
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used PDV to study the velocity distribution of the Ti ablation for hundreds of 

nanoseconds.8  Their results match very well with this study, in that they observed a wide 

distribution of velocities up to the limit of their detection range (~7 km/s), similar to the 

results plotted in Fig. 9-13, and that the peak of their observed velocity profile is in the 

same region as the majority of velocities observed with UDE using the ns ablation pulse. 

The lack of an observable effect on our interferometric data from the plasma and 

its index of refraction effects likely results from the fact that titanium, as most transition 

metals, exhibits a large electron-phonon coupling constant, g=1.3 x 1018 Wm-3K-1.14  

Thus, the combination of a skin depth of 19 nm and the strong electron-phonon coupling 

causes rapid heating of the Ti in contact with the quartz substrate.  The rapid heating 

causes expansion of the ablated layer, launching a shock wave, and upon release, 

launching the entire Ti film. Thus, one might conclude that initiation of PETN, the 

explosive component of the detonator, might be simply a result of the interaction of a 

high velocity flyer with the PETN.  In fact, a shock-matching calculation indicates that at 

flyer velocities of 6.6 to 8 km/s, the pressure in PETN (density 1.6 g/cc) is expected to be 

between 80 and 110 GPa, strongly over-driving the equilibrium detonation pressure of ~ 

26 GPa and indicating that prompt reaction should occur.  However, this simple flyer 

model is somewhat inconsistent with the PDV, schlieren, and ns Nd:YAG driven ablation 

data, all of which show variation in velocities and the formation of instabilities, much like 

the fragment initiation mechanism of slapper detonators.5  Thus, the initiation of the 

explosive using ablated Ti, though clearly an unstable process from a hydrodynamic 

perspective, reliably initiates the PETN in a manner that permits electrical isolation of the 

detonator. 
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9.4 Conclusion 

Schlieren and UDE have been used to study the dynamics of DOI detonators and 

the underlying ablation initiation mechanism.  The schlieren measurements have shown 

the creation of a shock wave from the ablation and the creation of a smooth shock wave 

by the full detonator.  Ultrafast dynamic ellipsometry has been used to measure the 

ablation of Ti thin films.  During the first several nanoseconds of the ablation process, the 

lack of any discernable difference between the s- and p-polarized probe data, the velocity 

profile of the free surface, and the irregular spatial profile of the ablated region indicate 

that the ablated material is a fragmented flyer on these short time scales, not an 

expanding plasma.  These results are consistent with earlier studies using PDV.  In the 

application of laser driven ablation of Ti films to optical detonators, these data support 

the supposition that the method of explosive initiation is similar to the fragmented 

initiation of slapper detonators. 

This study is the first application of UDE to probe the physical state of matter.  

However, there is an increasing scientific desire for diagnostics of this sort for exploring 

matter under extreme conditions, for instance, in the fields of plasma physics and high 

energy density physics.  Ultrafast dynamic ellipsometry is very well suited to the single 

shot nature of experiments in those fields and can provide much new and necessary 

information. 
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Chapter 10 

Metallic Phase Transitions 

 

10.1 Introduction 

 Molecular dynamics (MD) and electronic structure calculations1,2 have been 

steadily advancing to the current level where they can accurately predict material 

responses in complex systems and conditions, such as shock loading.  Unfortunately, 

most of the current shock wave diagnostics have time and length scale resolutions that are 

inadequate to properly benchmark these calculations.  More importantly, the missing 

resolution complicates the process of improving the accuracy of the calculations, such as 

refinement of the empirical interatomic potentials used in classical MD simulations.  

Ultrafast dynamic ellipsometry (UDE) was developed to assist in this area by providing 

experimental data on the material and optical responses at time and length scales similar 

to those in large calculations. 

 Several interesting metallic phase transitions have been recently investigated 

using both experimental and computational methods.  The -  phase transition in Fe was 

explored in an MD simulation, using several shock pressures and several orientations of 

the Fe crystal lattice.1  The orientation of the Fe crystal was found to be critical in 

determining the kinetics of the phase transition due to the differing accessibilities of slip 

planes.  These simulations were followed by an experiment that used laser driven shock 
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waves to induce the transition and x-ray diffraction (XRD) to probe the rearrangement of 

the lattice structure.3  Another metallic phase transition of interest is the -  transition in 

cerium.  This isomorphic phase transition occurs with a 16% decrease in volume, and it is 

theorized that this transition results from the transition of delocalized to localized 4f-

electrons.  Currently, calculations using the Vienna Ab-initio Simulation Package (VASP) 

are underway to map the Ce phase diagram,4 and this phase transition is being 

investigated under gas gun driven shock loading.5 

 This chapter will present the application of UDE to the ultrafast laser-induced 

melting of silicon, a transition that has already been well studied but was used to test 

UDE on metallic phase transitions.  The remainder of the chapter will describe the 

progress that has been made toward the fabrication of oriented crystalline Fe and Ce films 

and the characterization of these films, along with some preliminary UDE data.  Finally, 

there will be a discussion of the next steps to follow this work. 

 

10.2 Ultrafast laser induced melting of silicon6 

10.2.1 Introduction 

The response of crystalline silicon to laser excitation has been extensively studied 

during the past several decades.7-15  The most commonly interrogated property has been 

the large change in reflectivity upon laser excitation, melting, or ablation.  The previous 

studies have typically probed the reflectivity at a single angle with one polarization of 

light.  Here is presented ultrafast dynamic ellipsometry of laser ablated crystalline silicon 

that provides a spatially resolved measurement of the change in the refractive index 

across the region subjected to a 100 fs laser pulse.  The resulting refractive index data 
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show only a slight change in the real component and a significant increase in the 

extinction coefficient, indicative of the melting of silicon. The change is strongest in the 

central area of the ablation region with more minor changes toward the edges. 

In this particular application, we are not looking to temporally resolve the melt 

dynamics, as those have been thoroughly studied using reflectivity.7-15  Instead, we are 

using this well-established ultrafast melting process to demonstrate that UDE is able to 

determine metallic phase transitions before turning to materials in which the phase 

transition kinetics and optical characteristics are unknown. 

 

10.2.2 Experiment 

The same 10 Hz laser system was used in this experiment as in the rest of this 

thesis.  As before, a portion of the pulse energy was spectrally narrowed and compressed 

to 400 fs after amplification, then it was used to measure the time-dependent frequency of 

the chirped pulse used for the UDE probe.  (A more complete description of this process 

is provided in §4.2.)  After measuring the time-dependent frequency, the spectral 

narrowing of the compressed pulse was removed, and the full bandwidth of the pulse was 

compressed, yielding a pulse duration of approximately 100 fs.  Contrary to the other 

experiments in this thesis, this pump pulse was incident on the sample on the same side 

as the probe.  The 100 fs pump pulse contained 0.18 mJ and was directed onto a 250 μm 

thick wafer of Si(111) at normal incidence and focused to approximately 200 μm in 

diameter.  The incident fluence was 0.6 J/cm2, approximately 3.5 times the melting 

threshold of 0.17 J/cm2.12  An experimental schematic is provided in Fig. 10-1, and 

interferograms recorded before and during the ablation are shown in Fig. 10-2. 
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Fig. 10-1. Experimental schematic for ultrafast dynamic ellipsometry 
diagnostic showing the orientation of the 100 fs compressed pump pulse. 

 

 

Fig. 10-2.  Interferograms of the 25.8° probe with the p-polarized light on 
the left and the s-polarized light on the right. Interferograms were recorded 
(a) before and (b) during the ablation of a Si(111) wafer with 0.6 J/cm2. 
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The interferograms were processed in the same manner as described in §4.3. 

Figure 10-3 shows the resulting phase shift and reflectivity data from the interferograms 

in Fig. 10-2. 

 

 

Fig. 10-3.  Phase shift and reflectivity data of Si(111) ablated with 0.6 
J/cm2.  In each of the four images, the data from the p-polarized probe are 
on the left and from the s-polarized probe are on the right.  (a) Phase shift 
data at 25.8°.  (b) Reflectivity data at 25.8°.  (c) Phase shift data at 62.7°.  
(d) Reflectivity data at 62.7°.  The phase shift and reflectivity data are 
given relative to the initial values (prior to the arrival of the pump pulse). 

 

10.2.3 Results 

In this experiment, the absolute reflectance of the light is not measured, but rather 

the measured quantity is the change in reflectance.  The phase shift is a measurement of 

changes in the optical properties and the path length of the reflected light.  The 

reflectivity primarily measures the changes in the extinction coefficient.  Both quantities 



212 

are measured relative to the reflectance before the arrival of the laser ablation pulse.  Due 

to the relative nature of the measurement, the phase shift is adjusted such that the phase 

shift before the arrival of the ablation pulse is 0, and the reflectivity is normalized to the 

value before the arrival of the ablation pulse. 

The data seem to show a change from the refractive index before the ablation 

pulse to a second refractive index afterward that appears to stay constant for the duration 

of the measurement.  There is not an indication that the material is in motion after the 

arrival of the ablation pulse because the phase shift is not changing; in other words, the 

path length is not changing.  Additionally, the interferograms recorded 200-300 ms after 

the ablation event support the approximation of stationary material because they show 

that the surface has sustained only minor damage without a large loss of material.  The 

model used to fit the data was adjusted for these characteristics.  The model sets the 

material motion to 0, and it changes the optical constants from an initial value to a final 

value.  A time constant for the transformation of the optical properties is also included in 

the model.  The time-dependent refractive index was given the empirical form of Eq. 

(10.1), which smoothly varies the optical constants from the initial to final values with a 

variable time constant, . 

 
 

n(t) = n0 +
1

2
[1+ tanh(

t t0 )](nf n0 )dt  (10.1) 

 
where ñ(t) is time-dependent complex refractive index, ñ0 is the initial complex refractive 

index, ñf is the final complex refractive index, t is time, t0 is the center time of the change 

in refractive index, and  is the time constant of the change.  

For an accurate measurement of the initial refractive index of the Si wafer, it was 

measured on a spectroscopic ellipsometer (J.A. Woollam Co.).  The wafer was probed at 
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70° and 80° from 400 to 1200 nm, and the resulting data were fit for the refractive index.  

At 800 nm, the refractive index was (3.66±0.10)+i(0.13±0.17), and this value for the 

refractive index was used in the fitting.  This value agrees with the literature value of 

3.688+i0.006 at 805.1 nm.16 

Phase shift and reflectivity data were averaged in sets of 5 pixels along the spatial 

axis.  The averaged data as a function of time were extracted from the data shown in Fig. 

10-3.  The eight sets of data were extracted for the same spatial position at each point 

across the ablation region. 

Using equations for the reflectance explained in Chapter 4 and Eq. (10.1) for the 

time-dependence of the complex refractive index, all eight sets of data were 

simultaneously fit for the real and imaginary components of the refractive index and the 

time constant of the change in the optical properties using the Levenberg-Marquardt least 

squares fitting algorithm.  An example set of data and their fit are shown in Fig. 10-4. 

The optical constants (ñ=n+ik) resulting from the fits to the data as a function of 

position across the ablation region are shown in Fig. 10-5.  The real portion of the 

refractive index does not change much due to ablation, but the imaginary portion shows a 

large change, especially toward the center of the ablation region. 
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Fig. 10-4.  (a) Phase shift and (b) reflectivity data from the two angles and 
both polarizations along with the fit obtained from simultaneously fitting 
all eight sets of data for the Si ablation.  The data are plotted relative to the 
initial values, in that before the arrival of the pump pulse, the phase shift is 
set to 0 and the reflectivity is normalized to 1.  Data are vertically offset 
for clarity. 

 

 

Fig. 10-5.  The real (n) and imaginary (k) parts of the refractive index 
obtained from the fit to the data from 30 ps before to 150 ps after the 
arrival of the pump pulse as a function of the spatial position across the 
center of the ablated region. 
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The majority of the time constants  from the fits to the data ranged between 4 

and 8 ps.  However, since the time resolution of the measurement is 3.5 ps (due to the 

spectral resolution of the spectrometers as discussed in §4.3), the time constant is not 

indicative of the dynamics of the transition. 

 

10.2.4 Discussion 

The spatially resolved ultrafast dynamic ellipsometry data provide a measurement 

of the refractive index across the center of the ablation region.  The silicon surface should 

melt when exposed to the fluence used in the ablation pulse.  The refractive index of 

liquid silicon at 700 nm was measured by Shvarev et al. to be 3.3+i5.6.17  The real 

component of the refractive index oscillates near the liquid value; however, it is not a 

definitive indicator of the liquid phase because the solid and liquid values are too similar 

to be distinguished by the data. 

The more interesting data are of the spatially resolved extinction coefficient.  The 

value of the extinction coefficient rises from that of solid silicon at the edges of the 

ablation region to that of liquid silicon in the center, providing a one-dimensional 

spatially resolved probe of the ultrafast laser induced melting of crystalline silicon.  The 

spatial profile of the extinction coefficient is understandable in terms of an energy 

threshold for the melt that is reached on the edges of the pulse with a fairly constant value 

in the center where the material is melted. 

Although the ultrafast laser induced melting of silicon is a well-known and 

thoroughly studied phenomenon, the technique of ultrafast dynamic ellipsometry has 

demonstrated that it can make a single-shot temporally and spatially resolved 
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measurement of a phase transition.  As far as the silicon is concerned, the resulting 

refractive index data show how the material response is different at the edges of the 

ablation region from the response in the center.  Additionally, the multiple angles and 

multiple polarizations of ultrafast dynamic ellipsometry provide significantly more 

information than a single reflectivity measurement, allowing a determination of both the 

real and imaginary portions of the refractive index.  To investigate the kinetics of this 

transition, this experiment could be modified to achieve a time resolution comparable 

with the bandwidth-limited probe pulse duration (<50 fs) using a signal reconstruction 

method described by Geindre et al.18 

 

10.3 Iron and cerium metal films 

10.3.1 Fabrication of metal films 

 The electron-beam deposition system in the bell jar vacuum chamber described in 

§6.2 was used to deposit the metal films.  Both iron and cerium readily oxidize, so the 

ability to deposit multiple materials, such as the metal film and the protective window 

layer, without breaking vacuum and exposing the metals to atmospheric oxygen was 

utilized in the creation of these films. 

 The approach used in creating these films was the same as described by Meserole 

et al.19,20  Briefly, the substrate material and orientation was chosen such that the lattice 

spacing of the substrate closely resembled the lattice spacing of the desired crystalline 

orientation.  The Fe(100) orientation was desired, and so (100)-oriented magnesium 

oxide (MgO) substrates 10 mm x 10 mm x 0.5 mm that were polished to an optical finish 

on both sides were used for the iron films, identical to the substrates of Meserole.19,20  
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These substrates were sonicated for 5 minutes in methanol and then UV/ozone cleaned on 

both sides prior to the deposition.  Iron wire that was 1.0 mm in diameter (Puratronic, 

99.995%) was manually coiled and placed in a graphite crucible liner for deposition.  The 

lattice spacing of -Ce is well matched to the lattice spacing of MgO(111).  MgO(111) 

substrates 10 mm x 10 mm x 0.5 mm that were polished to an optical finish on both sides 

were used for the Ce films and were cleaned in the same manner as the substrates for the 

Fe.  High purity Ce shot (99.95%, Ames Laboratory) was used for the Ce films.  The Ce 

shot had a subtle blue iridescent sheen, and a photograph of the material is shown in Fig. 

10-6.  The Ce arrived packaged in Ar and was stored in nitrogen after opening to reduce 

the extent of oxidation. 

 

 

Fig. 10-6.  Photograph of Ce shot used for electron beam deposition. 
 

 After deposition, the films were measured with XRD (Rigaku, Ultima III) using 

Cu K  radiation (wavelength =1.54059 Å).  The XRD spectra of a bare MgO(100) 

substrate and of a MgO(100) substrate with a 600 nm Fe film and a 500 nm fused silica 

window is shown in Fig. 10-7.  The doublet at two theta angle around 43° in both spectra 

is the MgO(100) peak.  (The splitting of this peak into a doublet is an artifact of the 
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orientation of the sample with respect to the diffraction angle.  When the sample is 

rotated 90° on the sample stage, the doublet becomes the expected single MgO(100) peak 

and when it is rotated another 90°, the doublet returns.)  In Fig. 10-7, the spectrum of the 

substrate appears identical to the spectrum of the sample. 

 

 

Fig. 10-7.  XRD spectra of a 0.5 mm MgO(100) substrate and of a 0.5 mm 
MgO(100) substrate that was deposited with 600 nm Fe and capped with 
500 nm fused silica.  There are differences in the intensities of the peaks, 
but all of the peaks present in the Fe sample are also present in the 
spectrum of the bare MgO(100) substrate. 

 

 A small Fe(020) peak should be present at 65°.  To look for this peak, the scan 

angle was narrowed to 62-68° and the data collection time was increased.  The data for a 

MgO(100) substrate and for a 120 nm Fe film on a MgO(100) substrate are shown in Fig. 

10-8.  There is a broad peak centered about 64.9° in both spectra, but the Fe sample also 

show a small, sharp peak at 66.0°.  The spectrum from the Fe films shows a distinct 
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difference from the spectrum of the substrate, and it appeared consistently from this and 

other samples.  

 

Fig. 10-8.  XRD spectra of a bare 0.5 mm MgO(100) substrate and of a 
0.5 mm MgO(100) substrate that was deposited with 120 nm Fe.  The 
dwell time on these scans was 6 seconds and data were collected at each 
0.05 degrees.  Data are vertically offset for clarity. 

 

 The XRD spectra for an MgO(111) substrate and for an MgO(111) substrate with 

a 1900 nm Ce film and a 25 nm aluminum oxide window (to passivate the oxidation) are 

shown in Fig. 10-9.  As with the Fe XRD data, these show a very close match between 

the bare substrates and the samples.  These data show that the high energy Cu K  x-rays 

penetrate too deeply into the substrate to allow a reasonable measurement of the thin film 

diffraction spectrum.  A Cr x-ray source is currently being acquired because the lower 

energy photons from the Cr will penetrate less deeply into the substrate and will increase 

the amount of diffraction from the film relative to the amount of diffraction from the 

substrate. 
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Fig. 10-9.  XRD spectra of a 0.5 mm MgO(111) substrate and of a 0.5 mm 
MgO(111) substrate that was deposited with 1900 nm Ce and capped with 
25 nm alumina to prevent oxidation of the Ce.  The doublet at 38° is from 
MgO(111), and the doublet at 79° is from MgO(222).  There are 
differences in the intensities of the peaks, but all of the peaks present in 
the Ce are also present in the spectrum of the bare MgO(111) substrate. 

 

 Since the x-rays from the Cu K  source were too penetrating to provide a clear 

picture of the crystalline structure of the film, orientation imaging microscopy (OIM) was 

tested.  Orientation imaging microscopy uses a scanning electron microscope (SEM) with 

the electrons incident on the sample at a grazing angle, commonly 70°, to diffract 

electrons from the surface of the sample.  The data obtained form an image containing 

many crossed straight lines, called an electron backscatter pattern, and analysis of the 

image reveals the orientation of the crystal on the surface of the sample.  By scanning 

across the sample surface, the orientations of the various faces of the surface crystals can 

be obtained.  This measurement was performed on both the Ce and the Fe samples, and 

neither of the samples showed the slightest hint of any scattered pattern. 
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 It was possible that the crystals present in the films were of such a small size (sub-

micron) that the lack of pattern was a result of too many orientations being probed at each 

spot.  To increase the size of the crystals, the bell jar deposition system was outfitted with 

substrate heaters so that the samples could be grown on a high temperature substrate and 

so that the sample could be annealed in vacuum.  The new samples were also probed with 

OIM and still did not show a pattern from the crystals.  Currently, a Ce sample is being 

prepared for transmission electron microscopy (TEM), which should produce a definitive 

answer about the crystallinity, the orientation, and the sizes of the crystals in the metal 

films. 

 

10.3.2 Preliminary UDE data 

 Preliminary UDE data has been recorded from both Fe and Ce while subjecting 

them to laser driven shock loading.  Phase shift and reflectivity data for a shock in a 580 

nm Fe film with a 1400 nm PMMA window is shown in Fig. 10-10.  The oscillations are 

visible in the 25.0° phase shift data, similar to those shown in Chapter 5 for PMMA, but 

the rest of the data appear to be different from the PMMA data shown in Chapter 5.  Most 

notably, the high angle reflectivity data do not have the increase in reflectivity that was 

shown in the data of PMMA on an Al film.  As the changes in the complex refractive 

index of metals appear most prominently in the reflectivity data, the differences between 

the data of PMMA on Al and of PMMA on Fe might be showing changes in the 

refractive index of the Fe.  However, the optical properties of Fe in the  and  phases 

along the principle Hugoniot have been calculated with quantum MD, and they show 
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very little change between the  and  phases at the temperature and pressure where the 

principle Hugoniot intersects the -  phase boundary.21 

 

 

Fig. 10-10. (a) Phase shift and (b) reflectivity data from the two angles 
and both polarizations using UDE.  The shock was created by a 3 mJ 
chirped pulse into a 580 nm Fe film on 0.5 mm MgO(100) and capped 
with 1400 nm PMMA.  Data are vertically offset for clarity. 

 

 Phase shift and reflectivity data from a 1920 nm thick cerium film capped with 

1440 nm Al2O3 are shown in Fig. 10-11.  The data show some features that may result 

from the isomorphic phase transformation or may be a result of optical effects in the 

Al2O3 window.  Further data collection on samples with known crystallinity will be 

required to understand the UDE data.  This interpretation will also be augmented with 

quantum MD calculations of the optical properties of two Ce phases where the Hugoniot 

intersects the -  phase boundary. 
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Fig. 10-11. (a) Phase shift and (b) reflectivity data from the two angles 
and both polarizations using UDE.  The shock was created by a 0.3 mJ 
chirped pulse into a 1920 nm Ce film on 0.5 mm MgO(111) and capped 
with 1440 nm Al2O3.  Data are vertically offset for clarity. 

 

10.4 Discussion 

 Ultrafast dynamic ellipsometry has successfully determined the change in the 

complex refractive index of silicon during ultrafast laser induced melting. 

 Two solid-solid phase transformations are of particular interest, the -  transition 

in Fe and the -  transition in Ce, and both are being investigated with computational and 

experimental methods.  Thin films of Fe and Ce were fabricated with electron beam 

deposition.  Both XRD and OIM were unsuccessful in conclusively determining the 

structure of the films, and TEM studies are currently underway. 

 Although the measurement of the iron and cerium phase transition kinetics has not 

yet been accomplished, the development of UDE was critical to providing a means by 
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which those measurements are now accessible on time and length scales that may be 

readily compared to the results of MD calculations of these phenomena.   
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