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ABSTRACT

In this thesis, | propose the following hierarchical representation
for the distinctive features of phonology.
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This hierarchy is based on phonetics: Features are grouped according to the
articulator in the vocal tract that they are executed by. Articulators are
groupec according to their acoustic effects on the formant structure. The
hievarchy, which is proposed to be universal, provides a straightforward
explanation for the complex phenomena that surround multiply-articulated
segments, such as labiovelars, labiocoronals, coronovelars (e.g. clicks),
and labialized, palatalized, or velarized consonants. This type of
segment, with unordered or simultaneous multiple articulations, I refer to
as a complex segment. The theory of representation I propose makes it
possible to represent all the complex segments that occur, and provides an
explanation of why those complex segments that occur are possible in
language, as well as of why those that do not occur are impossible.
Furthermore, it makes possible an account of the derivation of complex
segnents, where they are derived, and of their behavior with respect to
phonological processes. In addition, the proposed theory of representation
is shown to account for unrelated phenomena in languages without complex
segnents, which provides independent support and shows that the
representation is universal, rather than particular to complex segment
languages.



In Chapters 1 and 2, I arque for the hierarchical feature groupings
shown above, (The root, laryngeal, supralaryngeal, and place constituents
were proposed by Mohanan (1983) and Clements (1985).) [ demonstrate that
the only complex segments that occur are those combining two or more of the
hierarchical constituents: labial, corcnal, dorsal. I argue, based on
timing, syllabification, reduplication, compensatory lengthening,
prenasalization, and nasal assimilation, that complex segments occupy
single x-slots, and furthermore that the multiple articulations in complex
segments must be represented within a single place node. Complex segments
are contrasted with contour segments, in that the latter involve sequences
of articulations within a single segnent -- a distinction which determines
the different behavior of complex and contour segments with respect to
phonological rules. Furthermore, I show that the structure within the
place node required by complex segments finde independent support in
langquages without complex segments. For example, the structure allows us
to account for patterns of blocking and transparency in harmony systems.
Thus, the structure within the place node is a universal property of the
representation of distinctive features, rather than a just peculiarity of
complex—-segment languages.

In Chzpter 3, I propose a mechanism for assigning the degree of
closure features [continuant, consonantal] to the articulators that execute
them. This representation of degree of closure features is necessary in
order to account for the behaviors of complex segments, and furthermore
allows degree of closure in complex segments to be represented identically
to that in simple segments. The modifications of the feature
representation that are necessary to represent and account for the behavior
of complex segments lead to a concise characterization of the possible
complex segments in human lanquage.

in Chapter 4, 1 redefine the distinctive features (i.e. the terminal
nodes in the hierarchy) in light of the proposals made in Chapters 1, 2,
and 3, and I define the non-terminal nodes in the hierarchy.

Chapter S contains a further demonstration of the possibility of
explaining phonology in terms of external factors. | demonstrate that the
association lines among features and x-slots that connect all the tiers in
the hierarchy must represent the rvelation of overlap in time, and I show
that when they are correctly defined as representing overlap, the
ill-tormedness of crossing association lines follows from the relations
represented in a phonological representation, together with knowledge of
the world, and need not be stipulated as a well-formedness condition in UG.

Finally, in Chapter 6, | discuss two aspects of phonetic
representation that are made possible by the view of phonological
representations taken in Chapters 1 through 5 -- degrees of closure of
individual articulators and subsegmental timing.

Thesis Supervisor: Professor Morris Halle

Title: Institute Professor
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Chapter 1

INTRODUCT 10N

Fundamental to every theory of phonology ic how phonological forms and
processes are represented within it. It should be pussible to represent
within the theory any phonological process or form that is possible in
human langquage, and it should be impossible to represent phonological forms
and processes that do not exist in human language. For example, one type
of form that occurs in langquage is a sequence of tones within a single
segment -- i.e. a contour tone. Thus, autosegmental phonology is an
improvement over segmental phonology because it allows the representation
of such sequences of tones (see Goldsmith (1976)). Conversely, because
doubly-articulated palatal and velar stops do not occur in langquage, a
theory in which it is impossible to represent a doubly-articulated palatal
and velar stop is more highly valued than a theory in which such a segment
can be represented. For the same reason, autosegmental spreading is a
better representation of the process of assimilation than is changing
values in a feature matrix because it makes it impossible to represent
assimilations in which the target takes on a feature which is not present

in the trigger, a type of ascimilation which doesn’t occur.

Another requirement on the theory is that the relative simplicity of

describing in the representation each process or form that occurs should



reflect its relative naturalness, in the sense of its frequency of
occurrence in the languages of the world. That is, more marked forms and
processes should correlate with more marked representations. For example,
the assimilation of a whole group of features (e.g. place features) is just
as natural in language as is the assimilation of a single feature. This
naturalness is captured by the representation of assimilation as
autosegmental spreading, along with a hierarchical feature representation,
which together have the result that the assimilation of a group of features
is represented just as simply as is the assimilation of a single feature.
This naturalness is not captured by the representation of assimilation as
changing individual features in a feature matrix, in which the two types of

assimilation are not equally simple.

Finally, the structure of the phonological representation is an
hypothesis about the structure of linquistic knowledge in the human brain.
Not all descriptively adequate representations are equal. Rather, in
addition to describing the phonological array of facts, the representation
should lead to explanations, where possible, of why the facts are as they
are, and of why the representation is structured as it is. Therefore, to
the degree that the properties of a representation can be explained based
on such factors as vocal tract anatomy, acoustics, or knowledge of the
world, that representation is more highly valued than another
representation which accounts for the same phonological facts but in an
arbitrary fashion. Of course, this is not to say that all phonological
phenomena will be reduceabla to explanation in terms of such factors, but

rather that any phenomena that are so reduceable should be characterized as

10



such by the phonological theory. The theory should not attribute to
arbitrary aspects of the phonology what is explainable on the basis of
phonetics or knowledge of the world. For example, it was mentioned above
that the representation should reflect the fact that doubly-articulated
palatal and velar stops do not occur. A descriptively adequate theory that
correctly rules out such segments, but which does so in an arbitrary way,
is less highly valued than a theory which recognizes that the impossibility
of palatal-velar doubly-articulated segments is simply a result of palatals
and velars being formed with the same articulator in the mouth, i.e. the
tongque body, which obviously cannot be in two places ([-back] and [+back])

at the same time.

The above requirements -- that a theory represent all and only the
forms that occur in language, that it reflect the relative markednesses of
those forms and processes in their representation, and that it account for
the forms and processes that occur in a non-arbitrary manner -- have been
notoriously difficult to achieve with respect to segments with multiple
simul taneous articulations, for example labiovelars, clicke, and labialized
or palatalized consonants. Such segments have long posed problems for
phonological analysis, both for their representation and for the processes
deriving them. This is especially true within such non-autosegmental
frameworks as Trubetzkoy (1958), Jakobson, Fant and Halle (1952), and
Chomsky and Halle (1968), in which segments are characterized as
unstructured, homogenous, feature matrices. Such representaticns require
that every segment have only one primary articulation, so that one of the

articulations in a labiovelar or a corono-velar click has to be treated as

11
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secondary, and must be represented by vowel features. For example, /kp/
can be represented either as a [+round] velar or as a [+back] labial, but
not as both labial and velar. Furthermore, for a corono-velar, there is
not even a choice in these earlier frameworks as to which articulation is
primary. A corono-velar can be represented only as a [+back] coronal, i.e
with primary coronal articulation. However, as I show in Chapter 3,
labiovelars in Nupe must be analyzed as having two primary articulations
labial and veliar -- and corono-velar clicks in !'X0 must must be analyzed
having primary velar articulation, with secondary coronal articulation.
Both the labiovelars in Nupe and the corono-velars in !X0 are impossible
represent within the non-autosegmental theories. The problem with the
feature matrix representation is that it doesn’t allow the straightforwar
representation of two equal articulations within a single segment, nor ev

always of the proper articulation as primary.

Non-linear phonology,l on the other hand, does allow the

representation of two equal articulations within a segment. Non-linear
phonology has provided an excellent representation for non-steady-state
segments such as affricates, prenasalized stops, and vowels with contour
tones, because unlike the feature-matrix representation, it allows
sequences of articulations within a single segment, represented by

many-to-cne mappings such as those in (1).

1. See references in footnote 3 below.

as

to

d

en
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(1) affricate: prenasalized stop: contour tone:

t s n d H L

\ 7/ \ 7/ \ 7/

X X X

Thus, the framework of non-linear phonology might be expected to handle
easily all segments with more than one articulation. However,
representations of the type in (1), in which the two articulations are in
sequence, are nct adequate for segments with multiple simultaneous
articulations (which I will call complex segments), precisely because the
articulations in such segments are not phonologically in sequence.
Non-linear phonology has so far provided a representation for multiple
sequential articulations within a single segment, as in (1), but not for
multiple simultaneous or unordered articulations within a single segment,
as exist in complex segments such as Igbo [kp], Margi [pt], Kinyarwanda

[tkw]), and !X0 [!] (corono-velar click).

Thus, non-linear phonology, in its current state, fails as a
representation in that it cannot account for the possible complex segments
in human language. In this thesis, I propose a theory of phonological
representation that is an improvement over previous theories of
representation. Not only does the theory | propose provide a
representation for all and only the complex segments that occur in
language, but it also accounts for the phencmena surrounding complex
segments -- i.e. their derivation and their behavior in phonological
processes -- and it accounts for them in a non-arbitrary manner, relating

them to aspects of vocal tract anatomy.

The universal representation of distinctive features 1 argue for in

13
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this thesis is that in Figure 1. Fiqure 1 is a hierarchy which reflects
various dependencies and independencies among the distinctive features, as
well as their groupings into constituents. At the lowest level are the
individual features, such as [continuant], [round], [high], etc. These I
will call terminal nodes, or terminal features, following Clements’ (1985)

terminoloqgy.

Most of the terminal features are grouped at the next level in the
tree into constituents according to which articulator in the vocal tract
executes the particular feature, For example, [highl, [back], and [low]
are all groupe. under the dorsal constituent, becau:ze they are executed by
the dorsum, or tongue body. The lowest level of non-terminal nodes in the
tree thus represent articulators: laryngeal, soft palate, labial, coronal,

and dorsal.

These articulators are further grouped into higher-level
constituents. Labial, coronal, and dorsal are grouped into a place of
articulation constituent. Thz place node and the soft palate ncde are then
grouped into a supralaryngeal constituent. The place and supralaryngeal
constituents do not correspond to articulators, but rather reflect the
different acoustic effects of the features they govern. Supralaryngeal
features affect the shape of the formant structure, while laryngeal
features do not. Among the supralaryngeal features, place features affect
the shape of the formants to a greater degrex and in 3 qualitativelv
different manner than do nasal features. Place features change the
formarnts by changing the shape of the resonator; nazal features by adding a

second resonator.

15



Finally, the laryngeal and supralaryngeal features are grouped into
the root constituent. The root constituent corresponds neither to anatomy
of the vocal tract nor to acoustic properties. Unlike the other
non-terminal nodes in the hierarchy, which are both phonetically and
phonologically motivated, the root node is solely a phonologically

motivated constituent.

The root, laryngeal, supralaryngeal, and place nodes in the hierarchy
have been proposed by Mohanan (1983) and Clements (1985). The labial,

coronal, dorsal, and soft palate nodes were proposed in Sagey (1984).

[Continuant] and [consonantal] do not occur under any articulator
constituent in Figure 1 because they are not executed by any particular
articulator, but rather may be executed by either the labial, the coronal,
the dorsal, or even, I will arque, the laryngeal articulators. Thus, they
are represented as attaching directly to the root node. The arrow in
Figqure 1 represents a relation that may exist between the root node and any
articulator node. This relation determines which articulator the degree of

closure features [continuant, consonartal] apply to.

All of these aspects of the structure in Figure 1 will be argued for
in this thesis. I will show that the structure in Figure 1 allows us to
account naturally for some quite complex phenomena that occur in languages
with multiply-articulated segments. Furthermere, I will argue that the
feature hierarchy is independently supported by processes in languages
without multiply-articulated segments, and thus that it is a universal

representation, not just a representation for languages that have

le



multiply-articulated segments. Finally, the representation of features I
propose is grounded in facts of vocal tract anatomy and acoustics. Humans
produce speech using specific articulators in the vocal tract, which
produce characteristic effects on the acoustic waveform; the waveform is
then perceived and processed by the human auditory system. It would be
surpricing if this physical mechanism of speech did not influence the
structures, representaticns, processes, and segment inventories found in

phenology.

All theories, of course, acknowledge to some deqree the influence on
phonology of anatomy and acoustics. For example, most would accept that
the reason for the impossibility of [-back,~high) stops is anatomical, it
being physically impossible to form 3 closure with the tongue when it is in
that position, as pointed out by Halle (1982). Similariy, it is recognized
that the impossibility of [+high, +low] segments follows from the fact that
[+high] and [+low] require the tongue body to be in two incompatible
positions -- raised and lowered. However, I propose that much more of
phonologqy is due to the physical mechanism of speech than is sometimes
assumed. Greater understanding of phonology, and a more explanatory
phonological theory, result from investigating phonology hand in hand with
phonetics. In phonetics are often found explanations for why phonology is
the way it is. For example, "place of articulation" is a basic, and
long-recognized, parameter in phonology. Features dealing with place of
articulation form a natural class of features. Is it an accident that
those features we refer to as place of articulation features form a class

in phonology? Could human language just as easily have grouped the

17



features [constricted glottis], [coronal)l, and [low] into some parameter?
This would be expected if the arouping into place features were purely
formal, and not grounded in some way in the physical mechanism of speech.
However, the grouping of features into a place constituent is not an
accident, but is due to the physical mechanism of speech. Place features
are those features that cause the type of changes in formant structure
resulting from changes in the shape of the resonator, as cpposed to
nasality, which changes the formants by adding a second resonator, or as
opposed to laryngeal features, which don’t change the formant shapes at
all. Thus, phonetics can explain why there is a unit "place of

articulation®” in phonology.

In addition to the aspects of phonology that are explainable ir terms
of phonetics, there are aspects of phonology that may be explained based on
the speaker’s knowledge of the world. 1 argue in Chapter 4 that the
Hell-Formedness Condition which disallows crossing association linec is one
such aspect of the phonology. It need not be stated in any form as a
principle of UG (i.e. an arbitrary, unexplained, aspect of language),
because it derives from the fact that the segments making up & word are in
relations of precedence in time, the properties of which are included in

the speaker’s knowledge of the world.

In short, I maintain that by taking phonetics and ¥nowledge of the
world into account, much more can be explained about phonology than is
sometimes assumed, and thus that much less needs to he attributed to

arbitrary properties of the phonology.

18



1.1 Non-Linear Representation

1.1 Non-Linear Representation

1 assume in this thesis a version of non-linear phonology. I take as

point of departure a phonological representation as in (2).2 (2) is a

three-dimensional structure consisting of a number of half-planes, all of
which intersect in a central line made up of a sequence of timing units, or
x-clots. Some of the half-planes in a non-linear representation are the
syllable structure plane, the stress plane, and the segmental melody plane,
as illustrated in (2) with a partial representation of the word ‘ice
cream’.

(2)

¢ ] Syllable Structure Plane

/ :
/ \ / N\
Stress Plane c 0 N C

ai s k r i m Segmental Melody Plane

The representation in (2) assumes certain notational conventions.

First, left-to-right order on a single line represents precedence in time.

2. Arguments for varioue aspects of the representation in (2) may be found
in: Williams (1971); Goldsmith (1976,1981); Mascaro (1982); Steriade
(1982;1983); Halle and Vergnaud (1980); Levin (1985). | will not reiterate
those arguments here.

19



1.1 Non-Linear Representation

For example, the x-slots in (2) form an ordered sequence, in which Xy

precedes Xny X precedes Xas and so on.

Second, only elements on & single line are related by precedence.
Thus, the multiple lines of representation in a three-dimensional structure
like (2) represent elements that are unordered with respect to each other.
For example, the melodic features represented by the letters "ai,s,k,r,i,m"

on the segmental melody plane are not ordered with respect to the x-slots.,

Third, the structure on the syllable plane encodes dominance: the
syllable node dominates the onset and the rime; the rime dominates the
nucleus and the coda; and the oncet, nucleus, and coda dominate x-slots.
These dominance relations are represented by the lines in the tree, e.q.
the line linking the rime to the nucleus represets that the rime dominates

the nucleus.3 Structure on the stress plane also encodes dominance,

Finally, the lines on the segmental melody plane linking the features
to the x-slots are association lines. Association lines represent the

relation of overlap in time.4 Only elements that have internal duration

are capable of overlapping in time. Thus, if association lines represent

overlap, as | argue in Chapter S that thry must, then the elements that

3. 1 use the constituents onset, rime, etc., to illustrate dominance on the
syllable plane. Nothing hinges on the choice between the type of syllable
structure in (2) and the type argued for by, e.g., Anderson (19_ ), Levin
(1985), in which the only syllabic constituents are projections of the
nucleus.

4. Association lines have been generally assumed to represent
simultaneity. However, 1 demonstrate in Chapter 5 that assuming them to
represent simultaneity leads to contradictions of precedence relations in
contour segments and geminates.

20



1.1 Non-Linear Representation

they link -- x-slots and features -- must have internal duration. ! will
therefore assume that both x-slots and features have interral duration,
although that duration is inaccessible at the level of phonological
representation. This has been already assumed for x-slots, since they
encode timing, or duration. While features do not explicitly encode
duration, however, it is nevertheless natural to assign them internal
duration, for the articulations they specify cannot be produced
instantaneously, but will always occupy some amount of time, or duration.

These issues are discussed further in Chapters 9 and 6.

Phonological representations may not contain association lines linking

features to x-slots as in (3), where [a F] precedes [b F] and Xy precedes

Xyt
(3) * [aF) [bF)

X X

1 2

I demonstrate in Chapter 5 that the ill-formedness of (3), in which the
association lines cross, is due to its encoding contradictory precedence

statements. It need not be stated as a well-formedness condition in UG.

An advantage of the representation of features and x-slots in (2) over
the earlier feature matrix approach (as, for example, in SPE), is that it
allows many-to-one and one-to-many relations between features and x-slots,

representing, respectively, contour segments and geminates, as in (4):

21



1.1 Non-Linear Representation

(4)
a. Contour b. Geminate
Affricate Prenasalized Tone Segment Tone
{-cont]}[+cont] [+nasal)([-nasal) H L F H
\/ \ / \/ / \ 7/ \
X X X X X X

A contour segment is represented as in (la) to capture the fact that
although it is made up of a sequence of articuations and behaves
phonologically as a sequence of features, it also behaves phonologically as
a8 single segment. Conversely,a geminate is represented as in (4b) to
capture the fact that although it consists of a single articulation and
behaves phonologically as a single feature specification, it also behaves
phonologically as two segmentes. Thus, the representations in (4) solve
long-standing paradoxes as to whether affricates and geminates constitute

single segments or sequences of two segments.

Another advantage of one-to-many linkings between features and x-slots
is that it makes possible a characterization of natural assimilation rules
as rules which spread (by adding an association line) a feature

specification onto a neighboring segment.® Under this mechanism of

assimilation, rather than feature values being changed in the matrix of the
segment undergoing assimilation as in (5a), the feature specification of
the triggering segment is snread onto the target by adding an association
line between the features of the trigger and the x-slot of the target, as

in (5b).

5. Spreading assimilation has been arqued for by, among others, Halle and
Vergnaud (1980), Goldsmith (1981), Steriade (1982), and McCarthy (1984).
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1.1 Non-Linear Representation

(9) a. Feature Value Changing Assimilation
[+ el
4G} ==) 16 16

b. Spreading Assimilation

[}2] [;:;J .

X X X X

n
~
—
| =+
e

(Sb) captures the fact that in assimilation, a segment changes to
become identical to some segment in its environment with respect to certain
features; that is, the features of the trigger are simply realized on the
target. There is no way for a feature not in the environment to end up on
the target in a cpreading assimilation. In contrast, feature value
changing assimilations can, in principle, change neighboring segments to
opposite values of the context feature, or change the value in an unrelated
feature, or even affect segments not in the immediate environment. Such
processes are extremely uncommon in comparison to assimilations where the
target takes on some feature in the environment. Thus, spreading is a more
explanatory mechanism for assimilation than is changing feature values,
because it reflects the difference between natural assimilations and the
more uncommon processes that can only be described by changing feature

values.

An interesting class of evidence exists that supports the
autosegmental representation of assimilation as creating a linked
structure, as in (5b). This evidence concerns the "inalterability" of
linked structures, meaning that they are often not subject to rules which

should otherwise apply to them. For example, spirantization in Tiberian



1.1 Non-Linear Representation

Hebrew normally applies to post-vocalic stops, but fails to apply to a
post-vocalic stop that forms the first half of a geminate, or linked,

structure, as shown in (6).

(6)
\
X

[sibbeB) "he surrounded*

i b
|
X (*[siBbeB])

X —
W o b
X — M
X —
X —un
W —
X — O
7
X — M
X — m

1}
]
v

One explanation of inalterability with regard to feature-changing rules and
deletion rules is that of Hayes (1984), which states that association lines
in phonological rules are interpreted as exhaustive and that structures
having more association lines than the rule do not meet the structural
description of the rule. Linked structures are also :mpervious to
epenthesis. This follows, as was noted by Kaye (cited in Steriade (1982)),
from the impossibility of specifying the features of the epenthesized

segment without crossing the association lines of the linked structure.6

Although autosegmental representations solve the problem of
representing geminstes and affricates, and even lead to the more
explanatory, because more restricted, mechanism of spre2ding assimilation,
there is still a major problem that autosegmentalizing features and
spreading assimilation do not solve. It has long been noted (sece, e.q.
Thrdinsson (1978), Goldemith (1981), Mohanan (1983), Steriade (1982), and
Mascaro (1983,forthcoming)) that certain groups of features tend to recur
in phonological rules, for example, the set [ant, cor, high, back] defining
place of articulation. However, the evaluation metric predicts that a rule

6. Nothing in my arqgument hinges on the particular explanation of
inalterability assumed. See also Steriade and 5chein (to appear) for a
different account of inalterability,
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1.1 Non-Linear Representation

spreading all of these should be less highly valued than a rule spreading
some subset of them. The problem is how to character ze that it’s more
common or natural to spread the whole set of features rather than just a

few of them.

1.2 Feature Groupings

To solve this problem, it has been proposed that distinctive features
be represented, not as a feature matrix in which all the features have the
same status and are equally interrelated (or not), but rather grouped
according to parameters such as “place" and “manner* which tend to recur in
phonological rules. That is, just as the sets of segments that occur
together in phonological processes can be characterized as phonetically
natural clacsses, so also the sets of features that occur together
phonologically may be phonetically defined as “natural classe " of
features. Neither the features defining natural classes of segments nor
the "features" defining natural classes of features are arbitrary. Both
reflect phonetic groupings. Mchanan (1983), for instance, proposes a
universal hierarchy of features to represent the functional groupings:

place of articulation, sonority, and phonation.
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1.2 Feature Groupings

(7) Mohanan (1983)

{root}

[[phonatxon]]
[constr] [spread] {:;;;;i\llax] //////

[[sonorxty]]

//

[son] [cons] [cont] [nasal] [1ateral] [hlgh] [low] etc.

[[place]]
,_—————:::Z:::::::::f§§§§§?%%%57l
[ant] [cor] [backT’f;;;:} [round] [ATR] etc.
Throughout this discussion an assumption has been that segmental
melody features are arranged on a two-dimensional half-plane, the segmental
melody plane in (2). This assumption is made explicitly in Archangeli
(1984), who states that "planes intersect only at the skeleton®. However,
there is no a priori reason for assuming that the segmental melody is
restricted to a two~dimensional representation. In fact, assuming a
three-dimensional representation for segmental melody features enables us
to represent the feature groupings in (7) as part of the geometry of the
phonological representation (as opposed to representing the feature
groupings non-structurally, i.e. marking all the features under the place
node in (7) as "place features" as part of their definition and allowing
subclasses of features to be picked out by rules on the basis of the

content of their definitions).

Clements (1985) makes explicit the three-dimensionality of the
representation of segmental melody features with the representation in

Figure 2 -- a universal, non-linear, hierarchical representation for
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1.2 Feature Groupings

skeleton
root
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(p) andenor .
(e d

Figure 2 (Clements (1983))
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1.2 Feature Groupings

distinctive features.’

Given a three-dimensional structure as in Figure 2, we must
distinquish two types of multiple linkings. First, there are the
branchings to different specifications on a single tier, as in contour seg-
ments, in which the two specifications are phonologically ordered.

(8) manner
/ \
[-cont] [+cont]
Second, there are branchings to elements on different tiers. Since the
elements in such linkings are on different lines of representation, they
are unordered, as in the branching to laryngeal and supralaryngeal in (9).
(9) root
/ N\
laryng. supralar.
It is often necessary to represent both types of branchings at once, but
keep in mind that it is only branchings to specifications on & single tier

that are phonologically ordered.

Henceforth, to make easier its depiction on a two-dimensional page, I
will represent the feature hierarchy, not three-dimensionally as in Figures
1 and 2, but two-dimensionally, from the perspective of looking down the
axis of the skeletal core, what I shall refer to as the ‘end view’. Viewed

from the end, Clements’ hierarchy in Figure 2 would appear as in (10).

7. (P) and (S) distinquish primary and secondary place of articulation
features. A different characterization of the distinction between these
features is proposed in chapter 2.
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1.2 Feature Groupings

(10) Clements (1985): End View
X

|

fOOt

laryngeal supralaryngeal

[constr]
[spread]
{voiced]

manner place

[nasal] (P) [coronal]
[sonorant] P) [anterlor]
[contlnuanf] (P) [dlstrxbuted]
[consonantal] (S) [highl

[lateral] (S) [back)
[strident] (S) [rounded]
(P) [labial]

That is, imagine that the skeletal tier, the class tiers, and all the
feature tiers are perpendicular to this sheet of paper and parallel to each
other. Viewed from the end, as in (10) or in (11), the branching of a

contour segment will not be visible:

(i) Contour Segment: a. Reqular, front View b. End View
X X
/ \ |

[-cont] [+conty [-cont)

Consider now the various constituents in the hierarchies proposed by
Clements and Mohanan. Clements’ hierarchy is explicitly meant to reflect
only those groupings or relationships among features that are justified by
phonological processes, and none that are justified only on articulatory or

acoustic grounds.8 Following Mohanan (1983), he proposes that the

8. Clements arques against an articulatory explanation of the relative
independence of features, and for the "autonomy of phonology*, by which
"the ultimate justification for a model of phonological features must be
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1.2 Feature Groupings

following type of constituency be considered evidence for the feature
geometry.

If we find that certain sets of features consistently behave as
a unit with respect to certain types of rules of assimilation
or resequencing, we have good reason to suppose that they
constitute a unit in phonological representation, independently
of the operation cf the rules themselves (p. 2).

Thus, rules affecting, e.g., place of articulation can refer to the unit
"*place of articulation features", rather than each rule that affects place

of articulation having te list a3ll the features for place of articulation,

Mohanan (19t2) and Clements (1986) propose that the constitutents in
the feature hierarchy may be spread, delinked, etc. by phonological
rules. Thus, there should exist three equally-valued types of spreading:
"total assimilation processes in which the spreading element A is a root?
node, partial! assimilation processes in which A is a class node, and
sinqle-feature assimilation processes in which A is a single feature. More
complex types of assimilation, in which more than one node spreads at once,

can be described by this model, but at greater cost" (Clements 1985:7).9

drawn from the study of phonological and phonetic processes, and not from a
priori considerations of vocal tract anatomy or the like" (1985:6).

9. Thus, while phonological rules may exist which spread two separate
constituents, such rules will be evaluated as twice as costly as a rule
spreading a single constituent, and hence grammars will tend to eliminate
them. On counterexamples to the constituent-spreading hypothesis, Clements
argues: "It is unlikely that all palatalisation rules will be susceptible
to such an analysis. The endpoint of rule interaction is rule telescoping,
by which two or more originally independent rules become synchronically
indissociable. Such rules are typically lexicalised and/or

grammaticalised, and may show other irreqularities. ... We will not relax
the empirical claime of our theory in order to provide simple descriptions
of rules such as these, since if we did so we would f3il to draw a correct
distinction between the common, widely recurrent process types that we take
as providing the primary data for our theorv, and the sort of idiosyncratic
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1.2 Feature Groupings

Representing assimilation as a spreading of the assinilated features, plus
allowing spreading of constituents larger than single features, provides a
characterization of the fact that natural, or common, assimilations always
involve a segment taking on a feature or a well-defined set of features
from some other segment in the environment. Assimilations in which the
target takes on a well-defined set of features are, on this view, just as
simple, and therefore just as highly valued, as assimilations of only one

feature.

To summarize, if we assume that in general only constituents spread or
delink, then evidence from phonological rules on what features need to
spread together will tell us what the constituente ave. That is, which
features tend to function as blocks in rules is evidence for feature
constituency. In the following subsections 1 present arguments for four of
the class node constituents in Clements’ hierarchy in (10) -- the root,
laryngeal, supralaryngeal, and place nodes. As Clements suggests, there is
no motivation for the manner features constituent. A different
representation for manner features in the hierarchy will be proposed in

Chapter Three.

1.2.1 Laryngeal and Supralaryngeal Nodes

The first major subdivision of the features is into laryngeal and
supralaryngeal groups. This division is supported by processes which

affect either only the laryngeal features or all but the laryngeal features

phenomena whose explanation is best left to the domain of historical
lingquistics" (Clements 1985:22).
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1.2 Feature Groupings

(i.e. the supralaryngeal features). First, the reduction of full
consonants to [?] and [h] throughout the history of English (as discussed

by Lass (1976), cited in Clements (1985)) is simply a delinkirg of all

supralaryngeal features.

(11) root
/Xy
laryng. ™\
supralar.

The complementary case, where all laryngeal features are delinked, ic
attested in the neutralization of laryngeal contrasts in certain
environments in Thai and Klamath, alsc cited by Clements:

In Thai ... voiced stops, voiceless aspirated stops and
voiceless unaspirated stops contrast in syllable-initial
position; this contrast is suppressed finally, where only
unreleased voiceless stops appear .... In Klamath, a three-way
contrast among voiced, voiceless and glottalised obstruents is
neutralised immediately preceding another stop, leading in this
case to morpheme alternations ... (1985:233).

In both of these procesces, the consonants lose their distinctive laryngeal

features, which is represented as in (12), a delinking of the laryngeal

node.
(12) root
Z \
7 supralar.
laryng.

Not only delinkings, but also spreadings, provide evidence for the
laryngeal and supralaryngeal nodes. In Icelandic preaspiration (as
discussed by Thrdinsson (1978), Clements (1985)) a geminate aspirated stop
diphthongizes into a sequence of /h/ and an unaspirated stop. In other

words, its laryngeal and supralaryngeal features are split, the laryngeal
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1.2 Feature Groupings

features spreading to the x-slot on the left, from which the oriqinal root
node is delinked, and the supralaryngeal features alone remaining in the

second segment.

(13)
X X X X X X
N/ X | | |
root ==) root ==) root root
/ R # |
laryng. laryng. laryne,
supralar. supralar. supralar.

Note that in (13), the laryngeal node which is spread to the left does
not link directly to the x-slot. Rather, a root node is “interpolated" as
part of the linking process. A class node such as laryngeal,
supralaryngeal, or place (or for that matter an individual feature) cannot
link directly to the skeleton, because that would render the claims of the
feature hierarchy vacuous. More generally, no feature or class node may
link except to the nodes which are adjacent to it in the hierarchy. If

ever features or class nodes were allowed to link outside of the hierarchy,

as in the linking of [coronal] directly to the root node in (14),
(14) root
T\
{coronal]
supralaryngeal
\
place
I
[anterior]

then the constituency of the hierarchy would be destroyed. In (14),
spreading the place node would fail to spread the place feature coronal.
Thus, features and class nodes may link only through the paths of the

hierarchy, and never outside it. This means that if ever a feature is
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1.2 Feature Groupings

spread to a segment lacking the node to which that feature must link, then
that node will be “interpolated" as part of the spreading. This should not
be looked at as adding a node to the representation. Rather, the hierarchy
is simply part of the geometrical representation of the features, and it
defines the paths through which features may link to the skeleton. Thus,
it would be more proper to say that the laryngeal node in lcelandic
preaspiration links to the skeleton through the root tier, rather than

saying a root node is added to the representation.

Complementary to the spreading of laryngeal features in Icelandic,
there exist cases of spreading supralaryngeal features. In Acoma, for
example, when separated only by glottal stop, two vowels are normally
identical (Miller (1965:11,79)), for example, yaZaana ‘skunk brush’,
huu?uuka ‘dove’ etc. Since /?/ lacks supralaryngeal features, being
specified as only [+constr gl.] on the laryngeal tier, this distribution
of vowels is easily stated in terms of the vowels sharing supralaryngeal

features, as in (19).

(15) (a) (?) (a)
root root root
/ | \
laryng. laryng. laryng.
supralaryng.

The sharing of supralaryngeal features in (15) is possible because /?/ has
no supralaryngeal node to block spreading of the vowel’s supralaryngeal

node.

Further evidence for the laryngeal node as an independent, unordered

34



1.2 Feature Groupings

node with respect to supralaryngeal features is found in the behavior of
prenasalized voiceless stops in Kinyarwanda. Voiceless stops in
Kinyarwanda are aspirated. When a voiceless stop is prenasalized, what
surfaces is a voiceless or aspirated nasal with the place of articulation
of the original stop. There may also be a brief oral stop between the

nasal portion and the aspiration.10

(16) Zin-papuro/ [imhapuro] ‘paper"
/n-toora/ [nhoora) "vote for me", “I vote"
/in-ka/ [inha] "cow"

Since we represent the aspiration of the oral stops on an independent,
unordered tier (the laryngeal tier), this realization of the aspiration of
the oral stop on the added nasal portion is predicted, given that
prenazalization is a merging of [+nasal] into the root node of the stop,
resulting in the structure in (17):
(17)
root
/
laryng.
/ supra
[+spread) / N\
soft-pal place
/ N\
[+nasal]l(-nasal]
Furthermore, in prenasalized, labiovelarized, voiceless stops, as in (18),

(18) /ku-n-tuarz/ [kuunnpwhaaral] “to take me"

the voicelessness and aspiration of the stop are spread over the entire
segment. This is predicted by aspiration being represented as [+spread

10, See Appendix A at the end of this chapter for notational conventions,
such as [n) in (16) for a velar nasal.
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1.2 Feature Groupings

glottis]) on the independent, unordered laryngeal tier.

Thus, both delinking and spreading processes in phonology support the
existence of laryngeal and supralarynqeal constituents in the feature
hierarchy. This division has phonetic motivation, too. First of all, the
laryngeal node corresponds to an independent articulator in the vocal
tract. The grouping of features executed by the larynx into a single
phonological constituent is thus motivated by the anatomy of the vocal
tract. There is no articulator corresponding to the supralaryngeal
constituent, of course. Rather, the supralaryngezl constituent is
motivated by acoustics. In contrast to laryngeal articulations, which do
not change the shape of . formants, supralaryngeal articulations change
the formants by changing the shape of the oral resonator or by adding a
second resonator —- the nasal passage. Thus, the division between
supralaryngeal and laryngeal is an acoustic division between features which

distort formant structure and those which do not.1ll

11. Ohala (1974:259-261)) states that the articulation of spreading the
glottis for /h/ causes a lowering of contigquous vowel formants because it
essentially changes the resonator from a tube that is closed at one end
(the glottis) to one that is open at both ends. The effect of laryngeal
articulations on the shape of formants deserves further investigation. In
light of the hypothesis above, 1 would expect to find that the distortions
produced by /h/ are much smaller than those produced by supralaryngeal
articulations, or that they are qualitatively different. Morris Halle

(p.c ° suggests that another explanation for the supralaryngeal

con ent may be that it corresponds to a single pathway at some point in
the neural circuitry governing speech production, but until more is known
about this neural circuitry, such an explanation must remain conjecture.
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1.2 Feature Groupings

1.2.2 Place Node

Under the supralaryngeal node in the hierarchy is the place node,
uniting all place of articulation features. Abundant phonological evidence
exists for the constituent of place of articulation features. One of the
most common phonological processes in language, and one which exists in
practically every langquage, is assimilation in place of articulation,
especially of nasals to following stops. A few examples will suffice to

establish the place node constituent.

First, in Kpelle, nasals assimilate in place of articulation to a

following stop or fricative, as shown in (19) (Data from Welmers

(1973:65,67)):

(19) /N-polu/ {Mbolu]l ‘my back”’
/N-tia/ [fdia) ‘my taboo”
/N-k00/ [ngD] ‘my foot’
/N-kpin/ [Mngbin] ‘myself”’
/N-fela/ [fvela] ‘my wages’
/N-sua/ {d3ua) ‘my nose’

Three aspects of the data in (19) require the spreading of a place
constituent. First, the nasal assimilates in place regardless of what the
following segment’s place features are. Thus, the process in (19) cannot
be any more specific than spreading the place node. That is, it cannot be
a rule spreading the feature [coronall, or (labial], etc. Second, only
place features, and not manner or laryngeal features, are spread onto the
nasal. /f/ conditions a labial nasal stop, not a labial nasal fricative.
Thus, the process cannot be spreading a higher node in the tree, such as

the supralaryngeal node, which would include manner features, nasality,

37



1.2 Feature Groupings

etc., Third, the prefix nasals which are assimilating in place of
articulation are tone-bearing and syllabic. Thus, the nasal-consonant
sequences in (19) cannot be prenasalized stops, which would be derived by
spreading [+nasal] onto the following stop, but rather must be derived hy
spreading the place features of the following stop onto the nasal, as in
(20):

(20) supralar. supralar.

place place

in Pame, also, nasals assimilate in place of articulation to following
stops, fricatives, and liquids without losing their [-cont] degree of
closure before the fricatives or the liquids (data from Gibson and

Bartholomew (1979:310)):

(21) ngobE?Et ‘flay’ mbE?Et (pl.)
ngodEoc? ‘bridge”’ ndEoc? (pl.)
ngokwhe? ‘bean’ nktwe? (pl.)
fgosaon ‘night’ nsaon (pl.)
ngolhwa ‘ear of corn’ nlhwa (pl.)

Thus, the assimilation in (21) must be spreading a constituent containing
all the place features, but nene of the manner features ~-- in particular,
the manner features [cont) and [nasal)] are not spread. Therefore, the

constituent spread in (21) must be the place node.

Another example of place assimilation which must involve spreading the
place node is that of Sanskrit, discussed in Steriade and Schein (to
appear:47) and Steriade (1982:62). This rule optionally assimilates /s/ to

the place features of a following obstruent, as the examples in (22)
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1.2 Feature Groupings

show.12

(22)
Indras <uras “the hero’ -—) Indrag <urah
tas ‘those~fem”’ sat ‘gix’ --) tassat
divas  ‘gqod-GENsg”’ putras ‘son’ -=> divaé putrah
Nalas kamam ‘at will” -=> Nalax kamam

In the assimilations in (22), just as in the Kpelle and Pame
assimilations, it must be the place node that is being spread. First, the
/s/ ascimilates to whatever place features there are: [coronall,
[anterior]}, [distributed], [labial]l, and so on. Therefore, the
assimilation in (22) cannot be spreading a particular place feature, but
must rather be spreading the place node, containing all the place features
of a3 segment. Second, only the place features of the following obstruent
are spread onto the /s/. /s/ remains [+continuant] even when assimilated

in place of articulation to a following stop, as in divad putrah and Nalax

kamam. Thus, the process cannot be spreading a higher node in the tree
which would include manner features. Third, there is no question of the
clusters in (22) being a merger of the features of /s/ onto the following
obstruent (unlike Kpelle, where it had to be arqued that the
nasal-consonant sequences were not prenasalized segments). Thus, the
process shown by the data in (22) must be a spreading of the place node, as

in (20).

present further phonological evidence for the place node in my

12. All of these have alternate -ealizations in which the optional place
assimilation fails to apply and the Visarqa rule, deleting the
supralaryngeal features of post-vocalic word-final /s/, applies instead,
yielding /h/. The Visargqa rule is also the source of the [h] in lndrag

gursh and diva$ putrah.
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1.2 Feature Groupings

discussion of complex segments in Chapter 2.

The place node is also motivated by phonetics. Like the
supralaryngeal node, the place node does not correspond to any articulator,
but rather has acoustic motivation. Within the supralaryngeal node in the
hierarchy, the piace node is opposed to the soft palate node. While both
nasality and place of articulation distort the shape of the formants, and
hence are grouped under supralaryngeal, the distortions caused by each are
quantitatively and qualitatively different. The distortions produced by
place features have to do with changing the shape of the resonator, while

those produced by nasality have to do with adding a second resonator.

1.2.3 Root Node

The last of the class nodes proposed by Clements is the root node, a
constituent containing all the features of a segment. Clements argues that
the root node is required for (i) total assimilation processes which create
geminates by spreading the root node and (ii) being able to characterize
the "phoneme® as the set of features dominated by the root., Other
arquments for the root node can be found in the association to the skeleton

of underspecified segments in root-and-pattern languages.

Root-and-pattern morphology means that the syllable structure, number
of skeletal slots, etc., in a word are specified indepenaently, as a
different morpheme from, the features of the units in the root melody. The
root melody then associates one-to-one left-to-right to the independently

specified skeleton, as in (23).
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1.2 Feature Groupings

(23) a b ¢ root melody
| | | automatic l-to-r association
X b X independent skeleton
|
R

For details on root-and-pattern morphology, see McCarthy (1979), Archangeli

(1984).

I will assume the theory of underspecification developed in Archangeli
(1984), by which only one value for any given feature may be specified in
UR. I take this underspecification to apply to class nodes, also, so that
if a segment is not distinctive for any glottal features, and if there is
no contrast between having a laryngeal node without any features and having
no laryngeal node, then it will not be represented with a laryngeal node.

I shall argue that underspecification in UR will then require the existence
of the root node in order to keep the features for each segment together

prior to association to the skeleton.

1 illustrate with an example from Yawelmani. Yawelmani has three
series of stops: aspirate, glottalized, and intermediate (voiceless
unaspirated). These will be represented in UR as [+spread), [+constr] and

absence of laryngeal features (no laryngeal node), respectively.l3

13, Yawelmani data is from Archangeli (1984). It is not crucial to my
argument which series of stops is taken to be unspecified for laryngeal
features, only that one of them be.
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1.2 Feature Groupings

(24)
a. Aspirate: /t/ b. Glottalized: /t’/ c. Intermediate:
root root root
/ / \\
laryng. laryng.
| supralar. [ supralar. supralar.
[+spread gl] {+constr. gl]

Similarly, Yawelmani sonorants, which may be either glottalized or plain,
will be represented with either [+constr] on the laryngeal tier, as in
(24b), or with no laryngeal node at all, as in (24c). Finally, Yawelmani
may have the segments /?,h/ in UR. These will be represented as simply
[+constr] or [+spread] on the laryngeal tier, with no supralaryngeal node

at all, as in (25).

(25) a. /2 root b. /W root
| |
laryngeal laryngeal
| i
[+constr. gl]} [+spread gl)

Given the underspecification in (24,25) above, the association of
melody to skeleton in Yawelmani requires a root node. If there were no
root node, then the laryngeal and supralaryngeal nodes would each associate
independently, one-to-one and left-to-right, to the skeletal slots. The
first laryngeal specification in the root would necessarily surface on the
first skeletal slot, as would the first supralaryngeal specification. For
exanple, without a root node, Yawelmani /?il/ ‘fan’ (p.27) would associate
to the skeleton as in (26a), yielding an initial [1’), rather than as in

(26b), the correct association:14

14. Glottalized [l1]) is a possible underlying segment in Yawelmani.
Archangeli arques that consonants associate independently, on a different
tier from vowels; thus the medial /i/ in /?il/ will not ensure the correct
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1.2 Feature Groupings

(26) 8. % b. [+constr] [lateral, .-..]

[lateral, ...] |
[tconstr] | supralaryngeal

' supralaryngeal laryngeal
\
laryngeal root root
\ \ /
CxCxxC CxCxxC

Similarly, without a root node, /dot’ee/ ‘bad’ (p.337)15 would

associate yielding *[t‘odee], as in (27a), the [+constr gl] laryngeal node
that should belong to the second consonant associating independently from
left to right, and associating to the leftmost skeletal slot.
(27) * [+constr gl)
\  [+cor] [+cor]
laryng | |
supra supra
/ /
C x CxxC
[t’] is a possible initial consonant, as in /t‘ul/ ‘burn’ (p.127) or
/t’it’iit’/ ‘anus’ (p.146). Thus, we could not prevent the incorrect
associations in (26a) and (27) by preventing laryngeal and supralaryngeal

from linking to the same x-slot, for they clearly would need to in order to

form the initial /t’/ of /t‘ul/.

Note that without a root node, /dot’ee/ would associate incorrectly
even if vowels and consnnants were on the same tier, since /o0/ would have
no laryngeal features to block the [+constr gl] laryngeal node of /t’/ from

associating to the leftmost slot, as shown in (28a). The correct

mapping of /?/ and /1/. C and x are shorthand used by Archangeli to refer
to unsyllabified and rime x-slots, respectively. [$] is alveolar, [t] is
dental.

15. [t) represents an alveolar stop, ac opposed to dental [t].
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1.2 Feature Groupings

association, with root nodes, is shown in (28b).

(28)
a.x [+constr gl] b. [+constr gl)
| d o d d o | d
laryng. / / / | \ laryng. /
SUpra. Supra. supra. supra. Supra. supra.
| | /
// // // root root root
c X C x x C i I /
c X C x x C

(/d,d/ plus [+constricted glottis] in (28) equal [t/,t7].)

Analogous to glottalization is aspiration. In /bint/ ‘ask’ (p.257),
the first distinctive specification of laryngeal features is the [+spread
gll on the final /t/. Associating that laryngeal node independently from
left to right would result in it associating to the leftmost slot in the

skeleton, yielding *[pind], in exactly the same manner as in (28a).

Thus, we have seen that in a root-and-pattern language like Yawelmani,
underspecification forces the root node, because if segments in the root
melody are unspecified for either laryngeal or supralaryngeal features,
then association one-to-one left-to-right without a root node will result
in the leftmost skeletal slots being specified on both laryngeal and

supralaryngeal tiers, followed by increasingly unspecified segments.

Unlike the laryngeal, supralaryngeal, and place nodes, the root node
has no phonetic motivation. It is motivated solely by phonological

phenomena such as those discussed above.
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1.2 Feature Groupings

1.2.4 Manner Features

As mentioned above, the feature hierarchy Clements proposes divides
the supralaryngeal features into two constituents: a manner node and a
place node., The evidence presented above arques for the place
node. However, there is no evidence from spreading processes, as Clements
admits, for a constituent comprised of the features that Clements groups
under “"manner”: continuant, consonantal, sonorant, nasal, lateral,
strident. Thus, ] will not assume a manner node under the supralaryngeal
node, but will instead, given the absence of evidence as to the place or
grouping of manner features in the hierarchy, make the simplest assumption
-- that the individual manner features do not form a constituent, but are

each linked directly and independently to the root node, as in (29):16

(29) root
/ N\
laryng. supra. [cont] [cons]

1 shall distinguish between the manner features in (29), [cont] and
[cons], which specify articulatory degree of closure, and the manner
features [sonorant) and {strident]) which refer to acoustic properties of
the segment;which may be implemented by different articulatory means. For

A
example, [+sonorant] must be [+cont] if [-nasall, but may be [-cont] if

le. There is no evidence determining whether manner features should attach
to the root node as in (29) or to the supralaryngeal node, as suggested in
Clements (19835). For purposes of discussion, 1 represent the manner
features on the root node here and throughout the thesis, but nothing
hinges on this choice. All of the arquments would hold if they were
represented on the supralaryngeal node.
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1.2 Feature Groupings

[+nasal]). ] propose a treatment for the degree of closure features
[cont,cons]) in Chapter 3, but will not deal with [son,strid]. The
remaining manner features are [lateral] and [nasal). [Lateral)] will be
discussed in the following chapter. As for [nasall, there is evidence that
it must be represented under the supralaryngeal node, and not on the root
node with [cont] and [cons]). This evidence comes from a set of processes

in Klamath which have the effects in (30) (discussed in Clements

(1985:234)):
(30) nl --> 11
nbL -=> 1h ([L] = voiceless 1.)
nl’ - 1?
1L - 1lh
11’ - 1?

As Clements shows, the processes in (30) may be characterized by the rules
in (31a,b) (ignoring structure within the supralaryngeal node).
(31) a. root root

supra supra
| |

+son [+lat)
+cor

+ant
b. root root
Z N\
7 laryngeal
supra
|
[+lat]

(31a) spreads the supralaryngeal node of a lateral onto the segment to its
left provided that segment is an alveolar sonorant. (31b) delinks the
supralaryngeal features of the right half of a geminate lateral if it has

distinctive laryngeal features specified. What concerns us here is (3l1a).
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1.2 Feature Groupings

Note that spreading the supralaryngeal node as in (3la) results in the
deletion of the nasal features of the first segment in the first three
examples in (30). Since it is the supralaryngeal node that is spread,
triggering the delinking of the original supralaryngeal node of the first
segment, this shows that [+nasal] must be specified within the
supralaryngeal node. If it weren’t, then in order to automatically delink
[+nasal] we would have to spread and delink the root node, ineluding
laryngeal features, which would be incorrect. This process also shows that
[lateral] must be under supralaryngeal in the hierarchy, and not linked to

the root node with [cont] and [cons].17

Rather than representing [nasal] as a terminal feature linked directly
to the supralaryngeal node, | introduce a class node, the soft palate node,
which links to the supralaryngeal node and to which [nasall] links. The
sof t palate node is analogoues to the laryngeal node which refers to the
independent articulator, the larynx, and to the articulator nodes labial,
coronal, and dorsal, to be argqued for in Chapter 2. The hierarchy I propose
contains a class node for each independently functioning articulator in the

vocal tract. Since the soft palate is an independent articulator, there is

17. An alternative would be to spread the entire root node in (31a), and
then to diphthongiie supralaryngeal and laryngeal features as in Icelandic
Preaspiration. This alternative would not necessarily entail that nasal
and lateral are within the supralaryngeal node, because the
diphthongization couid be a spreading of the laryngeal node to the right,
rather than a spreading of the supralaryngeal node to the left. Note that
this alternative would have the welcome result of explaining why
diphthongization doec not occur if there are no distinctive laryngeal
features and no laryngeal node. If there is no laryngeal node, there is
none to spread. In (31b), Clements’ version, however, the laryngeal node
is an added stipulation on the rule.
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1.2 Feature Groupings

a3 class node in the hierarchy for the soft palate. Since the soft palate
node dominates only the feature [nasall], there will be no evidence for it
from spreading two features at once, as there was for, e.q., the place
node. Spreading the soft palate node will be indistinguishable from
spreading the single feature [nasal] under it in almost all cases. The

only case of spreading which would provide evidence for the soft palate

node as a constituent would be one where a prenasalized segment spread both

[(-nasal) and [+nasal] onto an adjacent segment -- i.e. where the branching

structure [+nasal)[-nasal), or prenasalization, were assimilated, as in

(32):

(32) root root

I |
supra supra

sof t-pal soft-pal
7/ \
[-nas] [+nas]

I know of no such example. Nevertheless, 1 will maintain the hypothesis

that there exists a class node for the soft palate articulator.

Therefore, the hierarchy argqued for so far is that in (33) (ignoring

features within the laryngeal and place nodes):

(33) X
|
root
/ N\
laryngeal supra. [cont] [cons)
/ N\

sof t-pal place

|
{nasal]
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1,3 Contour Segments

1.3 Contour Segments

Recall that a contour segment is represented as branching for some
feature, i.e.
(34) a. X b. X c. X

/7 \ 7/ \ /7 N\
[-cont]) [+cont] [-stiff) [+stiff]) [+nasal]) [-nasal)

(34b) represents a contour tone rising from mid to high, under the feature
proposals in Halle and Stevens (1971) whereby high pitch in vowels is
represented by the feature [+stiff vocal cords] and low pitch by the
feature [+slack vocal cords]. Evidence for representing the tones of
vowels on the laryngeal tier with the same features as are used for
consonants, rather than on a separate tonal tier with unrelated features,
comes from languages wher® tones and laryngeal features inteiact. For
example, in Chinese and in Nama, voiced consonants lowered the tones of
following vowels. (For further discuscion, see Beach (1938), Greenberg

(1970), Halle and Stevens (1971).)

However, with phonoleqical features represented hierarchically, as
arqued in this chapter, contour segments can no longer be represented as in
(34), in which the branching features link directly to the skeleton,
because features no longer link directly to the skeleton. Rather, in a
hierarchical representation, there will be ambiguity as to exactly at which
level in the hierarchy the contour segment is branching. (34a3,b,c) will be

ambiguous in the ways shown in (35,36,37).
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1.3 Contour Segments

(35)
a. X b. X
/ N\ |
root root root
| | / \
[-cont] [+cont) [{-cont]) [+cont]
(36)
a. X b. X c. X
/' \ i |
root root root root
| | / N\ |
laryn. laryn. laryn. laryn. laryng.
| | | | / N\
[-stiff] [+stiff] [-stiff] [+stiff) [~-stiff] [+stiff)
(37) i
a. x b. X - X d. X
/\ | ; | (
root root root 5 root root
| | / N\ | | |
supra supra supra supra | supra supra
I | | | | i / N\ |
sof t-pal soft-pall sof t-pal soft-palisoft—pal sof t-pal sof t-pal
I | | | . | | / N\
[(+nasall[-nasal] |[+nasall[-nasal] ![+nasal][-nasal] [(+nasal)[-nasal)

Obviously, no langquage makes use of the distinctions among, e.g.
(37a,b,c,d). It would therefore be preferable if our feature
representation did not predict a distinction among them. As 3 means of
restricting the possible types of contour segments predicted by the
hierarchical representation, I make the following hypothesis:

(38) Contour segments may branch for terminal features only. No branching
class nodes are allowed.

] make the restriction in (38), rather than, for example, restricting
contour segments to branching root nodes, because it can be demonstrated
that bianching terminal features are required. For example, in Guarani,
prenasalized stops are derived by a process of nasal harmony that spreads

just the feature [nasal). Thus, the resulting prenasalized stop must be
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1.3 Contour Segments

branching just for the feature [nasal), and not for any class nodes. The
derivation of prenasalized stops by the linking of [-nasal] from a
following oral vowel onto a nasal consonant is shown in (39) (from van der

Hulst and Smith (1982:325)):18

(39) a. + - + -
| LA7!
ne-tupa ==) ne-tupa [ndetupal ‘thy bed’
b. + + f/////j
| |
ne-tupa ==) Lef:::; [n&tUpd) ‘thy god’

3ince the prenasalized stop in (39a3) is derived from a nasal consonant by
spreading of just [—-nasal}l, it must be represented as branching only for

the feature [nasal), as in (37d), and not as in (37a,b,c).

Also, it is clear that contour tonec must be represented as branching
just for the features [stiff] and [slack], and not for the laryngeal or
root nodes, because tone spreading ic not blocked by intervening laryngeal

or root nodes.

Thue, since there exist contour segments which must be represented as
branching for a terminal feature, I will restrict the possible branchings

in contour segments by ruling out all but branchings to terminal features.

Also, since each branching in a contour segment complicates the
structure, we may consider each branching to come at a cost. Limiting
branchings to terminal features thus explains why contour segments
generally branch only for one feature, for example, usually sharing

18, Thanks to Donca Steriade for pointing out this example.



1.3 Contour Segments

laryngeal features. By contrast, if branching root nodes were allowed, we
would expect any two segments in totally random combinations to occur on a
single x-slot as a contour segment, possibly having no features at all in

common.

1.4 Overview

In the following chapters, 1 will offer evidence for other aspects of
the representation in Figure 1, namely, the structure within the place
node, the representation of manner features on the root node, and the
relation between the root and articulator nodes. Crucial tc my argument is
evidence for the feature geometry of a different type than has been
presented so far: evidence from segments with multiple articulations within
the place node, or complex segments, which make unique demands on the

feature geometry,

In the following chapter, I investigate the representation of place of
articulation features in complex segments. I show that they mu be
analyzed as having phonologically unordered articulations within a single
place node, unlike contour segments, which have phonologically ordered
articulations. Furthermore, I show that the structure within the place
node required by complex segments finds independent support in languages
without complex segments, and thus that it is a universal property of the
representation of distinctive features, rather than a peculiarity of

complex-segment languages.
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1.4 Overview

I then propose, in Chapter 3, a representation for degree of closure
features that can account for the behaviors of complex segments. Complex
segnents offer crucial evidence regarding the role of degree of closure
features in the hierarchy, a problem that has until now remained unsolved.
The modifications of the feature representation that are necessary to
represent and account for the behavior of complex segments lead to a
concise characterization cof the possible complex segments in human

language.

In Chapter 4, 1 redefine the distinctive features in light of the
proposals made in Chapters 1, 2, and 3. Chapter 5 contains a demonstration
that the association lines among features and x-slots that conect all the
tiers in Figure 1 must represent the relation of overlap in time. I also
show in that chapter that when association lines are correctly defined as
representing overlap, the ill-formedness of crossing association lines
follows from the relations represented in a phonological representation,
together with knowledge of the world, and need not be stipulated as a
well-formedness condition in UG. Finally, in Chapter 6, I discuss two
aspects of phonetic representation that are made possible by the view of
phonological representations taken in Chapters 1 through 5 -- degrees of

closure of individual articulators and subsegmental timing.
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Appendix A

Notation

Throughout this thesis, unless otherwise noted, 1 use the following

notation:

Nasals

Fricatives

Affricates

m & <

labiodental nasal [m]

palatal or palatoalveolar nasal
velar nasal [p)

bilabial fricative, voiceless
bilabial fricative, voiced gﬁ]
retroflex fricative, voiceless [s]
retroflex fricative, voiced [z)
palatoalveolar fricative, voiceless [¥)
palatoalveolar fricative, voiced [¥)
lateral fricative, voiceless [4])
lateral fricative, voiced [})
palatal fricative, voiceless

palatal fricative, voiced

velar frictive, voiced [Y]

alveolar affricate, voiceless
alveclar affricate, voiced

palatoalveolar affricate, voiceless (&
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Stops

Vowels

palatoalveolar affricate, voiced (51

palatal stop, voiceless
palatal stop, voiced

fronted velar stop, voiced
fronted velar stop, voiceless
lax high front vowel

lax mid front vowel

lax mid back rounded vowel
lax high back rounded vowel
higqh bsck unrounded vowel

lax high back unrounded vowel

high front glide
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Chapter 2

COMPLEX SEGMENTS AND PLACE FEATURE GECMETRY

As shown in the previous chapter, the many-to-one linkings within a
single segment made possible by autosegmental representations have proved
useful for two classes of segments. First, contour segments such as
affricates and prenasalized stops are represented by many-to-one linkings
of sequences of articulations within a single segment. Second, the common
combination within & segment of gimultaneous and independent laryngeal and
supralaryngeal articulations (or nasal and place articulations) is
represented by the hierarchical feature geometry of Clements, in which
laryngeal and supralaryngeal features (or nasal and place features) are
independent of each other in the hierarchy and thus may cooccur freely.
There is, however, a class of segments which is accounted for neither by
the sequential multiple linkings in a contour segment, nor by the
simultaneous multiple linkings in Clements’ hierarchy. This is the class
of segments involving multiple articulations within a single segment which
are not in sequence but which may not be split into laryngeal and
supralaryngeal (or nasal and place) articulations. These segments,
involving multiple simultaneous articulations within the place node, I will
call "complex segments®. Some examples of complex segments are given in

(1) .
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(1)

a. labial + coronal Bura [ptd) ‘(an animal)’

b. labial + velar Yoruba [akpéd) ‘arm’

c¢. coronal + velar Nzema [opti] ‘it is thick’

d. labial + coronal + velar Shona [ tkwana] “little children’
e. labial + velar click IXoo [87¢60] ‘be stuck”’

f. coronal + velar click Nama [Jui] ‘one’

In this chapter, I propose a geometry for place of articulation
features based on the requirements of representing complex segments, of
deriving them correctly where they are not underlying, and of accounting
for their behavior with respect to the phonological processes of the
lanquages they occur in. Furthermore, the representation I propose -- a
hierarchical structure within the place node with an independent node for
each articulator —— is shown to have independent support in languages
without complex segments. Thus, articulator nnades under the place node are
nroposed to be part of the universal hierarchical representation of
features, and are not restricted to the feature representations of complex
segment languages. The articulator nodes representation also provides us
with a straightforward characterization of the dependence of features such
as [round] and [anterjor] on the features [labial) a2nd [coronal]l,
respectively, where specification for the former implies positive

specification for the latter.

2.1 Structure within the Place Node: Articulator Nodes

Consider the types of complex segments that are attested in human
language. It is certainly not the caze that any two consonants that occur

in human lanquage may e combined in some language as a complex segment.
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2.1 Structure within the Place Node: Articulator Nodes

Rather, the possible complex segments in human langquage form a restricted
class, including such segments as listed in (1) above, but excluding such
combinations of articulations as bilabial plus labiodental (e.g. [éf]),
alveolar plus dental (e.g. [8s]), or palatal plus velar (e.q9. [ck]l). The
reason for these gaps in the class of possible complex segments is
explained by Halle (1982) as follows:

Consonantal occlusions are thus produced by three distinct
active articulators: the lower lip, the front part of the
tongue, and the tongue body. Since the position of each of
these three articulators is independent of the other two it
should be possible to produce consonants with more than one
occlysion. Since there are three active articulators and since
a given articulator can be only at one point at a given time
there should exist three types of consonants with double
occlusion and a single type of consonant with triple
occlusion. As shown in (2) all double occlusion consonants are
attested, but I have been unable to find an example of a con-
sonant with triple occlusion.

(2) labio-velars {kpl Yoruba [akpal "arm"
labio-coronal [pt] Margi [ptal] ‘“chief"
corono-velar [1) (elick) Zulu [lalal “"climb"®
labio-corono-velar (unattested)

(p.98-9)

In Sagey (1984), | propose an analysis of Kinyarwanda involving such
consonants with multiple occlusion, or complex segments. The complex seg-
ments 1 propose there for Kinyarwanda not only conform to the types of
multiple occlusions that Halle presents as articulatorily possible, but
they also fill the gap that Halle lists as unattested: the initial conso-

nant in Kinyarwanda [tkwaangal ‘we hate’ is exactly the labio-corono;uelar

that the articulatory facts predict should exist.

Thus, the class of possible complex segments in human langquage is

explained by the fact that speech is produced using several independently
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2.1 Structure within the Place Node: Articulator Nodes

functioning articulators in the vocal tract. Of course, this anatomic
independence need not in itself have entailed any phonological independence
among the articulators. Universal Grammar could have been such that even
though the articulators are physically independent, the langquage faculty
could make no use of that independence, being capable only of representing
linear sequences of single articulations. However, the facts just noted
show this is not the case, and that the phonolcgies of human langquages do
make use of the independence of these articulators. Thus, our feature
geometry needs to veflect the articulatory independence of the lips, tongue

front, and tongue body.

To capture this articulatory independence in the feature geometry, in
Sagey (1984) | propose a feature geometry with an independent tier for each
independently functioning articulater, and with manner features represented
independently for each articulator. The structure I propose is that in
(3). (The "Articulator-Tiers® in (3) are: LA = labial (lips), NA = nasal
(sof ¢ palate), GL = glottis, TB = tonque body, and CO = coronal (tongue

front).)
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2.1 Structure within the Place Node: Articulator Nodes

(3) Articulator-Tiers

[{round] [cont] [nasal]
\ 7/ |
[son]—(LA)—=[cons] |
/ l (NA)

fdist]
[strid]

X
{cont]
[son]
\
[cons]—(TB)-—I[high]
/7 |\
[strid]

[back]

[low] [son]

(GL)—I[spread]

\

[constr]

[dist]
[strid]—(CO)~—[lat]

[cont]

However, the arguments presented in Chapter 1 for the hierarchical

constituents root, laryngeal, supralaryngeal, and place show that the

geometry in (3) is not quite correct. Rather, the articulator tiers in (3)

must be grouped hierarchically. Thus, I adapt the structure in (3), with

independent tiers for the glottis, soft palate, lips, tongue front, and

tonque body, into the hierarchical structure argued for in Chapter 1,

yielding the structure in (4).1 (I abandon in (4) the representation of

independent manner features for each articulator shown in (3), I will

discuss in Chapter 3 the position in the hierarchy of manner, or degree of

closure, features.)

1. See Halle (1986) for a similar proposal.
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2.1 Structure within the Place Node: Articulator Nodes

(4) root
/ \

laryngeal supralaryngeal

/// / \
constr soft-palate place
spread | / \\
stiff nasal labial
slack / dorsal

round | \\ \
coronal back
/ N\ high low

ant dist
Given the structure in (4). a complex segment will be represented as
having two articulator nodes under the place node, as does /kp/ in (3).
(5) /kp/ X

|
root

|
supra

|
place

a \
labial

dorsal

Under the assumption that only terminal nodes, and not class nodes, may
branch in a contour segment, which was arqued fov in the previous chapter
as necessary in order to restrict the possible contrasts among contour
segnents, it is impossible to represent /kp/ as a contour segment, with
phonologically ordered articulations. Such a representation would have to
be as in (6a), (éeb), or (6c), all of which contain branching class nodes

and are thus excluded by the assumption argued for.
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(6) a. * x

7/ \

root
i
supra
|
place
|
dorsal

root
|

supra
|

place

labial

b.

Articulator Nodes

x X
|
root
/ N\
supra supra
{ |
place place
i
dorsal
labial

c. * x
|
root
|
supra
7/ \
place place
I
dorsal
labial

Thus, the representation on a single x-slot of multiple articulations

formed by different articulators requires that those articulations are

phonoloqically unordered, a result that is supported by evidence ¢o be

presented below.

The restriction against branching class nodes also rulec out contrasts

between, e.g., (73) and (7b), or among (8a), (8b), and (8c). Only (7a) and

(8a) are allowed.

(7) a. X
|
root
s \
laryng
supra
(8) a. X
|
root
|
supra
a\
sof t-pal

place

X
/ \
root root
|
laryng
supra

X
|
root
/ N\
supra supra
|

sof t-pal

place

c. X
/ N\
root root
| |
supra supra
|
sof t-pal
place

In the following sections, I present phonological arguments for the

structure within the place iiode in (4).



2.2 Articulatory Independence -- Possible Complex Segments

2.2 Articulatory Independence -- Possible Complex Segments

First, as already noted, the articulator nodes structure in (8)
provides an explanation for the class of possible complex segments in human
langquage. Censider a representation without articulator nodes, i.e. with
the standard place of articulation features proposed in SPE. Such a
representation, as assumed by Clements in his hierarchy, would represent
place features under the place node as in (9):

(9) lace

[coronal]"——ﬂ”i::::j;;
[anterior]
[distributed]
[high)
[back]
[low]

[round]

The set of place features in (9) distinguishes labials, alveolars,

alveopalatals, and velars by the feature values in (10):

(10)

a. labial b. alveoclar c¢. alveopalatal d. wvelar
+anterior [ +anterior [ -anterior | -anterior
~coronal tcoronal |_tcoronal ~-coronal

One problem with (10) is that it provides no characterization of the
fact that alveolars and alveopalatals may not combine in complex segments,
while any other combination in (10) is possible. Hith the articulator
nudes structure in (2), however, this fact is characterized by the fact

that complex segments are possible only for combinations of two different
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articulators. Alveolars with alveopalatals are impossible because both are

formed with the coronal articulator.

A more serious problem with the representations in (10) is in the

actual feature representation of a complex segment. Consider, for example,

a labiocoronal such as Margi [pt] or Nzema [pt]). By the feature

representations in (10), a labiocoronal must be both [+anterior,-coronal])

and [+anterior,+coronal). 1 show below that the two articulations in,

e.9., Margi [pt] must be simultaneous (to account for [pt] becoming [mnpt]

when prenasalized); therefore, we cannot represent [pt] as a contour
segment as in (11).

(11) [+anterior] [+anterior]
~coronal +coronal |

\/

place

However, we cannot represent the feature specifications in (11)
simul taneously, either, because that would require the segment to be
simul taneously [-coronall] and [+coronal]), as in (12), where the two
specifications for [coronal]l are unordered.

(12) [-coronall

[+coronal]
/

place

A structure such as (12) would be imposcsible to interpret phonetically.
The feature specifications [-coronal) and [+coronal) contradict each

other.

The solution to this problem lies in realizing that it is really

64



2.2 Articulatory Independence —- Possible Complex Segments

irrelevant to the articulation of the labial closure (i.e. to the behavior
of the lips) whether or not there is additional [+coronal] closure. There-
fore, a lack of coronal closure should not be part of the universal

definition for a labial, indeed its defining characteristic, as it is when

we define a labial as [+anterior, ~coronal).2 We might solve this problem

by introducing a feature [labiall, as has been proposed by many
researchers. But then we would have to specify the coronal as [-labiall,
and [pt) would contain the feature contradiction [+labial) and [-labial].
Again, however, it is irrelevant to the articulation of the alveolar
closure (i.e to the behavior of the tongue front) whether or not there is
additional [+labial) closure. Therefore we should remove [-labial) from
the definition of the alveolar. In short, the problem with the feature
specifications in (9) is that they define segments, not simply in terms of
what constrictions or articulators are involved, but alsoc in terms of what

is not involved.

What is required, therefore, is that the place of articulation
features for an articulation must contain only positive specifications of
articulations required and relevant to that articulation, and not features
for what articulations are absent. The representation of complex segments
requires the following degree of underspecification: the absence of an
articulation is never specified. If the absence of an articulation is
specified as part of the representation of a segment, that is equivalent to
claiming that that articulation may never cooccur as a coarticulation with

2. Language-particular restrictions may, however, disallow the cembination
[+labial, +coronal].
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2.2 Articulatory Independence —- Possible Complex Segments

that segment.

This requirement is satisfied as a natural consequence of the
representation proposed above, by which labial, coronal, and dorsal are not
features, which may be specified + or -, but are class nodes, which may
only be either present or absent in the representation. There is no
representation for [-coronal)] under the articulator nodes representation in
(11). Rather, a labial simply contains a labial class node under the place
node. Likewise, a coronal simply contains a coronal class node under the
place node, and is not specified as [-labial)l. The combination of a labial
and a coronal articulation in a single segment, therefore, is represent
by a place node with poth a labial node and a coronal node. Since labials
and coronals are defined just by the presence of a labial or a coronal
node, respectively, and not by the absence of any other node, there is no

contradiction in a representation with both,

H
Under the representation in (®), labials, alveolars, palatoalveolars,

and velars will be distinquished as in (13):

(13)
a. labial b. alveolar c. alveopalatal d. velar
place place place place
| | | |
labial coronal coronal dorsal
| !
[+anterior] [-anterior]
This interpretation of articulator nodes -- as being present only when

the articulator is involved as an active articulator in the segment --
entails a basic difference between class nodes in the hierarchy, such as

articulator nodes, and standard features -- the terminal nodes in the
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2.2 Articulatory Independence —- Possible Complex Segments

hierarchy. While the features on the terminal nodes, such as [anterior],
{round], etc., may be specified as either “+‘ or '-’, the class nodes may
not. Rather, class nodes are either present (denoting active involvement
of an articulator), or absent (denoting no active involvement by the
articulator), as shown by the representations in (13), in which, e.q., the
labial segment contains neither the coronal nor the dorsal articulator

nodes.

An advantage of the representation in (13) is that it allows a
straightforward structural characterization of languages which allow no
complex segments. Such languages simply allow only one articulator node
under the place node, resulting always in simple segments only. This
characterization is not easy to represent if [coronall, [labiall, etc. are
just like the other features, which may cooccur in such languages, e.q.

[+spread glottis] and [+back], or [+nasall and [+anterior].

Also easily characterized are restrictions such as exist in the
lanquages in (14), in which only labial consonants may be rounded, not
coronals or dorsals. In (14) are given the relevant parts of the consonant

inventories, from Ruhlen (1973).

(14) a. Aneityum P t & Kk
bw

m n ff n
m

b. Dogrib ¢ s € X
v
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c. lai b d d q
bw
m n i n
mw
? 3 § ?
lglw
d. Nenema ] t c k
pw
ph th kh
phw
mb nd fij ng
mbw
m n fi n
mw
m n n
mw
h
]
e. Ulithian m n n
i
m: n:
miw

Under an articulator nodes structure, the restriction in the languages
in (14) is simply that there may be only one articulator under the place
node. Since [round] entails specification of the labial articulator node,
combining round with coronal or dorsal would result in two articulator
nodes. Only adding [round] to a labial can be done with a single
articulator node, since [round] is under the labial node. In Nenema, shown
in (14d), it is clear that the restriction is on the number of articultors
under the place node, and not, e.g., that only labials may be labialized.
For in addition to the labialized labials in Nenema, there exists a
labialized {h]. Since [h] lacks supralaryngeal features, in particular
lacking any articulator node, adding [+round] and a labial articulator node
to [h] results in a place node with only one articulator node under it —-

the labiai node added with rounding.
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In the following sections, I establish that complex segments have the
the following properties: First, like contour segments, complex segments
are not consonant clusters, but are in fact single segments. Second,
complex segments are distinct from contour segments in that their
articulations are not phonologically in sequence, but are simultaneous or
unordered. Third, the multiple articulations in a complex segment must be
represented under a single place node, rather than being, e.g., two root
nodes linked to one x-slot. I will show in each instance that the
articulator nodes structure proposed above provides a straightforward

characterization of the above properties.

2.3 Clusters vs. Contour or Complex Segments

In this section, I establish that complex segments are like contour
segments (and unlike consonant clusters) in that they must be represented

on a single x-slot.

2.3.1 Syllable Structure

The representational difference between a cluster of two consonants
and a contour or complex segment is that the former is mapped onto two
x-slots, and is hence syllabified as two segments, while the latter is
mapped onto a single x-slot, and hence is syllabified as one segment.

Thus, evidence from syllabification can tell us whether we are dealing with

a consonant cluster or with a contour or complex segment.
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2.3 Clusters vs. Contour or Complex Segments

Consider, for example, the syllable structure of Kinyarwanda, an
eastern Bantu language spoken in Rwanda. Like many Bantu langquages,
Kinyarwanda has only open syllables (cf. Kimenyi, p.8§ Sibomana, p.12j; the
only branching rimes allowed are geminate vowels. However, a first look at
a typical word in Kinyarwanda seems to suggest quite complex consonant
clusters, of which all the consonants would be syllabified into the onset,

since Kinyarwanda has only open syllables.

(15) u.mu.ga.bo "man"”
i.mpee.ru.mpe "male dog*
u.bgaa.nnwa *beard"
kwaa.ka "to ask”

(16)a. tkwaa.nga "'we hate®
mnaa.nho.re.ye "you (pl.) worked for me"
nda.me.sa "1 wash"

b. ka.rii.ndgwi "seven"

The words in (15) are giver. by Kimenyi (p.7) as illustrations of
syllabification. The initial clusters in the words in (léa) confirm that
the clusters in (13) (if they are clusters) can indeed be
syllable-initial. (16b) illustrates an apparent four-segment onset.3 The
syllabifications postulated in (15,16), if they involved consonant
clusters, would be extremely rare among the world‘s languages, and hence

would be marked.

On the other hand, the syllabification in Kinyarwanda of loan words
with consonant clusters shows a pattern in which almost no clusters are
allowed. This contrasts with the complex clusters seen above. Thus, the

3. In Kinyarwanda, nasals cannot be in the rime; they do not bear surface
tones and are not syllabic.
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rq and the st in Burgermeister are split by epenthesis, yielding
[burugumesitiri]. Similarly, the ks in Alexander is split, yielding
[aregisaanderi].4 Even loan-word clusters which would, by any theory of
markedness, be less marked as onset clusters than the apparent clusters in
(15,16) are split by epenthesis, as shown by the syllabifications in

Kinyarwanda of the German loans in (17):

(17)
Republik > repuburika Petroleum > peeteroori
Prasident > perezida Prafekt > perefe
Patrizia > paatirisiya

Thus, the pattern of syllabification in loan words points to a different
inventory of possible syllable types for Kinyarwanda than that proposed by
Kimenyi: rather than CCCCVU(V) syllables, we see a maximal syllable of just

cV(Vv).

These data from the loan worde are consistent with Sibomana’s
description of the syllable structure of Kinyarwanda. He states:
“das Kinyarwaanda hat zwei Silbenarten: VU-Silben, die nur aus

einem Vokai bestehen, und KV-Silben, Verbindung eines Vokals
mit einem Konsonanten" (p.12, emphasis added).

1 therefore conclude, based on syllable-structure markedness, loan
word syllabification, and Sibomana’s description, that CCV, CCCV, and CCCCV
are not possible syllables in Kinyarwanda. However, ir the maximal
syllable in Kinyarwanda is CV(V), the words in (15) and (16) cannot be

analyzed as containing consonant clusters: a syllable such as tkwaa in

4. ] will argue below that the [nd) in [aregisaanderi] is a sinqle,
prenasalized, consonant, and not a cluster,
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2.3 Clusters vs. Contour or Complex Segments

(16a) does not conform to the requirement for a maximum onset of one
consonant if [tkw] is analyzed as a consonant cluster. Rather, the

evidence from syllabification in Kinyarwanda suggests that the onsets in

(15,1€) must be either complex or contour segments -- single segments with

multiple articulations.

i
\

Another Bantu langquage, similar to Kinyarwanda in the types of compiex

onsets it allows, is Shona. In Shona are found such syllabifications as }

those in (18):

(18) mna.na ‘child’
nnpwa ‘(to) drink”
pka ‘(to) dry up’
rgwa ‘(to) fight’
nzYwa ‘(to) hear’
i.mbYa ‘dog”’
hu.skwa ‘grass’

As in Kinyarwanda, however, there is evidence that the complex onsets in
(18) must be single segments, rather than clusters. This evidence is the
fact that Shona has strictly CV syllable structure, disallowing all coda
consonants and onset clusters, which can be clearly seen in its
syllabification of loan words. As Doke notes, "when foreign words are
imported into a Bantu langquage it is the rule that such words should be
made to conform to the phonetic principles which govern the language. For
this reason all European words which end in closed syllables demand a fin
vowel in Bantu ... [and] non-Bantu combinations of consonants must be
divided by vowels" (p.226). That is, one of the "phonetic principles”

which govern Shona is that closed syllables and onset clusters are

al
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disallowed, as is shown by the syllatifications of loan words in (19):

(19) a. No codas: book > buku
kat (Afrikaans) > itk‘azt’i
lamp > rambi
pump > mbombi , popi5
tent > tende
location > rukifeni
baptise > babatija
doctor > dokotera

b. No onset
clusters: tronk (Afr.) ). torongo

broek (Afr.) > buruku
knoop (Afr.) > konobo

Again, note that the onset clusters split by epenthesis in (19b), /tr/,
/br/, and /kn/, are, by any measure of syllable structure markedness, less
rarked than the onsets in (18) would be if they were consonant clusters.
Thus, the syllable structure of Shona requires that the onsets in (18) be

single segments, i.e. represented on single x-slots.

2.3.2 Compensatory Lengthening

Another source of evidence for the complex onsets in the previous
section being represented on single x-slots, i.e. as either contour or
complex segments, is the distribution of the complex onsets with respect to

compensatory lengthening.

For example, in Kinyarwanda, complex onsets are derived from
underlying sequences of segments, on more than one x-slot. That they ave

on the surface represented on single x-slots is shown by the fact that they

5. The nasal consonant sequences in these worde are single segments --
prenasalized stops.
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2.3 Clusters vs. Contour or Complex Segments

are always accompanied by compencsatory lengthening of either the preceding
or the following vowel, depending on the type of complex onset. The types
of complex onsets (contour or complex segments) in Kinyarwanda are those
derived from a sequence of a consonant and an unsyllabified vowel, and
those derived from a nasal-consonant sequence. Some fall into both
classes, being derived from a preceding nasal as well as a following
vowel.
cv’

NC

NCV~

N v/
The consonant-unsyllabified vowel type of complex onset in Kinyarwanda is
derived from an underlying sequence of a consonant followed by two vowels.
In such a sequence, the second of the two vowels syllabifies as the
nucleus, taking the consonant as its onset. That the first vowel is not
syllabified as a separate segment, i.e. a3 glide, is shown by the fact that

there is always compensatory lengthening of the second vowel in this

environment.® I analyze this in Sagey (1984) as follows: The first vowel’s

features surface by being linked to the x-slot of the consonant. The
original x-slot of the first vowel is then filled by spreading the second

vowel’s features, resulting in compensatory lengthening.

6. Compensatory lengthening fails to show up only word-initially and
word-finally, in which environments there are never long vowels, whether
underlying or derived. The failure of compensatory lengthening in these
environments is therefore irrelevant.
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(20) cCV\y cvvy CL cvv
L === i/ 1 === 17 71
X X X X X X X X X
[ b I\
0 N 0 N 0 N
\ 7/ \ / \/
¢ 1] 4

Some examples of the process shown in (20) are given in (21) (from Kimenyi

p.l6):

(21) /ku-i-Bon-a/ [kwiiBona] ‘to see oneself’
/ku-qu-ir-a/ [kugwiira] ‘to fall on’
kuguira CSF kuguira CL kuguira
I TR Y I ===) I O P B ===) [ I VA I
XX XX XXX XX XXXXX XX XXXXX

Similarly, the nasal-consonant type of complex onset, which is derived
from a sequence of a nasal and a conscnant, is always accompanied by
compensatory lengthening of the preceding vowel. In the derivation of
nasal-consonant clusters, then, the features of the nasal are realized on
the x-slot of the consonant, and the features of the preceding vowel spread

to fill the original x-slot of the nasal, resulting in compensatory

lengthening.
(22) UNC UNC UNC
I AN €L IN NI
see X X X aae ==) vee X X X aas ==) ses X X X e
| | | | /7 |
N O N O N O
| N/ | \/ | \/
¢ é d é ¢ ¢

Examples of this compensatory lengthening are given in (23).
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(23) /imi-nsi/ [imiinsi) "days"
/ba-nde/ [baande] *who?*
/ku-ngana/ [kuungana) “to be equal®
kungana kungana CL kungana
N I I I O ===) N N ===) PAINNE L
X X X X X X X X X X X X X X X X X X X X X

An identical process of compensatory lengthening, both with

nasal-consonant sequences and with consonant-vowel sequences, occurs in the

related Bantu language of Luganda. Compensatory lengthening in Luganda is

discussed by Clements (1978,1986), who independently arrives at a similar

analysis to that given in Sagey (1984) for Kinyarwanda. Thus, in (243)

below, the features of the first vowel in each word link to the initial

consonant, and in (24b) the nasal features link to the following

conscnant. These linkings are accompanied in both cases by compensatory

lengthening, which spreads the neighboring vowel’s features onto the empty

x-slot. Clements gives the examples in (24a,b), which are derived

structurally as shown in (25a,b):

(24) 3. /li-ato/ [lyaato]) ‘boat’
/mu-iko/ [mwiiko] ‘trowel’
b. /ba-ntu/ [baantu] ‘pecple’
/ba-N-goba/ [baangobal ‘they chase me’
(Cf. /ba~-goba/ [bagoba] ‘they chase’)
(29) a. liato liato
I I I 771 11
X X X X X ==) X X X X X
b. bangoba bangoba
[ O T O I N | PINNE L T
X X X X X X X ==) X X X X X X X

2.3.3 Urhobo Nasal Harmony

In Urhobo, there is & process of nasal harmony which distinquishes
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between a labialized consonant on one x-slot vs., a sequence of consonant
plus /w/ on two x-slots. Nasal harmony spreads nasalization over a st 2tch
of vowels or over the consonants /B,y,r,w/. (/B/ in Urhobo is a bilabial
approximant, not a fricative (Ladefoged (1968:26).) Examples of nasal

harmony are given in (26) (data from Kelly (1969)):7

(26)
a. /uyoBin/ [og8qY) ‘head’
b. /ewan/ [&ad] ‘to clear bush’
c. /ewen/ [&aE) ‘breath’
d. /o0Rwen/ [oRGE] ‘hunter”’
e. ZiRirin/ [iRYYT] ‘nine’
f. /evun/ [ev(] ‘belly”

(26a) shows nasalization spreading over /B/. (26b,c) show nasalization
spreading over /w/. (26d) shows that /w/ need not be intervocalic in order
to become nasalized. It is nasalized in [oRW&], despite the preceding
non-nasalizable voiceless /R/. (26e,f) show that nasal harmony is blocked
by non-nasalizable /R,v/. Thus, the data in (26) show that /w/ may be

nasalized either intervocalically or after a consonant.

Consider; however, the form in (27), in which /w/ fails to nasalize:8

(27) /iYwren/ [iYwOVE) ‘seven’

(27) shows that if /w/ is part of the labiovelar fricative /Yw/, it is not
nasalized. If /Yw/ were simply a sequence of /Y/ plus /w/, analogous to

the sequence /Rw/ in (26d), then the [w) would nasalize as it does in the

7. /B/ => (y) / __ (V,-back]). ([y) is a front rounded glide.) [R] is a
voiceless trill or tap, in contrast to [r], which is a voiced flap.

8. The vowel between [Yw] and [r] in this example is due to a process
inserting a vowel between the labial consonants /B,w,Yw/ and /r/.
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sequence /Rw/. We may account for the difference between /Rw/, in which
/w/ nasalizes, and /Yw/, in which it doesn‘t, by analyzing /Rw/ as a
two-segment sequence of /R/ followed by /w/, and /Yw/ as a single,

labiovelarized fricative represented on 2 single root node, as in (28a,b).

(28)
a. /Rw/ b. /Yw/
X X X
I | |
root root raot
I\ AN PN\
supra [+cons] supra [-cons] supra [+cont,tcons]
| I |
place place place
| | / N\
coronal labial labial dorsal
/ N\ | <
[-ant] [-dist] [+round] {+round]

Since in Urhebo nasal harmony, nasalization may link only to
[-consonantal] segments, the fact that it links to /w/ in /Rw/ but not in
/Yw/ is explained by the structures above. In /Rw/, /w/ is an independent,
[-consonantal] segment, to which nasalizatin may link. In /Yw/, a
multiply-articulated labiovelar fricative, /w/ is merely one of the
articulations in a [+consonantal] segment, and /w/ may not be nasalized

because only [-consonantal] segments may be nasalized.

2.3.4 Timing

Another source of evidence for distinquishing between consonant
clusters and contour or complex segments is their relative durations. The
representation of contour and complex segments on single x-slots makes
certain predictions regarding their phonetic durations relative to other

consonants (on one x—-slot) and to consonant clusters (on two x-slots).

78



2.3 Clusters vs. Contour or Complex Segments

As discussed above, x-slots encode segmenthood for the purposes of
syllabification. However, the x-tier is also a "timing tier," each x
representing a unit of phonological timing. Clements (1%986), for example,
calls it "an abstract tier or level of representation which characterizes
phonological timing relations" (p.2) and which "is related in an obvious

way to phonetic duration® (p.4).9 For example, a geminate consonant or

vowel consists of a single articulation but has the length of two
segments. Geminates are represented as in (2%9b). They differ from their
short counterparts only in the number of timing units their features are
associated with ((2%a) vs. (29b)).
(29) a. [ F1 b. [ F1

| / \

X X X
Thus, in geminates, the timing units correlate directly with phonetic
length.10 If contour and complex segments are phonologically associated
with single timing units, therefore, then we would expect them to have the
phonetic length of single consonants, rather than the length of consonant
clusters, which occupy two timing units. Preliminary investigations

indicate that indeed, contour and complex segments have the phonetic

9. See Clements (to appear), McCarthy (1983), and references cited there.
Others, e.q. Archangeli (1984), call this tier the "core skeleton® to avoid
making claims about its relation to phonetic timing.

10. Note, however, that timing units correlate directly with phonetic
length only when other effects on duration (e.g. segment type and
environment) are held constant. Thus, vowels are usually longer than
consonants, and stressed vowels are longer than unstressed vowels. The
point is not that timing units are the only factor determining phonetic
length -- they aren’t -- but rather that they have a regular acoustic
correlate of length, and thus encode timing in addition to segmenthood.
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durations of single segments, 35 is predicted by their representation on

single timing units.

2.3.4.1 Prenasalized Stops

Prenasalized stops are a type of contour segment, i.e. a sequence of

articulations represented on a single x-slot, as in (30).

(30) X
|
root
I
supra
b\
sof t-pal
/ N\ place

[+nasal) [-nasal)

Herbert (1973) has investigated the timing of prenasalized stops in
Luganda. He finds their length to be "only slightly greater than [that of]
units® (p.110). He does not present his results quantitatively, but doec

give graphs of relative durations like that in (31) (p.113):11

(31)
' ku | taa J m I 3 ‘ kutaama ‘to grow fierce’

l ku | ta: I n ld ‘ ; I kuta:nda “to betray’

11. The extremely short durations of the first syllables in the words in
(31) are due to the fact that prefix vowels are "extra short" in Luganda, a
phenomenon also reflected in the frequency with which prefix vowels arv
deleted in Luganda and related languages. See Herbert (1978:152) for
discussion,
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2.3.4.2 Affricates

An affricate is also represented as a sequence of articulations on a
single timing unit, as in (32).
(32) X
/
supra [-cont] [+cont]
pche
The length of affricates vs. stop-fricative clusters in Pelish has
been investigated by Brooks (1965). Brooks shows "on acoustic grounds that
[contrary to Bloomfield’s (1956) assertion) the phonetic distinction
between [&] ... and [t&] in Polish cannot be discussed in terms of the
occurrence of close and open transitions* (p.207). Rather, Polish
/¢,8,3/, which are "unit affricates functioning as unit phonemes," are
*produced with close transition," while /ts,t¥,d?/, which are "sequential
affricates consisting of two consonantal phonemes" and sometimes but not

always separated by a word boundary, are *produced with either closed or

open transition® (p.209).12 In my terms, /£,%,9/ each occupy a single

x-slot, while /ts,t8,d?/ each occupy two x-slots (which explains why only
the latter may be separated by a word boundary). Brooks concludes that
"the relative length of [¥] was found to be the only consistent element of

distinction between [t&] and [&])" (p.209). That is, the only distinction

- . ——— ——— -

12. Brooks does not investigate the durations of [4] and [dz) because [dz)
occurs only at morpheme boundaries (p.210).
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between the clusters and the contour segments is that the clusters

consistently have a longer fricative portion than the affricates do.

Brooks’
(33)
Informant
SM
JG

Initially
¢ tg
0.17 0.24
0.18 0.24

Medially

& tg
0.13 0.20
0.14 0.21

The contrasts in (33) occur in minimal pairs such as:

(34) [&]): czy
Czech

dzyj

‘whether’
‘Czech’
‘whose”’

[tE]: trzy
trzech

trzyi

results are given in (33) (= Brooks’ Table 2, p.209).

Total Average Lengths of [&] and [tgl (in seconds)

‘three’
‘of three’
‘rub’

In Sagey (toc appear), I repoit on the results of an experiment

comparing the length of affricates in English to that of English stops,

fricatives, and stop-fricative clusters, I show that the affricates [&,7]

are significantly shorter than the stop-fricative clusters [g9z, ks, ts, ps,

p€) in English, While all consonants are shortened to some extent in

clusters (in my data the consonants in stop-fricative clusters are

shortened to between 90 and 98 percent of their durations in VULV context),

the affricates [J) and [¥] are far shorter than the effects of shortening

in clusters alone could explain. The durations of [J] and [&) are 62 and

69 percent, respectively, of the sum of the durations in VUCV context of {d)

and [{?) and of [t] and [&], respectively. The average durations obtained

for (t,d,%,?,&,3] are

(35) d 88
4 125
b4 133

given in (35).

t
g
&

2
139
159
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If [J] and [&) were two-segment clusters of stop plus fricative, we would
expect their durations to be around 192 ms. and 207 ms., respectively
(because that would be 90 percent of the sums of the durations of [d] and

[2) and of [t]) and [¥], respectively).

Finally, Kuipers (1960) reports that in Kabardian there is a length
distinction between the affricate [J) and the sequence of two segments
[dz]. For example, the difference between [Jas] ‘it has been thrown’ and
[dzas) ‘we have filtered it’ is that "in the latter word the dental

friction is of a markedly longer duration."13

2.3.4,.3 Labiovelars

There have been experiments showing that complex segments, like
contour segments, have the durations of single x-slots. This is to be

expected, given the representation of complex segments on single x-slots as

in (30):
(36) X
|
root
|
supra
|
place
Y
labial \\
dorsal

13. Kuipers notes that "in the sequences ts, dz (as opposed to £,J) there
is always a morpheme border between the two consonante® (p.20). This need
not be evidence against a structural difference between the affricate and
the cluster; more probably, the structural difference arises because of the
morpheme boundary.
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For example, Garnes (1975) presents an acoustic analysis of the

doubly-articulated plosive [kp] in the Nigerian language Ibibio.14 She

compares voiceless [kp,k) and voiced [b}, as in the words [akpa) ‘the open
sea’ and [akal and [abak], both names of towns. She finds that
although in phonation and voice onset time the three types of
plosives differ, there are similarities. The duration from the
end of the first vowel to the onset of the second vowel is
nearly identical for the double articulated and voiceless velar
plosives. The total vowel to vowel duration is 261 ms. in the
words with [kp] versus a total of 249 ms. in the words with [k])
... This similarity indicates that the two types of plosives

are programmed similarly and provides evidence that the double
articulation constitutes a single unit of timing (p.48).

Ibibio has no consonant clusters againct which to compare the duration of

(kpl.

Maddieson (1983) gives waveforms illustrating the durations of
intervocalic /kp/, /k/, and /t/ for a speaker of Yaruba. He states that
*all the Yoruba closures are of approximately equal duration (about 130
msec.) regardless of whether they have single or double articulation®

(p.296).

in addition, preliminary investigation showe that lgho labiovelar [gb]
also has the duration of a single segment. The Igbn words in (37), which I
recorded for one speaker, had the durations given in (37) (measured on

Specto spectrograms to the nearest 5 msec.):

(37) agadi ‘elderly person’ (3] 90 msec.
iba ‘malaria’ ib] 110 msec.
agba ‘Jaw’ [gb] 112 msec.

14, [(kp) in lbibio is an allophone of /p/ in certain environments,
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2.3 Clusters vs. Contour or Complex Segments

The duration of the complex segment [gb) (112 msec.) is virtually the same
as that for [b] (110 msec.). Igbo has no consonant clusters against which
to compare the complex segments, but based on the data in (37), we may
conclude that the phonetic durations of Igbo complex segments support their

phonological representation on single timing units.

2.3.5 Reduplication and Association te the Skeleton

As | discussed in Chapter 1, association to the skeleton in
root-and-pattern morphelogy and in reduplication provides evidence for
cevtain sounds behaving as single melodic segments, i.e. on single root
nodes. Such data also descriminates between consonant clusters, on two
x-slots, and contour ov complex segments, on single x-slots. If a segment
is on a single root node, then,"unless it‘’s a geminate, it must also be on
a single x-slot. The model of reduplication 1 assume is that outlined in

Chapter One, following Marantz (1982).

Reduplication in Ewe, described by Ansre (1963), provides clear
evidence that the labiovelars, affricates, and palatalized segments in Ewe
are on single rout nodes. Ewe verb stems may be of the forms: CV, CLV, and
CiV, which reduplicate as: CUCV, CVUCLC, and C\'CiV, respectively. That is,
clusters of consonants and vowels do not reduplicate together. However,
the data in (38) show that palatalized /ny/, labiovelar /kp,gb/, and the
affricate /¢/ are all preserved in reduplication, not split up as are the

clusters CL and Ci. Therefore, /ny,kp,9b,£/ must be single segments.
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(38) Verb --> present participle (with /-m/), adiective, or noun:

(CV) fo ‘to beat’ fofo ‘beating’
20 ‘to walk’ zozom ‘walking’g
aha + no ‘liquor + to drink’ ahanono ‘liquor drinking’
£i ‘to grow’ L£ifdii ‘grown up”’
(CiV) fia ‘to burn” fafiaa ‘burnt’
bia ‘to ashk’ babi am ‘asking’
avo + sia ‘ecloth - "o dry’ avosasia ‘cloth drying’
(CLV) fle ‘to buy’ feflee ‘bought”
kplo ‘to lead’ kpokplo ‘leading”’
gbla ‘to exert oneself’ gbagblam ‘exerting oneself’
nyra ‘to rave’ nyanyrala ‘a raver’

In Alagwa (described by Tucker and Bryan (1966:575)), the plural of &
noun is formed by suffixing /3Cu/ and spreading the root node of the final
consonant onto the suffixed onset slot, as shown by the data in (39):

(39) kebi kebabu ‘cooking stone(s)’
iliba ilibabu ‘milk(s)’

b
™\

X

b
|
X

XK —x
X — M
) —_—x
X —

n
n
~

X X

o — X
C - X
W ~— X

This spreading treats labiovelar /kw/ as a single segment, as shown by the
form in (40):

(40) yakwa yakwaku ‘calabash(es)’19

Thus, 7kw/ must be reprecented on a8 single root node, as in (41), in order

for both /k/ and /w/ to spread.

15. [yakwakul) is derived from /yakwakwu/ by deletion of [w] before [u].
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(41) root
|
supra
|
place

2\
labial

dorsal

If /kw/ were not represented as in (41), but instead were represented on
two root nodes, then the spreading process would spread just /w/ alone,

yielding *yakwawu, which doesn’t occur.

That this would be the result if /kw/ were two root nodes is shown by
a3 similar process in Hausa, in which /ny/ is a cluster, with two root
nodec, rather than a complex segment. In Hausa, the plural is formed by
suffixing /ooCii/ and spreading the root node of the final consonant onto
the suffixed onset slot (data from Gregersea (1967)):

(42) zaakii “lion”’ zakookii ‘“lions’

However, unlike /kw/ in Alagwa, /ny/ in Hausa behaves as a cluster. Only
/y/ spreads:

(43) hanyaa ‘road’ hanyooyii ‘voads’

Thus, /ny/ in Hausa must be represented on two root nodes (and by the
assumption of no branching class nodes, also on two x-slots), as in (44).

(44) X X
| I
root root

supra supra

| |
place place

coronal dorsal
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The contrast between Hausa /ny/ and Alagwa /kw/ shows that Alagwa /kw/ must

be represented on a single root node.

2.3.6 Lack of Gemination

In Kinyarwanda, as discussed above, there are processes transforming
underlying sequences of nasal plus consonant and of consonant plus
unsyllabified vowel into prenasalized segments and labiovelarized/
palatalized segments, respectively. Evidence was presented from syllable
structure and from compensatory lenqthening showing that these processes
must result in single segments, i.e. segments represented on one x-slot.
Further evidence that these processes result in single segments can be

found in cases of prenasalized nasals or labiovelarized velars.

Consider, first, the prenasalization data in (45), from Sibomana

(p.111):
(45) a. /si-n-dod-a/ [siindoda) ‘] don‘t sew’
/si-n-mes-a/ [siimesal ‘1 don’t wash’
b. /si-n-a-dod-aga/ [sinadodaga) ‘] didn’t sew’
/si-n-a-mes-aga/ [sinamesaga) ‘] didn’t wash’

The forms in (45b) show that the vowel in /si-/ is underlyingly short, and
thus that the length of [ii] in (43a) must be due to compensatory
lengthening accompanying the prenasalization. Thus, [siimesa) in (45a)
contains a prenasalized /m/, which is realized simply as [m], and not as a
geminate [mm]. This provides evidence that the [nd) in [siindoda) is also
a single segment, for if prenasalization created two-segment sequencec of

homorganic nasal followed by a consonant, then we would expect a
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prenasalized /m/ to result in [mm]}, not [m]. Of course, it would be
possible to derive the correct result under an analysis of prenasalized
stops as two-segment clusters, but it would require an additional process
of degemination. However, under the analysis of prenasalized stops as
single segments, derived by linking [+nasal) to the stop, no degemination
process is required. Rather, the fact that a prenasalized nasal is simply

a (non-geminate) nasal is predicted.

Since x-slots, and not features, represent the timing of the wovd, 3
figure such as (46) can be interpreted only as a segment of unitary length

which happens to be redundantly specified for certain features.l6 It

cannot be interpreted as a geminate.
(46) [+nasal] [+nasall
\ /
X

Nor, I maintain, is there any need for a3 "clean-up" rule of the form in
(47).
(47) [a F) [a F) [a F)

\/ ==) |

X X

Rather, the structure in (46) is itself a well-formed representation for a

nasal consonant of unitary length.

Similarly, cases of labiovelarized velars show that the results of

16. In this context, "redundant® specification of features referc to a
structure such as (46), in which the value for a certain feature 1s
actually specified twice, or redundantly. 1 do not refer to the filling in
of predictable feature values by redundancy rules.
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2.3 Clusters vs. Contour or Complex Segments

labiovelarization, [pk], [tkw], etc., must be single segments. Consider

the data in (48).

(48) a. /ubu-oko/ {ubgooko] ‘race’
b. /umu-ana/ [umnpaanal ‘child’
c. /tu-ese/ [ tkweese]) “all of us’
d. /tu-anqa/ [ tkwaanga) ‘we hate’
e. /ku-if-w-a/ [kwiitwa] ‘to be killed’
f. /ku-ak -w-a/ [kwaakwal ‘to be asked’

In (48a-d), if labiovelarized [bgl, [mn], and [tkw] were multi-sagmental
sequences of which the second consonant were a velar, then we would expect
labiovelarized underlying /k/ to be also a sequence of segments, [k] plus
[k], i.e. resulting in *kkwaakkwa instead of [kwaakwal] in (48f), and in
*kkwiifwa instead of [kwii%wa] in (48e). That the result of
labiovelarizing a velar is not a geminate velar shows that the

labiovelarized complex onsets in (48a-d) must be sinqle segments, derived

by linking [+back] to the consonant, as in (49a). In (49b)
is shown the result of velarizing a velar -- a single segment that is
redundantly specified as [+back]), not a geminate. Pl“fe
(49) a. place b. dorsal
“dotsal 4
-coronal or s [+back]
[+back] [+back]

2.3.7 Dan (Santa)

In Dan (Santa) there is a contrast between labialized consonants (on
one x—-slot) and sequences of consonant plus /w/ (on two x-slots). Dan
(Santa) hac extensive palatalization and labialization of consonants, but
most of these are best analyzed as Cw and Cy clusters in which the /w/ and

the /y/ occupy their own x-slots. Only /kw/ and /gqw/ are underlyingly
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represented on single x-slots. Thus, the representation of the Cw and Cy

clusters is as in (50a3), while the representation of /kw,gw/ is as in

(S0b).
(30)
a. X X b. X
| | {
root root root
| ] |
supra supra supra
| | |
place place place
| / '\\
(articulator) labial
labial dorsal
or dorsal

Evidence for the structural distinction in (50) is that in a labialized or
palatalized consonant, according to Bearth and Zemp (1367), "by auditory
judgment, the segment following C may sometimes -— except in the sequences
/kw/ and /gw/ -~ be identified as a vowel-like sound, sometimes as a
labializing or palatalizing modification of the initial consonant® (p.15),
If we assume that the underlying representations of Cw, Cy, and /kw,gw/ are
as in (50), then we may account fo: the difference noced by Bearth and Zemp
as follows. In (S0a), the labial or dorsal glide may be realized as a
vowel, or it may be merged with the preceding consonant and realized only
as a modification of the consonant. In (50b), on the other hand, there ic
no possibility of /w/ being pronounced as a vowel because it is

underlyingly just a labial modification of /k/ or /q/.

Another distinction between /kw,gw/ and the other labialized and
palatalized consonants is the following: "Phonemic length is realized

differently according to the type of syllable-initial consonant. If the
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2.3 Clusters vs. Contour or Complex Segments

syllable-initial consonant is unmodified, or /kw/ and /gw/, the vowel is
lengthened, [whereas] after all labialized and palatalized consonants,
except /kw/ and /gw/, lengthening of the vowel fluctuates with
‘vocalization’, i.e. lengthening of the pre-nuclear margin® (p.21). A /w/
on its own x-slot may "vocalize®, whereas /w/ on the same x-slot with 3
consonant may not. Examples are given in (51), in which I ignore structure

within the root node:

(51) a. Cy cluster: /bye:/ [bye:) ™ [bie) ‘cord’
d ¢
7/ \ / \
0 R 0 R
I 7/ \ I 7/ \
X X X ~ X X X
P IN N\
b i e bi e
b. 1labialized k: /kwe:/ [kwe:] ‘loom’
g
7/ \
0 R
I/ \
X X ¥
IN N
k w e

2.4 Contour vs. Complex Seqments -- Ordered vs. Unordered

The evidence presented in the previous section proves that certain
segments are represented on single x-slots. In this section, I will
distinguish between two types of segments with multiple articulations on
single x-slots: contour segments, in which the articulations are

phonologically in sequence, and complex segments, in which the
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articulations are not in sequence. While both contour and complex segments
are represented on single x-slots and thus share certain properties with
respect to syllabification, compensatory lengthening, and reduplication,
there is a crucial difference between them: the multiple articulations in a
contour segment are phonologically ordered; the multiple articuliations in a
complex segment, while they may be pronounced in a phonetic order, are
phonologically unordered. This difference affects the way contour and

complex segments behave with respect to rules of phonology.

2.4.1 Contour Segments

First, ] establish that the two articulations in a contour seament --
e.g. affricate or prenasalized stop -- are phonologically ordered, based on
their behavior with respect to phonological processes in the languages they

occur in.

Affricates are made up of sequences of two articulations: stop +
fricative. They behave as stops with respect to phonological rules
sensitive to their left edges. For example, there is a rule in Zoque which
voices a non-continuant after a nasal:

(92) Zoque: [-cont]) --> [+voice) / ([+nasal)

The rule in (52) applies to both stops and affricates, as noted by
Kenstowicz and Kisseberth (1979:35), and as shown by the data in (53)

(Wonderly (1951:120)):

(53) /min - pa/ [minba) ‘he comes’
/min - tam/ [mindamh] ‘come! (pl.)’
/phn - ENki/ [pAnTIAki] ‘figure of a man’
/phn - khsi/ [pAngfsi] ‘on & man’
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/N - pama/ [mbama] ‘my clothing’
/N - tatah/ [ndatah) ‘my father’
/N - Bo?nqgoya/ [AJo?ngo: '] ‘my rabbit’
/N - kayu/ {ngayul ‘my horse’

In contrast, sequences of nasal and fricative are either left unaffected,

or the nasal is deleted.

(54) [winsa?u] ‘he received’ (112)
[?apnsis] ‘lips’ (112)

[woZmson]) ‘quail’ (114)

/N - shk/ [snk] ‘my beans’ (121)

/N - Eapun/ [8apun]) ‘my soap’ (121)

The data in (53,54} is explained by the representation of affricatec
as branching for the feature continuant, as in (35bb). Since the voicing
rule is sensitive to a nasal followed by a [-cont], the fact that voicing

applies in {SSa;b) but not in (55¢c) is entirely predicted.

(59)
a. stop b. affricate c. fricative
X X X X X X
| | i | | |
root root root root root root
| | // \\ |
supra supra supra
| [-cont) | [-cont)[+cont] | [+cont]
sof t-pal sof t-pal sof t—-pal
| | |
[+nasal] [+nasall] [+nasal]

On the other hand, affricates behave as fricatives with respect to
phonological rules sensitive to their right edges. One example of such a
rule is the English plural rule inserting schwa between strident fricatives
and the plural /-s/, which inserts schwa after both fricatives and
affricates. Another rule sensitive to the right edge and which treates

affricates as fricatives is labialization in Kutep; where the result of
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labialization is a labiodental after fricatives and affricates, in contras.

to a bilabiai after stops (Ladefoged (1968:31,62)).

(56)

Finally, in Sierra Popoluca, stops are aspirated at the end of a

syllable, while affricates and fricatives are not (F¢s‘er and Foster

(1948)).

(57)
stops

affric.

fric.

If this rule is stated as applying to a [-cont] at the end of a syllable,

fricatives

affricates

stops

/hep/
/?ampat/
/m¥k/

/mat/
/?apit/

/wisten/
/pi&tak/

basfa
nsazvakkwa
baZve
baZvam
acfapan

badf ap
batcfak

bapwa
bambwa
batwap
bandwap
nsazvakkwa
banguwa
baskwap

{haph]
[?ampath]
{m2kh)

(mag]
[?apit]

[w2sten]
[pi&tak]

‘they

kneel”

‘the water is hot”

‘they
‘ they

washed”’
begged’

‘groundnuts’

‘ they
‘they

‘they
‘they
‘ they
‘they

chose’
sleep”’

grind’
tasted”’
picked up’
wove’

‘the water is hot’

‘ they

drink’

‘they are foolich’

‘mouth’
‘] met’

Ifogl

‘grasp’
‘thorn’

‘two’

‘flea’

(*magh)
(*x?apith)

(*wdshcen)
(*pi&htok)

as in (58), then it will automatically fail to apply to affricates, which,

although they contzin a specification [-cont], are phonologically [tcont]

on their right edge, to which the rule is sensitive.

95



2.4 Contour vs. Complex Segments —-- Ordered vs. Unordered

(98) X ]
| é
root
laryngeal |
| [-cont)

[(+spread gl)

For these reasons, autosegmental phonology reprecents affricates as
sequences of two elements on the feature tier, although they are single
elements on the timing tier:

(99) x
|
root

/7 N\
[-cont] [+cont]

Like affricates, prenasalized stops consist of sequences of
articulations: nasal + non-nasal, represented as in (60).

(60) X
|

root
|
supra
|
sof t-pal

/7 N\
[+nasal) [-nassl)
Prenasalized stops behave phonologically as nasals with respect to segments
preceding them, and as non-nasals with respect to segments following them,

as evidenced by the distribution of pre- and post-nasalized consonants and

nasal vs. oral vowels in Kaingang (noted by Herbert (1975:107)):

61y n s G _ 9
nd /7 U _ v
an 7/ v _ ¥
dnd/ V _V

Another case where a prenasalized stop behaves as non-nasal with
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respect to 2 phonological rule sensitive to its right edge is in Land
Dayak, where vowels are nasalized after nasal consonants (possibly

separated by glottal stop) (Kenstowicz and Kisseberth (1979:146-148)):

(62) rcot root root root
| | | |
supra supr;\\ ==) supra supr;\\
| [-cons]) | | [-cons)
sof t-pal soft-pal soft-pal
| /1 \ /
[+nasal] [+nhasal]

The process in (62) is not blocked by an intervening glottal stop because a
glottal stop has no supralaryngeal node. See Chapter 1 for arguments for

“interpolating® the soft palate node in (62).

The rule in (62) does not apply after prenasalized stops. Instead,
the distribution of nasalized vowels that results is that shown in (63) --
nasalized vowels after simple nasal consonants in column one, vs. oral

vowels after prenasalized stops in column two:

(63) m&lu ‘strike’ sampE: ‘extending to’
ndbur ‘sow’ suntOk ‘in need of’
andk ‘child’ sunpkoi ‘cooked rice’

This distribution of nasalization is explained by prenasalized stops being

[-nasal) on the right edce, as shown in (60),

As demonstrated by Kenstowicz and Kisueberth, the vowel nasalization
process in (62) must apply at a relatively abstract, phonological level.
Thus, it provides evidence for the phonological representation of
prenasalized stops as in (60). That is, (60) is not merely a
representation of the phonetic realization of a prenasalized stop, but is

the actual phonological representction. Vowel nasalization must be
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phonological in Land Dayak because it is sensitive not to the phonetic
representaticn, or pronunciation, of the prenasalized stop, but to its
phonological representation. In Land Dayak, underlying voiced prenasalized
stops surface phonetically as simple nasals; nevertheless, they behave as
[-nasal] with respect to the nasalization of the following vowel. Thus,
nasalization must apply at a relatively abstract, phonclegical, level,

prior to simplification of voiced prenasalized stops.

(64) Nas. Simplif.
/9mbun/ ===) Ambun ===) amun ==) [&mudn] ‘dew’
/mandam/ ===) m3ndam ===) m3nam n=) [m3nabm]) ‘sickness’

The last step in (64) is a process which derives phonetic postnasalized
stops from phonological nasals word-finally after an oral vowel. These
postnasalized stops, unlike the prenasalized stops, do not occur

underlyingly in Land Dayak.

(63) /palan/ [p?labm) ‘mango’
/ntakan/ [ntakadn] ‘taste’
/padan/ [padaqn) ‘field’

Thus, the phonological behavior of prenasalized stops, like that of
affricates, provides evidence for their representation as in (66) --
sequences of two elements on the feature tier, although single elements on
the timing tier.

(66) X
|

root
|

supra
I

sof t-palate
/ N\
[+na~al) [-nasall
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”

The data presented in this section show that phonological rules
applying on level where contour segments are branching will apply o the
adjacent part of the contour: e.q. an affricate will behave as {-cont]
with respect to rules on the left and as [+cont] with respect to rules on
the right; and prenasalized stops will behave as [+nasal] on the left and
as [-nasal) on the right, This phonolcgical behavior is evidence for the
two articulations in a contour segment being phonologically ordered, and

59
represented ac in (68) and (66).

2.4.2 Complex Segments

Unlike contour segments, complex segments involve articulations which
are not phonologically ordered. Even where phonetically the articulations
may be (or seem to be) ordered, phonologically they are unovdared. A
complex segment such as labiovelar [kp] will behave phonolocically as both
labial and velar with respect to processes both on the left and on the

right.

I show in this section that not only must a complex segment be
represented on a single x-slot and root node ir. order to capture its
behavior with respect to syllabification, reduplication, association to the
skeleton, and timing; but also, complex segments differ from contour
segments in that their multiple articulations are phonologically unordered,
and must be represented within a single place node constituent. That is,

they must be represented as in (67a), and not as in (67b,c,d):
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(67)
a. X b. * X c. * x d. * X
| | | / N\
root root root root rnot
| i 7/ \ | |
sSUpTra supra supra supra supra supra
| / N\ | ! | |
place place place place place place place
/ N\ | | | | | |
dorsal labial dorsal labial dorsal labial dorsal 1labial

The ill-formedness of (67b,c,d) has already been argqued for on the basis of
disallowing branching class nodes within a segment. However, I will argue
below that there are further reasons to assume the structure in (67a) over

those in (67b,c,d).

2.4.2.1 Nasal Acssimilation and Prenasalization

For example, preceding nasals will assimilate to both the labial and
the velar articulations of /kp/. This can be seen in the nasal
assimilation data from Kpelle given in Chapter 1, repeated below, in which
tone-bearing nasals assimilate in place of articulation (Welmers 1962), and
/n/ is doubly articulated in velar and bilabial positions before /kp/,

providing further evidence for a place node uniting labial and velar

articulators (p.79).:

(68) /N-polu/ [mMbolu] ‘my back’
/N-tia/ [ridia) ‘my taboo’
/N-k00/ (r900) ‘my foot’
/N-kpin/ [rMngbin] ‘myself”’
/N-fela/ [rivela] ‘my wages’
/MN-sua/ [rfJua) ‘my nose’

Given that labiovelar /kp/ is represented on a single x-slot, and
therefore with unordered labial and velar articulations under the place

node, nasal assimilation must assimilate both the labial and the velar
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articulations, as shown in (69):

(69) supra  supra supra supra
// J // \N 7/
place ==) place
sof t-pal / \\ sof t-pal / \\
| labial | labial
{+nasal) dorsal [+nasal) dorsal

Given the representation of /kp/ in (69), there would be no way for place

assimilation spreading the place node to spread just the dorsal, or just

the labial, articulation.

In Yoruba, also, nasal assimilation provides evidence that the two

articulations in a labiovelar segment in that language are both contained

under a single place node. In Yoruba, a syllabic and tone-bearing /m/,

which is therefore on its own x-slot, assimilates in place of articulation

to a fellowing consonant or /o/ (Bamgbose (1969)):

(70) m --> m / __b,m
m / __ f
n / __ t,d,s,r,1,8,9
] /Y
n / __ ky9,w,h,0

When the following consonant is a labiovelar, the /m/ assimilates to both

places of articulation, becoming [nm]:

m -=> nm / __ kp, 9b

Examples are:

(71) 8. /mo m bo/ {mo m bol ‘] am coming’
b. /om fo/ [om fo] ‘he is jumping’
c. /0 m lo/ [o n lo] ‘he is going’
d. /6 m jo/ [o  jo) ‘he is rejoicing’
€. /06 m ke/ [o np kel ‘he is crying’
/m o lo/ [n o lo] ‘]l did not go~
f. /0 m gbo/ (o nm gbol ‘he is hearing’
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2.4 Contour vs., Complex Segments -- Ordered vs. Unordered

In the same manner, in Dan (Santa), a syllabic nasal assimilates to
the place of articulation of a following consonant, including labiovelars,

as shown in (72, 73)) (Bearth and Zemp p.19):17

(72) N-=> m / __ labial
n / ___ alveolar
fi /oy
n / ___velar or pause
nm / ___ labiovelars
(73) va N pu [ya m pul ‘he has tied me’
N d3 [n d3] ‘my father’
N yg i yg) ‘my eyes’
ya syaN ga [ya syan qa) ‘he has looked at the plant’
N gbe [nm gbe] ‘my a&rm’
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