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## HARMONIC MAPPINGS WITH THE FIXED ANALYTIC PART


#### Abstract

In this article, we consider a class of sense-preserving harmonic mappings whose analytic part is convex in one direction. We prove that functions in this class are close-to-convex for certain values of parameters. Further, we obtain bounds on preSchwarzian derivatives and bounds on the Bloch's constant. Finally, we obtain coefficient bounds, growth and distortion results.
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1. Introduction. Let $\mathcal{H}$ denote the class of harmonic mappings $f=h+\bar{g}$ in the open unit disk $\mathbb{D}=\{z \in \mathbb{C}:|z|<1\}$, normalized by $h(0)=0=h^{\prime}(0)-1$ and $g(0)=0$. The function $f=h+\bar{g} \in \mathcal{H}$ has the form

$$
\begin{equation*}
h(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \quad \text { and } \quad g(z)=\sum_{n=1}^{\infty} b_{n} z^{n} \quad(z \in \mathbb{D}) . \tag{1}
\end{equation*}
$$

The harmonic mapping $f$ is locally univalent, if and only if its Jacobian $J_{f}(z)=\left|h^{\prime}(z)\right|^{2}-\left|g^{\prime}(z)\right|^{2}$ does not vanish, and $f$ is sense-preserving if the Jacobian is positive. The analytic function $w=g^{\prime} / h^{\prime}$ is called the second complex dilatation of $f$, hence a sense-preserving harmonic mapping has the property $|w|<1$ in $\mathbb{D}$. We denote by $\mathcal{S}_{\mathcal{H}}$ the subclass $\mathcal{H}$ consisting of sense-preserving univalent harmonic mappings in $\mathbb{D}$. Let $\mathcal{S}_{\mathcal{H}}^{0}=\{f=h+$ $\left.+\bar{g} \in \mathcal{S}_{\mathcal{H}}: g^{\prime}(0)=0\right\}$. It is well known that the class $\mathcal{S}_{\mathcal{H}}^{0}$ is compact and normal, whereas the class $\mathcal{S}_{\mathcal{H}}$ is normal but not compact. The harmonic

[^0]mappings has been extensively studied in the recent years; for a detailed discussion, we refer to [10], [15-17], [19] and the references therein.

A domain $\Delta$ is close-to-convex, if the complement of $\Delta$ can be written as the union of non-intersecting half-lines. A harmonic mapping $f$ is close-to-convex in $\mathbb{D}$, if $f(\mathbb{D})$ is a close-to-convex. In [6], Cluine and Sheil-Small proved the following result, which gives a sufficient condition for harmonic mappings to be close-to-convex in $\mathbb{D}$ :

Lemma A. If $h, g$ are analytic in $\mathbb{D}$ with $\left|h^{\prime}(0)\right|>\left|g^{\prime}(0)\right|$ and $h+\epsilon g$ is close-to-convex for each $\epsilon(|\epsilon|=1)$, then $f=h+\bar{g}$ is close-to-convex in $\mathbb{D}$.

Let $\mathcal{A}$ denote the class of analytic functions $h$ in $\mathbb{D}$ with the normalization $h(0)=0=h^{\prime}(0)-1$, and $\mathcal{S}$ denote the subclass of $\mathcal{A}$ consisting of univalent functions in $\mathbb{D}$. An analytic function $h$ is convex in the direction $\phi$, if every line parallel to the line through 0 and $e^{i \phi}$ has a connected or empty intersection with $h(\mathbb{D})$. A locally univalent function $h \in \mathcal{A}$ is in $\mathcal{S}^{*}$ if and only if $\operatorname{Re}\left(z h^{\prime}(z) / h(z)\right)>0$ for each $z \in \mathbb{D}$. Functions in $\mathcal{S}^{*}$ are referred to as the star-like functions (with respect to $h(0)=0$ ) in $\mathbb{D}$. A function $h \in \mathcal{A}$ is said to be close-to-convex in $\mathbb{D}$, if $h(\mathbb{D})$ is a close-to-convex, equivalently, if there exists a function $g \in \mathcal{S}^{*}$, such that $\operatorname{Re}\left(z h^{\prime}(z) / g(z)\right)>0$ for $z \in \mathbb{D}$.

Let $\mathcal{B}_{\alpha}(\alpha \in[0,1))$ denote the class of analytic functions $w$ in $\mathbb{D}$ satisfying $|w(0)|=\alpha$ and $|w(z)|<1$ for each $z \in \mathbb{D}$. If $f$ and $g$ are two analytic functions in $\mathbb{D}$, then we say that $f$ is subordinated to $g$, written as $f \prec g$, if there exists a function $w \in \mathcal{B}_{0}$ such that $f(z)=g(w(z))$. If $w \in \mathcal{B}_{\alpha}$, where

$$
w(z)=c_{0}+c_{1} z+c_{2} z^{2}+\ldots, \quad\left|c_{0}\right|=\alpha, z \in \mathbb{D}
$$

then we have

$$
\begin{equation*}
\left|c_{n}\right| \leqslant 1-\left|c_{0}\right|^{2}, \quad\left|w^{\prime}(z)\right| \leqslant \frac{1-|w(z)|^{2}}{1-|z|^{2}}, \quad z \in \mathbb{D} \tag{2}
\end{equation*}
$$

(see e.g. [1, p. 30, 53]). In [11], Ma and Minda proved the following result for subordination:

Lemma B. Let $\psi$ be a starlike function, such that $\psi(0)=1$, and suppose that $g \in \mathcal{A}$ satisfies the equation

$$
1+\frac{z g^{\prime \prime}(z)}{g^{\prime}(z)}=\psi(z), \quad z \in \mathbb{D}
$$

Then, for $h \in \mathcal{A}$, the condition

$$
1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)} \prec \psi(z), \quad z \in \mathbb{D},
$$

implies that $h^{\prime}(z) \prec g^{\prime}(z)$.
A locally univalent function $h \in \mathcal{A}$ belongs to the class $\mathcal{G}(\beta)$ for $\beta \in(2 / 3,1]$ if it satisfies the condition

$$
\operatorname{Re}\left(1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right)<\frac{3}{2} \beta, \quad z \in \mathbb{D} .
$$

In [20], Umezawa studied the class $\mathcal{G}(\beta)$ and proved that functions in $\mathcal{G}(\beta)$ are convex in one direction. Also, Ozaki [14] proved that functions in the class $\mathcal{G}(1) \equiv \mathcal{G}$ are univalent in $\mathbb{D}$. Further, Ponnusamy and Vasudevarao [18] proved that functions in $\mathcal{G}$ are starlike in $\mathbb{D}$.

The analytic part $h$ of a harmonic mapping $f=h+\bar{g}$ plays a crucial role in shaping the geometric properties of $f$ (see [6, Theorem 5.17]. Motivated by this idea, we define a new class $G_{\mathcal{H}}(\alpha, \beta)$ of harmonic mappings $f \in \mathcal{H}$ as follows.

Definition 1. Suppose that $w \in \mathcal{B}_{\alpha}$. Let $G_{\mathcal{H}}(\alpha, \beta)$ denote the class of harmonic mappings $f=h+\bar{g} \in \mathcal{H}$, such that $h \in \mathcal{G}(\beta)$ for each $\beta \in(2 / 3,1]$, and $g$ is given by $g^{\prime}(z)=w(z) h^{\prime}(z)$ for all $z \in \mathbb{D}$.

The pre-Schwarzian derivative $P_{h}$ of a locally univalent analytic function $h$ in $\mathbb{D}$ is defined by $P_{h}(z)=h^{\prime \prime}(z) / h^{\prime}(z)$ and the pre-Schwarzian norm of $f$ is defined by

$$
\left\|P_{h}(z)\right\|=\sup _{z \in \mathbb{D}}\left(1-|z|^{2}\right)\left|P_{h}(z)\right|
$$

It is well known that $\left\|P_{h}\right\|<\infty$ if and only if $h$ is uniformly locally univalent, or equivalently, $h$ is univalent on each hyperbolic disk in $\mathbb{D}$ with fixed radius (see [21]). The pre-Schwarzian derivative and pre-Schwarzian norm of locally univalent analytic functions are widely used tools in the study of geometric properties of such functions. For instance, these can be used to get conditions for global univalence, or to obtain certain geometric conditions on the range of $h$. More specifically, if $f$ is univalent in $\mathbb{D}$, then

$$
\left|P_{h}(z)\right| \leqslant 6 /\left(1-|z|^{2}\right) \quad(z \in \mathbb{D})
$$

and the bound 6 is sharp. Conversely, if $h$ is locally univalent analytic function in $\mathbb{D}$ and

$$
\sup _{z \in \mathbb{D}}\left|z P_{h}(z)\right|\left(1-|z|^{2}\right) \leqslant 1,
$$

then $f$ is univalent in $\mathbb{D}$ (see [2]).
The notion of pre-Schwarzian derivative was generalized by Chuaqui et al [5] for locally univalent harmonic mapping $f=h+\bar{g}$ in $\mathbb{D}$ with dilation $w=q^{2}$, where $q$ is some analytic function. The pre-Schwarzian derivative for a locally univalent harmonic mapping $f=h+\bar{g}$ is given by

$$
\begin{equation*}
P_{f}(z)=2 \frac{\partial}{\partial z}(\log \lambda)=\frac{h^{\prime \prime}(z)}{h^{\prime}(z)}+\frac{2 q^{\prime}(z) \overline{q(z)}}{1+|q(z)|^{2}}, \quad z \in \mathbb{D} \tag{3}
\end{equation*}
$$

where $\lambda=\left|h^{\prime}\right|+\left|g^{\prime}\right|$ and dilatation $w=g^{\prime} / h^{\prime}=q^{2}$ for some analytic function $q$. In the case when $f$ is analytic, (3) agrees with the pre-Schwarzian derivative for analytic functions. The pre-Schwarzian derivative $P_{f}$ has one disadvantage, that arises from the fact that dilatation $w$ is required to fulfil an extra condition, i.e. $w$ is equal to the square of an analytic function.

Another definition of pre-Schwarzian derivative $\mathcal{P}_{f}$ for sense-preserving harmonic mapping $f$ in a simply connected domain $\Omega \subset \mathbb{C}$ was given by Hernández and Martín [8] by $\mathcal{P}_{f}=\left(\log \left(J_{f}\right)\right)_{z}$, where $J_{f}$ is the Jacobian of $f$. If $f=h+\bar{g}$, then

$$
\begin{equation*}
\mathcal{P}_{f}(z)=\frac{h^{\prime \prime}(z)}{h^{\prime}(z)}-\frac{\overline{w(z)} w^{\prime}(z)}{1-|w(z)|^{2}}, \quad z \in \Omega \tag{4}
\end{equation*}
$$

Also, Hernández and Martin [8, Theorem 8] proved that if $f=h+\bar{g}$ is sense-preserving in $\mathbb{D}$ and

$$
\left|z \mathcal{P}_{f}(z)\right|+\frac{\left|z w^{\prime}(z)\right|}{1-|w(z)|^{2}} \leqslant \frac{1}{1-|z|^{2}}, \quad z \in \mathbb{D}
$$

then $f$ is univalent in $\mathbb{D}$. The constant 1 is sharp.
The classical Bloch theorem asserts that there always exists a positive constant $b$, such that for any holomorphic mapping $f$ of the unit disk $\mathbb{D}$ with $f^{\prime}(0)=1$, the image $f(\mathbb{D})$ contains a Schlicht disk of radius $b$. By Schlicht disk we mean a disk that is the univalent image of some region in $\mathbb{D}$. The Bloch constant is defined by supremum of such radius $b$.

Chen et al [3] estimated the Bloch constant for harmonic mappings. A harmonic function $f$ is called harmonic Bloch mapping if and only if

$$
\begin{equation*}
\mathcal{B}_{f}=\sup _{z, w \in \mathbb{D}, z \neq w} \frac{|f(z)-f(w)|}{\mathcal{D}(z, w)}<+\infty \tag{5}
\end{equation*}
$$

where

$$
\mathcal{D}(z, w)=\operatorname{arctanh}\left|\frac{z-w}{1-\bar{z} w}\right|
$$

denotes the hyperbolic distance between $z$ and $w$ in $\mathbb{D}$, and $\mathcal{B}_{f}$ is called the Bloch's constant of $f$. In [7], Colonna proved that

$$
\begin{equation*}
\mathcal{B}_{f}=\sup _{z \in \mathbb{D}}\left(1-|z|^{2}\right) \Lambda_{f}, \tag{6}
\end{equation*}
$$

where

$$
\Lambda_{f}=\max _{0 \leqslant \theta \leqslant 2 \pi}\left|f_{z}(z)-e^{-2 i \theta} f_{\bar{z}}(z)\right|=\left|f_{z}(z)\right|+\left|f_{\bar{z}}(z)\right|
$$

Moreover, the set of all harmonic Bloch mappings forms a complex Banach space with norm

$$
\|f\|=|f(0)|+\sup _{z \in \mathbb{D}}\left(1-|z|^{2}\right) \Lambda_{f}(z) .
$$

Recently, many authors have studied Bloch's constant for harmonic mappings (see [4], [9]).

For $h \in \mathcal{A}$ of the form (1), the classical Fekete-Szegö functional $F_{\lambda}=a_{3}-\lambda a_{2}^{2}$ plays an important role in function theory. The problem of maximizing the absolute value of the functional $F_{\lambda}$ is called the FeketeSzegö problem. We will obtain bounds on Fekete-Szegö functional for the class $G_{\mathcal{H}}(\alpha, \beta)$. For this, we need the following Lemma (see [13, Th. 1 and Th. 2]):

Lemma C. Let $h \in \mathcal{G}(\beta)$ for some $\beta \in(2 / 3,1]$ have the form (1). Then
a) $\left|a_{n}\right| \leqslant \frac{3 \beta-2}{n(n-1)}$ for all $n \geqslant 2$. The equality is attained for the function $h_{n}$, such that $h_{n}^{\prime}(z)=\left(1-z^{n-1}\right)^{(3 \beta-2) /(n-1)}, n \geqslant 2$.
b) $\left|a_{3}-\lambda a_{2}^{2}\right| \leqslant\left\{\begin{array}{l}\frac{3 \beta-2}{2}\left|1-\beta-\frac{3 \beta-2}{2} \lambda\right| \text { for }\left|\lambda-\frac{2(1-\beta)}{3 \beta-2}\right| \geqslant \frac{2}{3(3 \beta-2)} \\ \frac{3 \beta-2}{6} \text { for }\left|\lambda-\frac{2(1-\beta)}{3 \beta-2}\right|<\frac{2}{3(3 \beta-2)} \text {. }\end{array}\right.$

The equality is attained for the function $h$, such that

$$
h^{\prime}(z)=\left(1-z e^{i \theta}\right)^{3 \beta-2}, \quad \theta \in[0,2 \pi] .
$$

In this paper, we prove that the functions in the class $G_{\mathcal{H}}(\alpha, \beta)$ are close-to-convex for certain values of $\alpha$ and $\beta$. Further, we obtain bounds on pre-Schwarzian derivatives and bounds on the Bloch constant for the class $G_{\mathcal{H}}(\alpha, \beta)$. Finally, we obtain the coefficient estimates, growth and distortion results for the functions belonging to the class $G_{\mathcal{H}}(\alpha, \beta)$.
2. Main Results. The first result provides the close-to-convexity criteria for a harmonic mapping in the class $G_{\mathcal{H}}(\alpha, \beta)$.
Theorem 1. Let $\alpha \in[0,1)$ and $\beta \in\{1 / 3,1\}$. If $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$ and

$$
W(z)=z^{\frac{3 \beta-1}{2}}\left(1+\epsilon \frac{g^{\prime}(z)}{h^{\prime}(z)}\right)
$$

is starlike in $\mathbb{D}$ for each $\epsilon(|\epsilon|=1)$, then $f$ is close-to-convex and, hence, univalent in $\mathbb{D}$.

Proof. Let $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$, then $h \in \mathcal{G}(\beta)$. By definition,

$$
1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)} \prec \frac{1+(1-3 \beta) z}{1-z}, \quad z \in \mathbb{D} .
$$

In view of the Herglotz representation for analytic functions, it follows that

$$
\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}=-(3 \beta-2) \int_{\partial \mathbb{D}} \frac{\bar{x} z}{1-\bar{x} z} d \mu(x), \quad z \in \mathbb{D}
$$

where $\mu$ is a probability measure on $\partial \mathbb{D}$, such that $\int_{\partial \mathbb{D}} d \mu(x)=1$. Therefore,

$$
\log h^{\prime}(z)=(3 \beta-2) \int_{\partial \mathbb{D}} \log (1-\bar{x} z) d \mu(x), \quad z \in \mathbb{D}
$$

and, thus, we have a sequence of functions $\left\{h_{n}(z)\right\}$, analytic in $\mathbb{D}$, such that

$$
h_{n}^{\prime}(z)=\prod_{k=1}^{n}\left(1-\overline{x_{k}} z\right)^{(3 \beta-2) t_{k}},
$$

where $\left|x_{k}\right|=1,0 \leqslant t_{k} \leqslant 1, \sum_{k=1}^{n} t_{k}=1$, which is dense in the family $\mathcal{G}(\beta)$.
Each fractional transformation $\Omega(z)=\Psi_{k}(z)=1 /\left(1-\overline{x_{k}} z\right)$ maps the unit disk $\mathbb{D}$ onto the half plane $\operatorname{Re}(\Omega)>0$, so that $\left|\arg \left(1-\overline{x_{k}} z\right)\right|<\pi / 2$.

Now, we set $F=h+\epsilon g$, where $|\epsilon|=1$, hence

$$
\frac{z F^{\prime}(z)}{W(z)}=\frac{z\left(h^{\prime}(z)+\epsilon g^{\prime}(z)\right)}{W(z)}=z^{\frac{3-3 \beta}{2}} \prod_{k=1}^{n}\left(1-\overline{x_{k}} z\right)^{(3 \beta-2) t_{k}}
$$

where $\left|x_{k}\right|=1,0 \leqslant t_{k} \leqslant 1$ and $\sum_{k=1}^{n} t_{k}=1$. If we fix $\beta=1 / 3$ or $\beta=1$, then

$$
\begin{aligned}
\left|\arg \left(\frac{z F^{\prime}(z)}{W(z)}\right)\right| & \leqslant\left|\arg \left(z^{\frac{3-3 \beta}{2}}\right)+\sum_{k=1}^{n} \arg \left(1-\overline{x_{k}} z\right)^{(3 \beta-2) t_{k}}\right| \leqslant \\
& \leqslant \frac{3-3 \beta}{2}|\arg z|+(3 \beta-2) \sum_{k=1}^{n} t_{k}\left|\arg \left(1-\overline{x_{k}} z\right)\right|< \\
& <\frac{3-3 \beta}{2} \pi+\frac{(3 \beta-2)}{2} \pi \sum_{k=1}^{n} t_{k}=\frac{\pi}{2}
\end{aligned}
$$

It follows that $\operatorname{Re}\left(\frac{z F^{\prime}(z)}{W(z)}\right)>0$, where $W(z)=z^{\frac{3 \beta-1}{2}}\left(1+\epsilon z^{n}\right)$ is starlike for each $|\epsilon|=1$. Thus, in view of Lemma A, tje function $f=h+\bar{g}$ is close-to-convex in $\mathbb{D}$.
Remark. Note that Theorem 1 provides a slight generalization of the result by Muhanna and Ponnusamy [12, Theorem 6]. For $\beta=1 / 3$ or $\beta=1$, let

$$
h(z)=\frac{1-(1-z)^{3 \beta-1}}{3 \beta-1} \quad \text { and } \quad g(z)=\lambda \int_{0}^{z} t^{n}(1-t)^{3 \beta-2} d t
$$

Clearly, $h \in \mathcal{G}(\beta)$ and $f(z)=h+\bar{g}$ is locally univalent for $|\lambda| \leqslant 1$. Further, for $\beta=1 / 3$ or $\beta=1$, the function $W(z)=z^{\frac{3 \beta-1}{2}}\left(1+\epsilon \lambda z^{n}\right)$ is starlike for each $|\epsilon|=1$ and $|\lambda| \leqslant \frac{3 \beta-1}{3 \beta+2 n-1}$, as

$$
\left|\frac{z W^{\prime}(z)}{W(z)}-1\right|=\left|\frac{3 \beta-3}{2}+n \frac{\epsilon \lambda z^{n}}{1+\epsilon \lambda z^{n}}\right|<\frac{3-3 \beta}{2}+n \frac{|\lambda|}{1-|\lambda|} \leqslant 1
$$

for $z \in \mathbb{D}$. Therefore, in view of Theorem 1, the function

$$
f(z)=\frac{1-(1-z)^{3 \beta-1}}{3 \beta-1}+\bar{\lambda} \int_{0}^{z} t^{n}(1-t)^{3 \beta-2} d t
$$

for $\beta \in\{1 / 3,1\}, n \geqslant 1,|\lambda| \leqslant \frac{3 \beta-1}{3 \beta+2 n-1}, z \in \mathbb{D}$, is close-to-convex. In particular, the function

$$
f_{1}(z)=z-\frac{z^{2}}{2}+\lambda \overline{\int_{0}^{z} t^{n}(1-t) d t}, \quad n \geqslant 1,|\lambda| \leqslant \frac{1}{n+1}, z \in \mathbb{D}
$$

is close-to-convex. Images of the unit disk under the function $f_{1}$ for various values of $n$ and $\lambda$ are drawn in Figure 1(a)-Figure 1(f). Closer examination of Figure 1(c) and Figure 1(f) shows that the function $f_{1}$ is not univalent in $\mathbb{D}$ for certain values of $n$ and $\lambda$.


Figure 1

The results in Theorem 2 and Theorem 3 provide bounds on the preSchwarzian norm $\left\|P_{f}\right\|$ and $\left\|\mathcal{P}_{f}\right\|$, respectively, for functions in the class $\mathcal{G}_{\mathcal{H}}(\alpha, \beta)$.
Theorem 2. Let $\alpha \in[0,1), \beta \in(2 / 3,1]$. If $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$, then $\left\|P_{f}\right\| \leqslant 2(3 \beta-1)$. The bound is sharp.
Proof. If $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$, then $h \in \mathcal{G}(\beta)$. Hence, we have

$$
\begin{equation*}
1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)} \prec \frac{1+(1-3 \beta) z}{1-z}=\psi(z), \quad z \in \mathbb{D}, \tag{7}
\end{equation*}
$$

where $\psi$ is a starlike function in $\mathbb{D}$. Let $k \in \mathcal{A}$ be such that

$$
1+\frac{z k^{\prime \prime}(z)}{k^{\prime}(z)}=\frac{1+(1-3 \beta) z}{1-z}, \quad z \in \mathbb{D}
$$

A computation gives $k^{\prime}(z)=(1-z)^{3 \beta-2}$. By Lemma B, we conclude that $h^{\prime}(z) \prec k^{\prime}(z)=(1-z)^{3 \beta-2} \quad(z \in \mathbb{D})$, which implies

$$
\begin{equation*}
h^{\prime}(z)=(1-\phi(z))^{3 \beta-2} \tag{8}
\end{equation*}
$$

for $\phi(z) \in \mathcal{B}_{0}$. Further, the dilation $w \in \mathcal{B}_{\alpha}$ satisfies the inequality

$$
\left|\frac{w(z)-w(0)}{1-\overline{w(0)} w(z)}\right| \leqslant|z|, \quad|z|=r<1
$$

from which it follows that

$$
\begin{equation*}
\left|w(z)-\frac{w(0)\left(1-r^{2}\right)}{1-|w(0)|^{2} r^{2}}\right| \leqslant \frac{r\left(1-|w(0)|^{2}\right)}{1-|w(0)|^{2} r^{2}} . \tag{9}
\end{equation*}
$$

Since $|w(0)|=\left|b_{1}\right|=\alpha$, we obtain

$$
\begin{equation*}
1-|w(z)| \leqslant \frac{(1-\alpha)(1+r)}{1-\alpha r}, \quad|z|=r<1 \tag{10}
\end{equation*}
$$

Now, using (2) and (8), we obtain

$$
\begin{aligned}
\left|P_{f}\right| & =\left|\frac{h^{\prime \prime}(z)}{h^{\prime}(z)}+\frac{2 q^{\prime}(z) q(z)}{1+|q(z)|^{2}}\right|=\left|\frac{h^{\prime \prime}(z)}{h^{\prime}(z)}\right|+\frac{\left|w^{\prime}(z)\right|}{1+|w(z)|} \leqslant \\
& \leqslant(3 \beta-2) \frac{1+|\phi(z)|}{1-|z|^{2}}+\frac{1-|w(z)|}{1-|z|^{2}} .
\end{aligned}
$$

Further, using (10) in the last inequality, we obtain

$$
\begin{aligned}
\left\|P_{f}\right\| & =\sup _{z \in \mathbb{D}}\left(1-|z|^{2}\right)\left|P_{f}\right| \leqslant \\
& \leqslant \sup _{0<|z|=r<1}\left[(3 \beta-2)(1+|\phi(z)|)+(1-\alpha) \frac{1+r}{1-\alpha r}\right] \leqslant \\
& \leqslant 2(3 \beta-2)+(1-\alpha) \sup _{0<r<1} X(r),
\end{aligned}
$$

where $X(r)=\frac{1+r}{1-\alpha r}$. Note that $X^{\prime}(r)=(1+\alpha) /(1-\alpha r)^{2}>0$, which shows that $X(r)$ is an increasing function of $r(0<r<1)$; hence

$$
\sup _{0<r<1} X(r)=X(1)=\frac{2}{1-\alpha}
$$

Therefore, $\left\|P_{f}\right\| \leqslant 6 \beta-2$.
The last inequality becomes equality for the function $h \in \mathcal{G}(\beta)$, given by

$$
\begin{equation*}
h(z)=\frac{1-(1-z)^{3 \beta-1}}{3 \beta-1}, \quad z \in \mathbb{D}, \beta \in(2 / 3,1] \tag{11}
\end{equation*}
$$

and $w$ is given by $w(z)=(z-\alpha) /(1-\alpha z), z \in \mathbb{D}, \alpha \in \mathbb{R},|\alpha|<1$. Indeed,

$$
\left\|P_{f}\right\|=\sup _{|z|=r<1}\left\{\frac{3 \beta-2}{|1-z|}+(1-\alpha) \frac{(1+r)}{(1-\alpha r)}\right\}=2(3 \beta-1)
$$

can be easily computed. This proves the result.
Theorem 3. Let $\alpha \in[0,1), \beta \in(2 / 3,1]$. If $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$, then $\left\|\mathcal{P}_{f}\right\| \leqslant 3(2 \beta-1)$. The bound is sharp.
Proof. If $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$, then $h \in \mathcal{G}(\beta)$. Following the proof of Theorem 2, we have $h^{\prime}(z)=(1-\phi(z))^{3 \beta-2}$ for $\phi \in \mathcal{B}_{0}$. Now, using the definition of pre-Schwarzian derivative $\mathcal{P}_{f}$ and (2), we have

$$
\begin{aligned}
\left|\mathcal{P}_{f}(z)\right| & =\left|\frac{h^{\prime \prime}(z)}{h^{\prime}(z)}-\frac{\overline{w(z)} w^{\prime}(z)}{1-|w(z)|^{2}}\right| \leqslant \\
& \leqslant(3 \beta-2) \frac{\left|\phi^{\prime}(z)\right|}{|1-\phi(z)|}+\frac{|w(z)|}{1-|z|^{2}} .
\end{aligned}
$$

The remaining proof follows similarly to the proof of Theorem 2 .

Taking $\beta=1$ in Theorem 2 and Theorem 3, we obtain
Corollary. If $f=h+\bar{g} \in \mathcal{H}$, where $h \in \mathcal{G}$ and $w=g^{\prime}(z) / h^{\prime}(z) \in \mathcal{B}_{\alpha}$, then $\left\|P_{f}\right\| \leqslant 4$ and $\left\|\mathcal{P}_{f}\right\| \leqslant 3$. The bounds are sharp.

The following result provides a bound on the Bloch constant for functions in the class $G_{\mathcal{H}}(\alpha, \beta)$.
Theorem 4. Let $\alpha \in[0,1)$ and $\beta \in(2 / 3,1]$. If $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$, then the upper bound on the Bloch constant $\mathcal{B}_{f}$ is given by

$$
\begin{equation*}
\mathcal{B}_{f} \leqslant \frac{(1+\alpha)\left(1-r_{0}\right)\left(1+r_{0}\right)^{3 \beta}}{1+\alpha r_{0}} \tag{12}
\end{equation*}
$$

where $r_{0}$ is the unique root of the equation

$$
\begin{equation*}
3 \alpha \beta r^{2}+(1+\alpha+3 \beta-3 \alpha \beta) r-3 \beta+\alpha+1=0 \tag{13}
\end{equation*}
$$

in the interval $(0,1)$. The estimate of the Bloch constant is sharp.
Proof. Let $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$; then $h \in \mathcal{G}(\beta)$. In view of (8), we have

$$
\begin{equation*}
(1-r)^{3 \beta-2} \leqslant\left|h^{\prime}(z)\right| \leqslant(1+r)^{3 \beta-2} \quad(|z|=r<1) . \tag{14}
\end{equation*}
$$

Now, using (9) and (14), we have

$$
\begin{align*}
\mathcal{B}_{f} & =\sup _{z \in \mathbb{D}}\left(1-|z|^{2}\right)\left(\left|h^{\prime}(z)\right|+\left|g^{\prime}(z)\right|\right) \leqslant \\
& \leqslant \sup _{0<r<1}\left(1-r^{2}\right)(1+r)^{(3 \beta-2)}\left(1+\frac{r+\alpha}{1+\alpha r}\right)=  \tag{15}\\
& =(1+\alpha) \sup _{0<r<1} Q(r)
\end{align*}
$$

where $Q(r):=\frac{(1-r)(1+r)^{3 \beta}}{1+\alpha r}$. A computation gives

$$
Q^{\prime}(r)=\frac{(1+r)^{3 \beta-1}}{(1+\alpha r)^{2}}\left\{3 \beta-\alpha-1-(1+\alpha+3 \beta-3 \alpha \beta) r-3 \alpha \beta r^{2}\right\}
$$

Hence, $Q^{\prime}(r)=0$, if $S(r)=0$ for $r \in(0,1)$, where

$$
S(r)=3 \beta-\alpha-1-(1+\alpha+3 \beta-3 \alpha \beta) r-3 \alpha \beta r^{2} .
$$

Note that $S(0)=3 \beta-\alpha-1>0$ and $S(1)=-2(1+\alpha)<0$, so there exists a root $r_{0} \in(0,1)$, such that $S\left(r_{0}\right)=0$. Now, it is sufficient to prove
that $r_{0}$ is unique. For this, it is sufficient to show that $S(r)$ is a decreasing function of $r$ for $0<r<1$. Note that,

$$
S^{\prime}(r)=-(1+\alpha+3 \beta(1-\alpha)+6 \alpha \beta r)<0,
$$

hence, $r_{0}$ is a unique root of $Q^{\prime}(r)=0$ for $0<r<1$. Thus,

$$
\sup _{0<r<1} Q(r)=\frac{\left(1-r_{0}\right)\left(1+r_{0}\right)^{3 \beta}}{1+\alpha r_{0}}
$$

where $r_{0}$ is a unique root of equation (13). The equality in (12) holds for the function $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$, where $h$ is given by (11) and $w(z)=(z-\alpha) /(1-\alpha z), z \in \mathbb{D}, \alpha \in \mathbb{R},|\alpha|<1$.

The results in Theorem 5 and Theorem 6 given below provide the bounds on coefficients and Fekete-Szegö functional for the co-analytic part of functions in the class $G_{\mathcal{H}}(\alpha, \beta)$.
Theorem 5. If $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$, where $h$ and $g$ are given by (1), then

$$
\begin{equation*}
\left|b_{2}\right| \leqslant \frac{1-2 \alpha-\alpha^{2}+3 \alpha \beta}{2} \tag{16}
\end{equation*}
$$

This estimate is sharp. Moreover,

$$
\begin{equation*}
\left|b_{n}\right| \leqslant \frac{1-\alpha^{2}}{n}[1+(3 \beta-2)(1+\log (n-2))]+\frac{\alpha(3 \beta-2)}{n(n-1)}, \quad n=3,4, \ldots \tag{17}
\end{equation*}
$$

Proof. Let $w \in \mathcal{B}_{\alpha}$, where $w(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$ with $\left|c_{0}\right|=\alpha$. Using the series expansions (1) along with the relation $g^{\prime}(z)=w(z) h^{\prime}(z)$, we obtain

$$
\begin{equation*}
n b_{n}=\sum_{p=0}^{n-1}(p+1) a_{p+1} c_{n-p-1}, \quad n=2,3, \ldots, \tag{18}
\end{equation*}
$$

For $n=2$, we have $2 b_{2}=a_{1} c_{1}+2 a_{2} c_{0}$. Using (2) and Lemma $C(a)$, we get

$$
\begin{aligned}
2\left|b_{2}\right| & \leqslant\left|a_{1}\right|\left|c_{1}\right|+2\left|a_{2}\right|\left|c_{0}\right| \leqslant\left(1-\left|c_{0}\right|^{2}\right)+(3 \beta-2)\left|c_{0}\right| \leqslant \\
& \leqslant 1-2 \alpha-\alpha^{2}+3 \alpha \beta .
\end{aligned}
$$

To show the sharpness of (16), consider the harmonic mapping $f=h+\bar{g}$, where $h$ is given by (11) and the dilatation $w=g^{\prime} / h^{\prime}$ is given by

$$
w(z)=\frac{z-\alpha}{1-\alpha z}, \quad \alpha \in \mathbb{R},|\alpha|<1, z \in \mathbb{D} .
$$

Hence,

$$
\begin{aligned}
& g^{\prime}(z)=w(z) h^{\prime}(z)=\frac{z-\alpha}{1-\bar{\alpha} z}(1-z)^{3 \beta-2}= \\
&=-\alpha+\left(1-2 \alpha-\alpha^{2}+3 \alpha \beta\right) z+\ldots .
\end{aligned}
$$

This shows the sharpness of (16).
Similarly, from (18) for ( $n=3,4, \ldots$ ), we obtain:

$$
\begin{aligned}
\left|b_{n}\right| & \leqslant \frac{1}{n} \sum_{p=0}^{n-1}(p+1)\left|a_{p+1}\right|\left|c_{n-p-1}\right|= \\
& =\frac{1}{n}\left[\left|a_{1}\right|\left|c_{n-1}\right|+\sum_{p=1}^{n-2}(p+1)\left|a_{p+1}\right|\left|c_{n-p-1}\right|+n\left|a_{n}\right|\left|c_{0}\right|\right]= \\
& =\frac{1}{n}\left|c_{n-1}\right|+\frac{1}{n} \sum_{p=1}^{n-2}(p+1)\left|a_{p+1}\right|\left|c_{n-p-1}\right|+\left|a_{n}\right|\left|c_{0}\right|
\end{aligned}
$$

So, we have $\left|c_{n-p-1}\right| \leqslant 1-\left|c_{0}\right|^{2}=1-\alpha^{2}$. Hence, using Lemma C(a), we get

$$
\begin{aligned}
\left|b_{n}\right| & \leqslant \frac{1-\alpha^{2}}{n}+\frac{\left(1-\alpha^{2}\right)(3 \beta-2)}{n} \sum_{p=1}^{n-2} \frac{1}{p}+\frac{\alpha(3 \beta-2)}{n(n-1)}= \\
& =\frac{1-\alpha^{2}}{n}[1+(3 \beta-2)(1+\log (n-2))]+\frac{\alpha(3 \beta-2)}{n(n-1)} .
\end{aligned}
$$

This completes the proof of the theorem.
Theorem 6. Let $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$, where $h$ and $g$ are given by (1). Then for $\mu \in \mathbb{R}$, we have

$$
\begin{aligned}
\left|b_{3}-\mu b_{2}^{2}\right| \leqslant \frac{1-\alpha^{2}}{12} & \left\{4(3 \beta-1)+3|\mu|\left(1-\alpha^{2}-4 \alpha+6 \alpha \beta\right)\right\}+ \\
& +\alpha \max \left\{\frac{3 \beta-2}{2}\left|1-\beta-\frac{(3 \beta-2) \mu \alpha}{2}\right|, \frac{3 \beta-2}{6}\right\},
\end{aligned}
$$

and

$$
\left|b_{n+1}-b_{n}\right| \leqslant \frac{2 \alpha(3 \beta-2)}{n^{2}-1}+\frac{1-\alpha^{2}}{n+1}\{1+(3 \beta-2)(1+\log (n-1))\}+
$$

$$
+\frac{1-\alpha^{2}}{n}\{1+(3 \beta-2)(1+\log (n-2))\} .
$$

Proof. From (18), we have

$$
b_{2}=\frac{1}{2} c_{1}+a_{2} c_{0} \quad \text { and } \quad b_{3}=\frac{1}{3} c_{2}+\frac{2}{3} a_{2} c_{1}+a_{3} c_{0} .
$$

Now,

$$
\begin{aligned}
\mid b_{3} & -\mu b_{2}^{2}\left|=\left|\frac{1}{3} c_{2}+\frac{2}{3} a_{2} c_{1}+a_{3} c_{0}-\mu\left(\frac{1}{2} c_{1}+a_{2} c_{0}\right)^{2}\right| \leqslant\right. \\
& \leqslant \frac{1}{3}\left|c_{2}\right|+\frac{1}{4}|\mu|\left|c_{1}\right|^{2}+\frac{2}{3}\left|a_{2}\right|\left|c_{1}\right|+|\mu|\left|a_{2}\right|\left|c_{1}\right|\left|c_{0}\right|+\left|c_{0}\right|\left|\left(a_{3}-\mu c_{0} a_{2}^{2}\right)\right|
\end{aligned}
$$

Using Lemma C, we obtain

$$
\begin{array}{r}
\left|b_{3}-\mu b_{2}^{2}\right| \leqslant \\
\frac{1}{3}\left(1-\alpha^{2}\right)+\frac{1}{4}|\mu|\left(1-\alpha^{2}\right)^{2}+\frac{1}{3}(3 \beta-2)\left(1-\alpha^{2}\right)+ \\
+\frac{1}{2} \alpha(3 \beta-2)|\mu|\left(1-\alpha^{2}\right)+\alpha\left|a_{3}-\mu \alpha a_{2}^{2}\right| \leqslant \\
\leqslant \\
\frac{1}{3}\left(1-\alpha^{2}\right)(3 \beta-1)+\frac{1}{4}|\mu|\left(1-\alpha^{2}\right)\left\{1-\alpha^{2}-4 \alpha+6 \alpha \beta\right\}+ \\
\quad+\alpha \max \left\{\frac{3 \beta-2}{2}\left|1-\beta-\frac{(3 \beta-2) \mu \alpha}{2}\right|, \frac{3 \beta-2}{6}\right\} .
\end{array}
$$

Further, using (18), we get

$$
\begin{aligned}
& \left|b_{n+1}-b_{n}\right|=\left|\frac{1}{n+1} \sum_{p=1}^{n+1} p a_{p} c_{n-p+1}-\frac{1}{n} \sum_{p=1}^{n} p a_{p} c_{n-p}\right|= \\
& =\left|\frac{1}{n+1} \sum_{p=1}^{n} p a_{p} c_{n-p+1}+a_{n+1} c_{0}-\frac{1}{n} \sum_{p=1}^{n-1} p a_{p} c_{n-p}-a_{n} c_{0}\right| \leqslant \\
& \leqslant\left|a_{n+1}\right|\left|c_{0}\right|+\left|a_{n}\right|\left|c_{0}\right|+\frac{1}{n+1} \sum_{p=1}^{n} p\left|a_{p}\right|\left|c_{n-p+1}\right|+\frac{1}{n} \sum_{p=1}^{n-1} p\left|a_{p}\right|\left|c_{n-p}\right|= \\
& =\left|a_{n+1}\right|\left|c_{0}\right|+\left|a_{n}\right|\left|c_{0}\right|+\frac{\left|a_{1}\right|\left|c_{n}\right|}{n+1}+\frac{1}{n+1} \sum_{p=2}^{n} p\left|a_{p}\right|\left|c_{n-p+1}\right|+ \\
& \quad+\frac{\left|a_{1}\right|\left|c_{n-1}\right|}{n}+\frac{1}{n} \sum_{p=2}^{n-1} p\left|a_{p}\right|\left|c_{n-p}\right| \leqslant
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{l}
\leqslant \frac{\alpha(3 \beta-2)}{n(n+1)}+\frac{\alpha(3 \beta-2)}{n(n-1)}+\frac{1-\alpha^{2}}{n+1}+\frac{\left(1-\alpha^{2}\right)}{n+1}(3 \beta-2) \sum_{p=2}^{n} \frac{1}{p-1}+ \\
\\
+\frac{1-\alpha^{2}}{n}+\frac{\left(1-\alpha^{2}\right)}{n}(3 \beta-2) \sum_{p=2}^{n-1} \frac{1}{p} \leqslant \\
\leqslant
\end{array} \begin{array}{l}
\frac{2 \alpha(3 \beta-2)}{\left(n^{2}-1\right)}+\frac{1-\alpha^{2}}{n+1}+\frac{\left(1-\alpha^{2}\right)}{n+1}(3 \beta-2) \sum_{p=1}^{n-1} \frac{1}{p}+\frac{1-\alpha^{2}}{n}+ \\
\quad+\frac{\left(1-\alpha^{2}\right)}{n}(3 \beta-2) \sum_{p=1}^{n-2} \frac{1}{p-1} \leqslant \\
\leqslant \frac{2 \alpha(3 \beta-2)}{n^{2}-1}+\frac{1-\alpha^{2}}{n+1}+\frac{\left(1-\alpha^{2}\right)}{n+1}(3 \beta-2)[1+\log (n-1)]+\frac{1-\alpha^{2}}{n}+ \\
\quad+\frac{\left(1-\alpha^{2}\right)}{n}(3 \beta-2)[1+\log (n-2)]= \\
=\frac{2 \alpha(3 \beta-2)}{n^{2}-1}+\frac{1-\alpha^{2}}{n+1}[1+(3 \beta-2)(1+\log (n-1))]+ \\
\quad+\frac{1-\alpha^{2}}{n}[1+(3 \beta-2)(1+\log (n-2))]
\end{array} .
\end{aligned}
$$

This completes the proof of theorem.
Finally, we establish the following result containing inequalities on the co-analytic part of functions in class $G_{\mathcal{H}}(\alpha, \beta)$.

Theorem 7. Let $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$, where $h$ and $g$ are given by (1). Then, for $|z|=r<1$, the following statements hold:

$$
\frac{(3 \beta-2) r}{1+r}-\frac{r\left(1-\alpha^{2}\right)}{(1-\alpha r)|r-\alpha|} \leqslant\left|\frac{z g^{\prime \prime}(z)}{g^{\prime}(z)}\right| \leqslant \frac{(3 \beta-2) r}{1-r}+\frac{r\left(1-\alpha^{2}\right)}{(1-\alpha r)|r-\alpha|}
$$

and

$$
\operatorname{Re}\left(1+\frac{z g^{\prime \prime}(z)}{g^{\prime}(z)}\right)<\frac{3 \beta}{2}+\frac{r\left(1-\alpha^{2}\right)}{(1-\alpha r)|r-\alpha|}
$$

Proof. Let $f=h+\bar{g} \in G_{\mathcal{H}}(\alpha, \beta)$; then $g^{\prime}(z)=w(z) h^{\prime}(z)$. Now, taking the logarithmic derivative, we have

$$
\begin{equation*}
\frac{z g^{\prime \prime}(z)}{g^{\prime}(z)}=\frac{z w^{\prime}(z)}{w(z)}+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)} \tag{19}
\end{equation*}
$$

In view of (10) and (2), we get

$$
\begin{equation*}
\frac{|r-\alpha|}{1-\alpha r} \leqslant|w(z)| \leqslant \frac{r+\alpha}{1+\alpha r} \quad \text { and } \quad\left|w^{\prime}(z)\right| \leqslant \frac{1-\alpha^{2}}{(1-\alpha r)^{2}} \tag{20}
\end{equation*}
$$

Further, using (8), we have

$$
\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}=-\frac{(3 \beta-2) \phi(z)}{1-\phi(z)}
$$

which gives the estimate

$$
\begin{equation*}
\left|\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right| \leqslant \frac{(3 \beta-2) r}{1-r}, \quad|z|=r<1 \tag{21}
\end{equation*}
$$

(use the condition $|\phi(z)| \leqslant 1$ ). Now, using (19)-(21), we obtain

$$
\left|\frac{z g^{\prime \prime}(z)}{g^{\prime}(z)}\right| \leqslant\left|\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right|+\left|\frac{z w^{\prime}(z)}{w(z)}\right| \leqslant \frac{(3 \beta-2) r}{1-r}+\frac{r\left(1-\alpha^{2}\right)}{(1-\alpha r)|r-\alpha|} .
$$

Similarly,

$$
\left|\frac{z g^{\prime \prime}(z)}{g^{\prime}(z)}\right| \geqslant\left|\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right|-\left|\frac{z w^{\prime}(z)}{w(z)}\right| \geqslant \frac{(3 \beta-2) r}{1+r}-\frac{r\left(1-\alpha^{2}\right)}{(1-\alpha r)|r-\alpha|} .
$$

Further, using the relation (20), we get

$$
\operatorname{Re}\left(\frac{z w^{\prime}(z)}{w(z)}\right) \leqslant\left|\frac{z w^{\prime}(z)}{w(z)}\right| \leqslant \frac{r\left(1-\alpha^{2}\right)}{(1-\alpha r)|r-\alpha|} .
$$

Hence,

$$
\begin{aligned}
& \operatorname{Re}\left(1+\frac{z g^{\prime \prime}(z)}{g^{\prime}(z)}\right)=\operatorname{Re}\left(1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right)+\operatorname{Re}\left(\frac{z w^{\prime}(z)}{w(z)}\right)< \\
&<\frac{3 \beta}{2}+\frac{r\left(1-\alpha^{2}\right)}{(1-\alpha r)|r-\alpha|}
\end{aligned}
$$

This completes the proof.
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