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. ABSTRACT

Problems in the Philosophy of LlngUISthS
Paul Martin Mellema

Submitted to the Department of Philosophy
on Mayl6, 1973 in partial fulfillment

of the requirements for the degree of
Poctor of Philosophy

The three chapters of this thesis deal with three distinct
problems in the phllosophy of linguistics. Chapter 1 examines
the theory of case grammar, Charles Fillmore's proposed revision
of the standard theory of transformational grammar. Grounds are
. given for rejecting Fillmore's semantic, syntactic, and methodo-
~ logical arguments in support of case grammar, and some semantic
and syntactic arguments_against case grammar are advanced.

Chapter 2 concerns Chomsky's claim that children have innate
knowledge of the principles of universal grammar, and make use of
that knowledge in learning languages. The author rejects an
argument to the effect that innate knowledge would require, but
not have, justification, as well as an argument to the effect
that certain of our purported innate beliefs lack truth-value,
and fail to qualify as innate knowledge for that reason. Cer-
tain difficulties are seen, however, in the implication that we
* innately believe the principles of universal grammar, The Appen-
dix questions“fﬁe explanatory value of the tacit-knowledge theory.

Chapter 3 defends rationalist claims about the psychology of
language acquisition. (Chapter 2, by way of contrast, is about
rationalist claims in epistemology.) It has been charged that
rationalism in learning theory generates a vicious infinite
regress; that rationalist theories of learning are empirically
indistinguishable from empiricist learning theories; and that
a new, enriched theory of inductive inference invalidates the
raticnalist critique of empiricist learning theory. All three of
these charges are rejected in Chapter 3.

 Thesis Supervisor: SylVain Bromberger
Title: Professor of Philosophy
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Chapter 1 -

A BRIEF AGAINST CASE GRAMMAR



In this paper I wish to review some of the arguments which
-Charles Fillmore has put forward in support of the theory of case

grammar. I hope that I have not neglected any argument which

case grammarians regafd_as weighty and significant, and that none

_of the arguments I discuss will strike them as-insignificant or
readily dispensable. Fillmore's writings are typically not
polemical; they tend simply to explain how this or that lin-
guistic phenomenon may be described within the framewdfk of case
‘grammar, withoutrexamining in detail the question of whether.(or
how economically) the standard theory of transformational grammar
-could describe the same phenomenon. Fillmore leaves his readers
to draw their own concluSions about what constitutes evidence for
-caée grammar and against the standard theory, and abdﬁt the
relative importance of the various arguments for case grammar.

If my judgment in these matters has been faulty, I rely on the

advocates of case grammarvtd set the record Straight,

Fillmore has argued that "subject/objec.t;I grammars suffer
from certain semantic shortcomings. I shall argue,'in section I,
that Fillmore has ignored certain crucial aspects of Katzian
semantic theory, and tha£ when these aspects of semantic theory
are taken into accqunt,-the alleged deficiencies diéappear. I
Vshall also point out two sorts of defects in the semantic theory
associated with case grammar. Section II deals with various
syntactic arguments intended to show that the theory of case
grammar is preferable to the standard theory. Finally, in sec-
tion III, I shall discuss a sort of methodolégical argument for

case grammar, to the effect that case grammars (unlike those



prévided under the standard theory) properly distinguish facts

about semantic structure from facts about surface syntax.

I. CASES IN SEMANTICS

"It is a well-known feature of thé standard theory that it
-'uéés tree graphs to present two kinds of infdrmation'about deep
structures. In addition té providing information on the gram-
matical categories of the various constituents in a sentence, a
tree diagram indicates whaf grammatical relations hold between

~constituents. For example, besides

Det N Tense Pass = |  Dét adj N
our mem-sahib Past be e kill that terrible beast
Figure 1

telling us that the phrase our mem-sahib is a noun .phrase, Figure

1 tells us that this phrase bears the subject relation to the VP

in the sentence there represented. The phrase that terrible beast

can similarly be recognized as the direct object of the sentence

whose deep structure is represented by this tree diagram.

This kind of relational information is derivable from tree

graphs by virtué of certain definitions laid down by Chomsky



(1965, 69-74). One of these definitions states that the subject
of a sentence is that noun phrase which is dominated by'the NP
- node whieh lies directly under the node S; another definition
.tells us that the NP node immediately dominated by the node VP is
the direct object NP node. Thus if a sentence is to have a deep
‘stfucture subject, in Chomsky's sense,.there must be a node NP |
which is immediately dominated by S; similarly, if the deep
struéture.tree of a sentence'does not contain a node NP which>is
"‘directly dominated by VP; then that sentence does not have a

direct object in Chomsky's sense.

The principal function of grammaticai relatioﬁs in'deep
structure, under the standard theory, is to direct fhe-process_of
-semantic interpretation. Without information |

| (1) That terrible beast was kilied by our mem-sahib.
concerning grammatical relations in deep-structure, we would be
-unable to determine whether it was the iady or Ehe tigef that
perished in the encounter described by sentence'(l). For purposes

of semantic interpretation, the fact that the.phrase that terrible

beast is the topic, or surface structure subject, of sentence (1),
is of little conseguence.
© (2) *Him was killed by she.

(3) He was killed by her.
Information about grammatical relations in‘sﬁrface structure_is
important in assigning the proper case features or morphemes to
" constituents in surface structu;e, as sentences (2) and (3):

illustrate, but the standard theory claims semantic relevance



primarily for grammatical relations at the level of deep structure.

Now Fillmore has argued that even at the level of deep struc-

ture, the grammatical relation terms subject-and‘direct object,

as defined by Chomsky, are inadequate to the heeds of a semantic

"‘theory for English. First, Fillmore (1966, 363) observes that

the deep subject of one seﬂtence may |

| (4) The door will open.l
(5) The janitor will open the door.

have the same semantic role as the deep object of another sentence.

In sentences }4) and.(5), for example, "there is a semahtically

relevant relation between the door and open that is the same in

the two sentences, in spite of the fact that the door -is the sub-
"ject of the so-called intransitive verb and the object of the so-
- called transitive verb";‘ To anticipate, the semahtié role of the
door in both these sentences-is what Fillmore terms the Objective
case. Evidently the distinction befween subject and object inb
deep structure does not always reflect é sehaﬁtic difference.
Otherwise put, if we retain this distinction in deep structufe,

then the semantic component will have to neutralize this distinc-

tion when it interprets pairs of sentences like (4) and (5).

On the other hand, Fillmore argues that both the
(6) a. The boy slapped the girl,

b. The boy fell down.

c. The boy received a blow.

d. The boy has a toothache.

e. The boy has blue eyes.
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f. The boy [= his appearanc§] shocked me.
(7) a. I smashed the pumpkin. |

b. I grew the pumpkin.

c. I like the pumpkin.

d. I imagined therpumpkin.

e. I made the pumpkin into a mask;'

£f. I made a mask out of the pumpkin.
subject relation and the direct object relation may correépond to
any of a number of distinc; semantic relations, depending on the
-verb and on other constituents in the sentence. Commenting on
‘ sentences (6) a—f,‘Fillmore_(1970, 252—253) Qrites: .fm.. the
semanﬁic role‘of deep structure subjects appears not td be univ-
‘ocal ... The involvement of the entity named by the>subject_NP oo
Lappears to be quite different in each case ... there appears to be
no common hotiénal property of 'subjectnéss' which sémantic
-descfiptions of these sentences can'eﬁpléit;"' Similarly, sen-
" tences (7) a-f are intended to show that "the direct object rela-

tion is not semantically univocal" (Fillmore 1970, 255).

To anticipate again, the subject NP the boy of (6) is seman-
' tically an Agent in (6) a, an Object in (6) b, a Dative or
Expériencer in (6) 4, and an Instrument in (6) f. The direct

object of (7) a-e, the pumpkin, is Objective in (7) a,vbut Facti-

“tive or Goal in (7) b. Each of these two grammatical relations,
then, hides a multiplicity of distinct semantic roles. To say of
the ﬁhrase the boy only that it bears the subject relation to

"each of the sentences (6) a-f is to obscure the diversity which
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in fact characterizes the relations between this phrase and its

containing sentences on the semantic level,

Subject Object Subject " Object

RRRRRR R. R, R, R
i j k 1 m n
Figure 2

Figure 2 providesra schematic summary of Fillﬁore‘s argument
thus far. He has presented evidence that the seméntic component,
in_mépping grammatical relatidnsiinto semantic ones, must on some
océaéions map the grammatiéal subject relation and the grammatical
'object relation into exactly the same seﬁéntic ro}é, say Ri.
.vMoreover, it appears that the subject relation may be mapped into
any of a half-dozen or so éeméntic roies, and the samebapplies to

the object relation,

Having shown that the mapping from grammatical relations to
semantic relations is neither one-to-one nor functibnai, Fillmore
proposes.to change the form of the base rules so as to mark the
semantic roles of constituents direcfly in deep structure. Deep
structures'will no longer contain subjects or objects in Chomsky's
sense, so no formal mechanism will be»needed.to map these graﬁ—
‘matical relations into the semantic roles, during the prdcess of
semantic iﬁterpretation. Specifically, Fillmoreb(1968, 24)

(8) a. S¥—>NP +-Aux + VP

b, VP~3>V (NP)

(9) a. .S—%'Modality + Proposition
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b. Proposition—V + Cl + ... *+ Cn
. proposes to replace the usual phrase structure rules (8) a-b with
the rule (9) a and the rule schema (9) b. Clearly,'no sentence

generated by Fillmore's rules will contain a subject in deep

structure, in Chomsky's sense, since by rule (9) a the node S

will never immediately dominate an NP node. Similarly, Fillmore's

base will not generate ‘any deep structure objects, since Chomsky
defined the object relation in terms of the node VP, and this

'4node will not appear at all in any of Fillmore's deep structures.

The rule schema (9) b calls for a little explanation. Each
of the Ci's in this rule schema stands for one or another case
symbol, representing one of the semantic roles. The schema tells
us that in a deep (case) structure, the node Prop immediately
-dominates the node V, followed by a string of one or mdre case
~symbols. No case symbol may‘occur'more than once directly under

a given Prop node.3

The list of cases now available for use in connection with
rule schema (9) b is as follows: Agent, Experiehcer, instrument,
Object, Source, Goai, Loéation, Time, and Path (Fillmo;e 1971,
42, 50-51). The order of cases on this list is significant; "the
left-to-right order of the cases in the deep structure represen-
tation of individual sentences" must reflect the order imposed by
this list, since in particular sentences it is "the leftmost noun
phrase in the list" which becomes the surface subject of the

séntence, via "the subject selection processﬁ (Fillmore 1971, 37).
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I shall have more to say about this "subject choice heirarchy"

in section II of this paper.

Fillmore's proposed changes in the structure of the base,
'énd in particular the introduction of semantic case nodes in deep
structure, seem to be offered as a reﬁedy foria defect which
VFiilmore sees in the treatment of semantics uﬁder ﬁhé standard
theory. Any semantic theory must,‘accoraing to Fillmore, provide
complete information about the semantic roles played by NP's and
',embedded S's, for any sentence in the language being described.
The grammatical relétions,defined in deep structure, .under the
standard theory, do not provide us with informaﬁioh on semantic
roles. Therefore, Fillmore seems to imply, we need to alter the
structure of the base so that deep structurés do provide informa-

-tion about semantic roles.

This argument assumes, quite withouf justification, that if
-the'standard theory cannot provide semantic role_information
simply on the basis of grammatical relations in deep structure,
theh it cannot provide such information at all. I wish to argue
that the standard theory can provide complete role information at
the_level'of semantic_repi:e‘sentation}5 Lexiéal readings for verbs
and prepoéitions, as well as grammatical relations, must be taken

into account in determining the semantic roles of constituents.

To argue this thesis in detail, it will be necessary to
examine Fillmore's definitidns for the various cases. First, if

I may proceed in violation of the subject selection heirarchy,
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consider the Experiencer case. This case is associated with verbs
describing "a genuine psychological event or mentél state"
(Fillmor¢‘197l, 42) . Formérly, Experiencers were considered to
"be in the Dative case, "the case of the animate being affected by
the state or action identified by the verb" (FillmbreA1968,'24),
_buf Fillmore (1971, 42) "no longer confuse [é] selection restric-

tions to animates with true case-like notions",

To identify Experiencers in semantic representations of sen-
tences, we must be able to recognize mental state ahd psycholog-
ical event verbs. Now as it héppéns, Katz has proposed a seman-
tic marker for verbs that seems admirably suited'tb this purpose.
VIn a-diséussion of the-verb chase, Katz (1967, 169)'observes that
in addition to being characterized as an activity verb, thié verb
imust have in its reading tﬁe’éemantic marker (Physical); to‘dis—
tinéuish éhasing from mental activities,‘such as thinkihg and
‘remembering. Thus it seems plausible td suppose that Vérbs which
Fillmore would describe as taking an Experiencef, will contain

the semantic marker (Mental) in a Katzian lexicon.

There remains the problem of deciding which argumeht of such
a verb is ﬁhé Experiencer, giving only a sémantic
(10) I saw the rock
(11) *The rock saw me.
representation of the kind envisioned by the standard theory.
'.The verb see tékes an Experiencer, but it also takes an Instrument
phrasé referring to the stimulﬁs, as in sentence (10).‘ We.hust

find some way to determine which NP designates the Experiencer,
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and it seems to me that Fillmdre‘s definition of the old Dative
~case affords a suggestion worth pursuing. From the'semantic
-anomaly of sentence (ll), it is evident that the»verb see requires
" that one of its argumenté be semantically anir‘nate..6 This fact

will be reflected in the lexical reading for see, in

[wp,ve,s]

(12) see, (Event)(Mental)(Visual)(Perception of X
- ' <<?hysicar\‘
‘object

NP, S '
by [‘ é J )
<§nimate:>
-

that the variable whose value is the semantic reading of the sub-

e

ject NP will have the selection restriction «&Animate™ under-

. neath it, as in (12). Violation of this selection restriction

results in the semantic anomaly of (11), where the semantic read-

"ing of the subject NP the rock does not include the semantic

marker (Animate).

‘It is likely that every psychological verb will have in its
lexical reading at least one argument that is.marked as obliga-
torily énimate. 1f, as.I suspect, éuch verbs have exactly cne
argument so marked, then that argument will usually be the Expe-
riencer in fillmore’s sense. Undér circumstances shortly to be
'deécribed, such arguments will be Agents. The verb add is al

psychological verb, for example, but its obligatorily animate

argument is an Agent rather than an Experiencer,

‘Next, let us consider how we might bé able to recogniie

Location and Time phrases, without benefit of cases in deep
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(13) The olive hit'the windshield
(14) The operation lasted two hours
(15) *The olive hit two hours.

(16) *The operation lasted the windshield.

structure., The Location case is examplified by the windshieid in
- (13), and the Time case by two hours in (14). The semantic
anomaly of (15) and (16) cails attenﬁion to the fact that not all
nouns are capable of appearing as heads of Location or Time
phrases. Within the standard theory, the natural way to explain
this fact is to posit (Timé) and (Location) as semantic markers, .
and to indicate that the verb hit réquires an object that includes
the mérker (Location) in ifs réading, on pain of semahtic_énohalf.

A similar analysis applies to the verb last, and to'prepositions

like during, before, after, behind, ihside, under, etc. Location
-phrases, then, will be NP's that are required to be semantically
~locative by the lexical reading of the verb or.preposition

-involved, and similarly for Time phrases.

- Agents and Instruments are both associated with causative
Vérbs. The Instrumental case is “the—caSe of the immediate cause
of an event, or, in the case of a psychological predicator, the
'stimulus', the thing reacfed to" (Fillmore 1971, 42). In former
days, an Agent was defined as an animate cause, and an Instrument
as an inanimate cause, but as I indicated above, animacy is no
longer allowed to play a rolé.in defining the cases. Fillmore
(1971, 43-44) suggests that we might define the Agentive as the

.case of the principal cause of an event, but then he givés several
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reasons for rejecting this proposal, and lets the quéstion dfop,
without coming to any conclusions about the propef defihition of

this case..

The amorphous character'of Fillmore's present position in
regard to the Agentive case makes it difficult to tell what would
vcéunt as a satisfactory definition of this case within the vocab-
ulary of the standérd theory. Nonetheléss, I believe that it is
possible to make a beginning on the task, and the felated job of
‘devising a way to recognize Instruments. The semantic marker
(X causes ...) has established itself in the vocabulary of Katzian
seﬁantiCs, and whenever thié marker appears in the semantic read-
ing for a verb, it ié gafe_fo cénclude that the value of the
yariablé X will be the reading of an NP or S whiqﬁ is iﬁ either
the Instrumental or the Agéntive caée;_ Moreover,. whenever this
>variable is marked to require a value which includés the éemantic
marker (Animate), we may feel quite confident.in'concluding that
we are dealing with the Agent case, and hot fhe’Instrumental. T
would furthef conjecture that whenever the value of the variable

“includes (Animate) as a matter of fact, then the phrase in ques-

tion has an Agentive reading (perhaps in addition to an Instru-

mental reading).

There ié, of course, another appréach which the standard
theory could take to the problem of distinguiéhiﬁg Agents from
Instruments. The apprdach I have in mind is highly ég'&gg, and
represehts no insight into the nature of‘agency beyohd.thoéé

provided by Fillmore's theory. Nonetheless, this "brute force"
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approach serves to illustrate a general formal point which has

some significance, I think. To identify Agents, we might first

introduce a new semantic marker, (X do), into the standard seman-

tic theory. This new marker is to be slight;y stronger than the
marker (X cause), in some unspecified way. We then write the
lexicon in such a way that the arguménts of (do) are always

- Agents in Fillmore's grammar, and conversely. The formal point
to be made'is that any case notion. can be defined over Katzian
semantic representations, simply by introducing a suitably con-
strainedrnew semantic marker. Whatever the insights of case
grammar may be, these insights can be captured with no change in
the structure of the base, and in particular; with no case sym-

bols in deep structure.

The Source, Goal, and Path cases seem to me to be adjuncts

of process verbs of motion. For this

[xp, g

(17) open, - [;_Ngj ; (Condition) ( X closed at
. Barrieﬁ> . time t),
[we, €]
eeary (Condition) ( X open at t + n)
' Barrier>

reason, it may be worth our while to look briefly at the kind of

‘lexical entry'used for process verbs, under the standard theory.
7

The intransitive verb open has a lexical entry roughly like (17);

the process of opening is represented as a sequence. of conditions

or states, beginning with a state in which some barrier is closed,

and ending with a state in which that barrier is open. Each stage

M

W
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of the process is ordered in time with respect to the other stages,

by means of a time variable.

Fillmore (1971, 41) states that Source and Goal may be inter-
éreted as "earlier and later locations, earlier and later states,
or.earlier and later time points", depending 6n the vérb in the
-sentence. An embedded sentence in the Goal case may'identify
"the resulting state or event in a causative construction"
(Fillmore 1971, 42). Goal is also "the end-result rqle of a

" thing which comes into existence as a result of the action iden-

tified by the prediéator,_as in I wrote a poem" (Fillmore 1971,
42).
(185_ He walked from the dormitory to the chapel.’
Sentence (18) provides an example of a locational Source

-phrase (from the dormitory) and a locational Goal phraée (EQ the

chaEél). Under the standard theory, tﬁefsemantic'readings for
 these two phrases would contain time variables. For example, the

reading for from the dormitory might contain simply'the variable

t, whereas the feading for the phrase to the chapel might contain

the time variable t+n. Since E<:t+n, the time variables in the
readings for these phrases makes it clear that the walker referred

to was in the dormitory before he was in the chapel.

The device of time variables does not suffice, however, to

identify from the dormitory as a Source phrase. 1In a sentence

with the verb walk, a Source phrase identifies the location (or
time) at which the walking begins, and for all the time variables

have told us thus far, the walker of sentence (18) was already in
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transit when he passed through the dormitory; To idéntify
the dormitory as the initial point of his walk, we must look
at the semantic representation of the sentence as a whole.
Since walk is a process verb, the semantic representation
for the sentence will be a sequence of state descriptions.
And just as (17) shows an initial state in which some
barrier is éloséd, so the semantic interpretatibn for (18)

will show an initial state in which the walker's location

- is the dormitory. What brands from the dormitory as a

Source phrase, then, is the fact that its semantic reading
appears in the first of the state descriptions which make
“up the semantic representation for the whole of sentence

(18) .
(19) I persuaded him to fill my tank.

Another kind of Goal is exemplified in-sentence (19),

where the clause underlYing him to fill my tank is the

complement of the causative verb persuade. Now the.semantic
reading for persuade, under the standard thedry; will surely
contain the semantic marker (X causeé Y), and the variable
- Y in this reading will be replaced by the éemantic reading

for the underlying clause he fill my tank. But once the

"reading for this clause has taken its place as an argument
of the semantic marker (X causes Y), we know that this

clause is a Goal, by Fillmore's definition.
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[wp,ve, ]

(20) write, + L_;NP i ( X did not exist before t)

<{Inscriptiony

- e, €]
( X

& produces symbols dn a surface at t)
<Humard :
[ve,ve,s] | A
causes ( X exists after t))

" {Inscription>

Finally, consider Fillmore's last kind of Goal, the kind

- exemplified by a poem in I wrote a poem. The semantic inter-

pretation of this sentence will be guided by the lexical
reading for the verb write, given in crude form above as (20).
An inspection of (20).shows that the sementic reading for the
direct object of write (in fhis case, a poem) appears'twice
in the semantic_repreeentation of the sentenee. Once, the
semantic reading for a Eéem,appeare in the context ... did

not exist before t; later, the reading for a poem occurs in

the context ... exists after t. Thus the semantic represent-

ation for the sentence I wrote a poem tells us that the poem

is "a thing which comes into existence as a result of the
action identified by the:predicator" (Fillmore 1971, 42).
Every kind of Source and Goal recognized by Fillmore ean thus
. be identified on the basis of information proVided by semantic

representations under the standard theory.
As one might suspect from its name, the Path case is

(21) He walked down the hill across the bridge through

the pasture to the chapel.

B
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used with verbs of motion; Fillmore (1971, 51) gives as an

éxample'the phrase down the hill.across the bfidge through

the pasture in sentence (21). This phrase gives us a

tempdral sequence of locations within which the activity
~of walking took place, and this sequence can.easily be

- _represented through the use of the format fof representing
the seéuence of stages in process verbs. An NP is in the
Path case, then, just in case it gives the location within
which motion takes place;.withoutvimplying that the motion
- began or terminated there. (Initial and final locations

“are Sources and Goals, respectively.)

This leaves only the Objective éase, and by Fillmoré's
(1971; 42) own admiséion, this is a wastebésket case. This"
-means that if an embedded S or NP is not in any of the other
cases already defined, then it is an OBject. But since we
already know how to reéognize all the_other'dases,'we can
easily identify Objects as well. If an NP 6r S doeé.not
belong to any of the other cases, we know that it belohgs

in the "wastebasket" Objective case.

FillmQre argued sucdeszully thét the grammatical
relations defined by standard deep structure representations
do not_suffice to provide complete information about the .
semantic roles of constituents. We have just seen, however,
that standard semantic representationé érovide just as much
information about semantic roles as isvprovided'by Fillmore's

deep structure graphs with case nodes. Thus far we have
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found no reason to suppose that the use of cases in aeep
structure will remedy.any deficiencies in the sehantic}i‘
»theory associated with the standard theory of transform-
ationalvgrammar. I wish to now argue that the theory of

case grammar meets with certain semantic difficulties that

do not attend the standard theory.

(22) a. John smeared paint on the wall.
b. John smeared the wall with paint.
(23) a. Bees are swarming in the garden.'

b. The garden is swarming with bees.

Sentences (22) a and (22) b receive the same case
strdcture, according to Fiilmore (1968, 48). There is),

however, a semantic difference between these two sentences.
(24) Most of the wall didn't get any paint on it.

' Sentence (22) a is logically consistent with (24), but

(22) b is not consistent with (24). Similarly, sentences
>(25) Most of the garden has no bees in it.

._(23)_a—b are derivéd from identical case sﬁructﬁres, but
(23) a is consistent with (25), while (23) b is not. Steve

" Anderson (1971, 389) describes this semantic difference by
saying that the Locative phrases in (22) b and (23) b
receive a holisticvintérpretation; in (22) a and (23) a,

the interpretation of the Locative phrases is partitive.
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On the basis of (22) and (23), one is tempted to think
~that a Locative phrase receives a holistic interpretation
if and only if that phrase'occupies either the subjéct

position or the direct object position.8 Anderson (1971,

~ (26) a. The press secrétary read his prépared speech.
b. The press secretary read from his prepared
| speech.
(27) a. John painted Bill's portrait this morning.

b. John painted on Bill's portrait this morning.

391} provides some examples that show that the relationship
between holistic interpretation and grammatical relations

is not limited to NP's in the Location case. Presumably

his prepared speech is.Objective'in both (26) a-b, but this
-phrase receives a holistic interpretation only in (26) a,
wheré it functions as the direct object. The Goal phrase

. Bill's portrait in (27) a-b receives a holistic interpret-

~ation only in (27) a, where it occupies the object position..

Now case grammars treat grammatical relations as

surface phenomena, so it is natural for Fillmore (1968,

48-49n) to suggest that holistic interpretations be'assigned'

by some process of surface structure interpretation.

(28) The garden is where bees are swarming.

(29) It is bees that the garden is swarming with.9

However, the generalization formulated one paragraph back
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is-false in both directions, at the level of surface struc-

ture. In sentence (28), the garden does not receive a

holistic interpretation, thoﬁgh it is the surface subject

of the sentence. 1In (29), the garden is in neither subject

nor objéct position in the sentence, but still it requires
a holistic iﬁtérpretatioh. Other sentences cited by
.Anderson (1971, 388, 390) suggest that no generalizafion
about holistic interpretations can be stated in terms of

grammatical relations in surface structure.t0

We have seen that the semantic difference between (22) a
and (22) b cannotvbe systematically accountéd for in deép‘
strucﬁure, nof in sufface structure, under the theory 6f‘
case grammar. Anderson (i97l, 395) argueS'that‘there is

only one level in the derivation of sentences at which

Fillmore dan,sfate the appropriate generélization. " This
levei can be defined as the output of tﬁe transformation
" which fréely selects either paint or the wall as direct

object, in the sentences of (22).ll Let us call this trans-

formation the object selection rule, énd let us ask whether

the grammar of English ought to contain'this rule.: If there
are .good ieasons to rejecﬁ‘this rule, theﬁ case érammar will
be deprived of the only level at which it is pdssible to

assign holistic readings correctly.

SteVe Anderson (1971, 393-395) notes that while smear

undergoes the object selection rule freely, there are other
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(30) a. *John covered jelly on the slice of bread.
b. John covered the slice of bread with jelly.
(31) a. John threw paint on the canvas.

b. *John threw the canvas with paint.

verbs which do not. Like smear, both cover and throw take
-instrumental and Locaticn adjuncts. The Instrumental
argument of cover cannot be chosen as object, howevér; and
the Locative argument of throw is similarly barred'from
objecthood; witness sentences (30) a and (31) b.. As long
ésga grammar contains Fillmore's object selection rule,
co&er and throw will have to be marked in tﬁe lexicon as
exceptions to that rule. By including this rule in the
grammar, Fillmore compiicates the lexical.entries‘for |
certain verbs. This complication can be eliminated by

handling object selection in the base.

We have just seen that there are syntactic grounas for
having direct objects in deep structure. There is also a
semantic motivation for this, qf course; we saw earlier that
holistic and partitive intefpretatiohs can be predicted by
a very simple rule, if that rule can refer to grammétical
relations as defined in deep structure. Anderson's papexr
’ shows that holistic and partitive interpretations cannot
be assigned on the basis of any well-motivated lével of

syntactic representation in a case grammar.

Before going on, I should like to discuss a certain

bbjection which might be made to Anderson's argument. If
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we drop the rule of object seiection, aﬁd assuﬁe that the
object;of a sentence will always be indicated in deép
structure, this means that the lexicon will have to conf
tain two lexical entrieslfor the verb smear. One of these
"two" verbs will take a-locative object, and the other will
-not.' Presumably, there are many'verbs like smear. Con—
sequently, the lexicon will (under Andefson's énalysis)
’cdntain many "elaborate and unexplained exampleé of hdmonymy",12
. Otherwise put, this argument charges Anderson with treating
every verb as irregular’in respect to the object selection
process. Fillmore's analysis at least has the virtue of

treating some verbs as regular, even if cover and throw

turn out to be irregular.

This objection, like Andersénfs argument, appeals to
our concern for simplicity in linguistic descriptions.
According to the objection, a case grammar éf English 'is
better because it is shorfer (has less_lexiCal entries)
than a non-case grammar. But accordipg to Cﬁomsky‘(l965,
42—44),.the complexity (length) of a rﬁle ougﬁt‘to reflect
its naturalness from a psychological point of view. Long
rules ought to be more difficult fo iearn, and to use in
- speech production and perception, than short rules. If
Fillmore means for case grammars to have psychoclogical
reality, then it may be appropriate to choose between
Fillmore's analysis and Anderson's by means of psycho-
lingﬁistic experiméntation, rather than by appeals to

simplicity.
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Unfortunately, it is difficult to say just whatvssrt
of expérimentation wouldibe relevant tora choice between
these two analyses, because ?illmbre has so far as I know
never made it clear justiwhat sort of psychological réality
he claims for case grammars, and for his version of univer-
- sal grammar. I wish to aiscuss two possible positions on
this issue, which Jerry Fodor (1971) terms the stroné.
psychological reality position and the weak psthological
rsality position. I shall argue that if Fillmore holds
- either of these two_positions, then psycholinguistic con-
»sidsratidns can in principle be brought to bear_onbthe choice
between Andersonis analysis‘aﬁd Fillﬁore‘s. Oof sourse; if
Fillﬁore,does not claim psychologiCal relevance for case
grammars, -or only some very weak sort of psychological .
"relzvance, then the psychological considerations I point

out will be altogether beside the point.

Accérding'to adherents of the "weak psychologiéal
reaiity" position, a hearer understands a sentence by
cbmputing the structural descriptions of that sentenée,
but the speaker does not necessarily use the rules:of the
grammar in computing this structural descfiption. On this
view, a speaker must determine the case structure (deep
strﬁcture) of a sentence in order to understand the sentence,
but perhaps he does this by‘means of a set of heuristics
that operate on surface structures. On the other hand,
~those who hold a "strong psychological reality" position

believe that speakers understand sentences by computing
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their structural descriptions, and that this computdtional
process 1is carried out by applying the rules of the grammar.
Analysis-by-synthesis models of speech recognition thus

embody the "strong psychological reality" position.

Suppose, now, that Fillmore accepts a strong view of
the psychological reality of grammars. Anderson's argument
showed that covervand throw have more complex leXicali
entries than does smear, since these vefbs (unlike'smear)
vimpose idiosyncratic constfaints on the application of a
>certein transformation rule (viz., object selection). Since
eoﬁer and throw exhibit these transformationel irregularities,
sentences containing these verbs ought to be harder to under-
stand than sentences containing regular Verbsilike smeer, all

other things being equal.

Anderson'e analysis, coupled with a'stroﬁg view of.
;psychological reality, yields an opposite prediction.. For
smear eppears twice in the lexicon, whereas cover and throw
each appear only once. To determine the meaning of arsentence
containing smear, a hearer mﬁst decide which of the two
e_lexical entries for this Verbvis appropriate tovthe.inter—
pretation of the sentence in question. On some occasions,,
-he might happen to guess right on his first attempt. Such
good luck is not to be expected all the time, hoﬁever.
Indeed, it might be possible to induce wrong first guesses,
by exp051ng subjects to sentences with verbs like cover,

then to a sentence in which smear has its throw-like meanlng
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If we adopt the "strong psychological reélityf-view, then

- Fillmore's grammar predicts that cover and throw wiil pose
greater difficulties to the hearer than smear; Anderson's

proposal, on the contrary, predicts that sentences with

. Smear will on the whole be more difficult to process than

sentences with either of the "univdcal“ verbs, cover'or

throw.

Now let us suppose that Fillmore holds the_wéak view
‘discussed by Fodor. Thié means fhat only structural des-
criptions, and not grammatical rules, have psychological
feality, and the difficulty in understanding a sentence
depends on the degree of divergence between éurface struc-

" ture and deep (case )-structure.r Now according to Fillmore,

: Goal phrases associated with smear, cover, ahd throw, do not

appear in postverb positionrin deep structure; rather, it
is the Instrument phrase which occurs immediately to the
right of the verb in deep.structure. Thus sentences con-
taining throw have the same order of ;onstitﬁents in surface
structure as in deep structure. The same is true of sén;
tences with smear to.whiéh the object selection rule has
not applied. Surface structure and deep structure show
different constituent order, thever, in sehtences con-
taining cover, and in sentences with smear to which the
object selection rule has (optionally) applied. On a
"weak psychological reality" view, then, Fillmore's

analysis implies that sentences with throw should be
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easier to understand than sentences with cover, and that
untransformed smear sentences should be easier to under -
stand than sentences with smear to which the object selection

rule has applied.

On the same view of psychological reality, Anderson's
"aﬁalysis implies that there will be ﬁo diffefence in
perceptual complexitj betﬁeen the two uses of smear, and
no difference between sentences with covér and sentences
Wifhvthrow. This is because Anderson does not poéit any
éingle order of constituents in deep structure. Rather,
éﬁrface constituent Qrder»conforms to deep cbnstituent-'
order for cover as weil as for throw,‘and for.both'useé of
smear. Fbr Anderson's analysis, the»cleavage is still
,‘between smear on the dne hand, and covér éﬁd throw Qn‘ﬁhe
other. This is because cover and throw.both occur in only
one kind of deep structure, ﬁhereaé smear may appear in

either of two kinds of deep structure context.

Whether Fillmore adopts a strong or a weak view on the
psychological relevance of grammars, then, his analysis
yields psychological predictions which are incompatible wifh
the psychoiogical claims which are implicit in Anderson's
analysis. Sd far as I know, there is no evidence available
to deéide the issue, but since such evidence is in principle
available, an appeal to simplicity seems somewhat slothful,

. . . , 13 '
if not downright 1rrelevaﬁt., , _ 7 ’%7//, ‘\\
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We have seen.that the semantics of the standard theory
is able to determine the semantic roies of constituents, in
Fillmore's sense, and that the theory of case grammar is not
able to provide an adequate treatment of the distinction
between holistic and partitive Locatives. I wish now to
argue that certain entailment relations can be handled in

case grammar only at the cost of added complexity.

The entailment relations I have in mind are of two
kinds. Some of them involve Agentive and Instrumental
phrases; the others arise out of Goal phrases of the kind
which Fillmore used to call Factitives. Cauéality is part

(32) a. Heleh broke the window.

b. Helen caused the window to break._

(33) a. The ball broke the window.

b.  The ball caused the window to break.

of the definition of both the Agentive and the Instrumental
case. Since Helen is Agentive in sentence (32) a, this

sentence entails (32) b; and since the ball is Instrumental

in (33)a, (33) a entails (33) b. The Goal case is defined

(34) a. I wrote this poem today.

b. This poem did not exist before today.

to include NP's designating objects that are sald to come
into existence as a result of some process. In sentence
(34) a, this-poem is a Goal of this kind, and of course

(34) a entails (34) b.
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Now under the standard theory, the semantic reading
for transitive break will play an important part in pre-

dicting the entailments from (32) a to (32) b, and from (33) a

[ve <]

(35) break, + [__Nﬁ] A X causes

Physical . Physical

_object event

: - [wp,vp,s] ,
((Condition)( X "~ whole at time t), ...,
<:;Physical -
object
[vp,vp,s] .
(Condition) ( X broken at t + 2)}~)

<<:Physical::>

.. Object

“to (33) b. 'This‘lexical reading will indicate that in

. sentences where break is used transitively, the subject of
the sentence is said to cause a certain process to take
place. By inspecting the sequence of condiﬁions or stages

' spelled out in (35), we see that the process is one in which

a phy51cal object starts out whole, and ends up broken.

[ve, s]

(36) break, [: NP] (Condition) ( X whole at t),

<:Physical
object

tNP ,SJ

eeey; (Condition) ( X broken at t+n)
Physical
<: object:>_
Consider next the lexical entry for intransitive break,

which is given above as (36). The semantic marker (X causes

Y), which appeared in the lexical entry for transitive break,
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is conspicuously absent'from (36) . However, (36) is vir-
tualiy a éarbon copy of the process portion of (35); both
verbs describe a sequence of conditions, the first of which
involveé a whole object, and the last of whiqh involves that

same object in a broken state.

Looking back now to (32) and (33), we notice that the
surface verb cause occurs in sentences (52) b and (33) b,

along with the intransitive verb break. Consequehtly, the
(37) Helen causes ((Condition) (The window whole at t),
ceey (Cohdition)(The window broken at t+n))_

the semantic representation of (32) b will be rather iike
" (37). But now consider (32) a. This sentence contains |
PEEEE_in its transitive sense, and»according to (35), the
semantic marker (X qauseé Y) is part of the meaning.of |
transitive break. Consequently, even though (32) a does

not contain an occurrence of the surface verb cause, the

semantic representation of (32) a will be very much like

(37).14 The standard theory thus predicts the entailment
froﬁ (32)‘3 to (32) b in terms of the close similarity 7
between the sémantic representations of these two

sentences.

)
Mo
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//’////71\\\\\ 7 ,/’///ffi\\\;\\;.
A% ? 0 A% A ' G
NP /75\\\\\\\ NP
break 4 Helen the window \" 0]
Figure 3 NP

cause Helen break the window
- Figure 4

How might a case grammar account'for the fact that
(32) a entails: (32) b? ({The entailment from (33) a to (33) b

- can presumably be handled, mutatis muténdis, in the saMe way.)

I‘shall assume that the case structures of (325 a-b are
roughly those given in Figures 3 and 4, respeétively.15

Now é natural way to proceed would be to devise some ;ule
for converting Figuré 3 into a structdre reSembling'Figure
4. Specifically, this new structure should contain an
~explicit occurrence of cause (or the associated semantic
marker), just as Figure 4 does. Since Fillmore is inclined
to define the Agentive case partly in terms of causality,

it is also natural to suggest that this rule of semantic

interpretation be sensitive to the presence of Agent nodes.
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The detailé of this rule need not cohcern us. The
point is simply that-some such rule is needed. Fillmore
has given us some informal remarks about Agents, Instruments,
‘and causality, but in order to predict the entailments in
question here, some additional formal apparatus is needed.
This formal apparatus must be reckonéd in the cost of
adopting the thebry of case grammar. In the standard
theory, these entaiiments are predicted without the need for
any special interpretation rules, just as subjects and
objects are selected without the need>for subject and object
selection transformatidns. The use of cases in deep struc-
Eure thus éppears to require the additionAof extra semantic,
as well as syntactic, paraphenalia. This suggests that the

cases obscure, rather than clarify, linguistic structure.

A case grammar also needs an extra‘rule of seméntic
interpretation in order to capture entailments of certain
sentences containing Goal phrases. For example, sentence
(34) a above contains a Goal phrase (this Eggm) of the kind
Fillmore used to call Factitives, and for this reason,

(34) a entails (34) b. Presumably the case structure for
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.
Mod Prop

\% A G T
Tns \

Past write I this poem Today ‘

Figure 5

/S\
" Mot : ' Prop
v 0

Nl
N e

Neg'Past exist this poem before today

Figure 6

sentence (34)a can be represented by the tree graph of Figure
5, and the case structure of (34) b by the tree in Figure 6.
Now the entailment relation between (34) a and (34)7b must‘

be predicted in some way, but ag they stand; Figures ‘5 and 6
~surely do not make it obvious that such an Entailmeﬁt.rélation

holds. To exhibit the entailment rélatibn, we mustipresumébly



38

‘show thaf the case structure of (34) b is7derivablé ffom the
case structﬁre.of (34) a in some way.16 But the rule for
carrying out such a derivation must be quife_complex, fér
note how different Figufe 6 is from Figure 5: The verb bf
Figure 5 has been replaced in Figure 6 by another verb al-
together; the Modal constituent of Figure 6 containé a
Negation element not to be found in Figure 5; the Time
phrase of Figure 6 contains the preposition before, which
was absent from the Time phrase in Figure 5; and the Agent

phrase of Figure 5 disappears from Figure 6.

Figures 5 and 6 différ more radicallf than do Figures
3 and 4, whiéh we examined a moment ago. It would appear,
then, that the semantic rule we need for predicting the
contraexistential entailments of sentences with factitive
Goal phrase§yAhust be more complex than the rule needed to
preaict the entaiiments of sentences containing Agents and
Instruments. Fillmore does not seem to have appreciated
 the need for‘either of these semantic rules in a case grammar.
Within the standard theory, however, no exﬁfa machinery is
needed to show that sentence (34) a entails sentence (34) b.

[we,ve,s]

(38) write, + [__Nﬁ] R X . did not exist before t; .
‘ - <Inscription>

J:NP 5
& {( X = produces symbols on a surface at t)

<Human>>-

causes (7 [ﬁP,XP,S]

exists after t))
’-'<:Inscription:>
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For recall the lexical entryAfor the verb write, given above
. as (20) and repeated hefe for convenience as (38). Adcording
'to_(38), sentences having write as their main verb receive
semantic representations which have the form‘of a conjunc-

_ tion of two semantic structures. The first conjunct of
'theif semantic representations ié always a réading for a
contraexistential statement, such as (34) Db. Iﬁ explaining
the entailment from (34) a to (34) b, then, the standafd
 theory appeals to the semantic representétions éf these
sentences, and to the rule of simplification: from a
statement of the form pgg, to infer a étatement of the

form p. This rule of-inference is of course familiar from

the sentential calculus.

In summary, the seﬁantic case for case does hot éucceed
in impeaching the standard theory,_since all the semantic
information provided by case labels is also available in
the semantic representations generated under ﬁhe standard:
theory. On the other hand, the standard theory is con-
spicuously better than case grammar at predicting whether
a given Locative (or Objéétive, or Goal) phrase is to
receive a holistic interpretation. Caée'grammars are also
at a disadvantage in accounting for certain entailments of.
sentences containing Agents, Instruments, and Goals. To
exhibit these entailments, a case grammar ﬁust be supple-
mented by (presumably univérsal) rules of semantic inter-

pretation that are not needed in the standard theory. On
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balance, the semantic evidence seems to weigh against case

grammar, rather than in its favor.
II. CASES IN SYNTAX

In this section, we shall consider four syntactic

- arguments for éase grammar. First, Fillmore (1968, 31)
has argued that in a cése grammar, it is possible to
eliminate Lakoff's (1966) feature'[istétive], withoutb
losing the insights statable in terms of that feature.

" Second, Fillmore (1971, 3?) maintains that there is a
uniVersal‘relationship between the'cases appearing in a
sentence, and thé normal éhéiéé of surface subject in thaﬁ
séntence. Third, Fillmore (1968, 15) appears to tegafd thé
assignment of prepositions and other surface case markefs |
as a task for which case grammars afe Qarticularly Well
suited. Finally, Fillmore (1968, 29—30)‘argues that case

. grammar permits certain economies in the lexicon.

With regard to stativity, Fillmore (1968, 31) inguires
“Whether Lakoff's features are primitives in the lexical
entries for verbs, or whether they permit reductioh to
case concepts". He suggests that rules sensitivé to non-
stativity may just as well be stated in terms of the
Agentive case. "The transformation which accounts for the
'true imperatives' can apply only to sentences containing
A's", and the selection of a Benefactive phrase, or of the‘
. Progressive aspect, is permiséable only in Sentenceé con-

taining Agents, Fillmore suggests.
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I wish to present three arguments relating to this
suggestion. First, I shall argue that if non—stétivityA
can be defined away in terms of the Agentive case; then
the standard theory can also do without the feature
VIistativgj in its lexical entries fotr verbs. Second, I
sﬂall present several counterexamples to the claim that
non-stative verbs ‘are able to take Agentive argﬁments.
Finally, I shall cite some evidence whicﬁ suggesté-thét
- the feature Eistativé]. does not play a role in the
grammar of English; if this is correct, then it is no
vi¥tue for a theory to be able to define this feature

_away .

Let us assume for the sake of argument that. there
are'impoftant generalizatibns.to be stated in terms of
thé feature _[istative] 4, and that these generalizations
. can alsé be stated in tefms of ‘the presénce or absencéléf
an Agent phrase in a sentence. This will count in favor
of the theory of case grammar, and against thé standard
theofy, only if the standard theory is compelled to ipf
corporate [istative] as a primitiﬁe term. But in
section I, we noted that the Agentive case was in part
'définable in terms of the semantic marker (Cause), and
I conjectured that if a verb contains this marker in its
lexical reading, then that verb can have an Agentive

. . . 17
argument. Let us assume that this conjecture 1s correct. .

What followé, then, is that a verb is '[—stativé] - just in
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case its semantic reading includes the semantic marker (Cause).
The standard theory can use this semantic marker to dispose
of Lakoff's feature, just as case grammar uses the Agentive

case to define the feature away.

It may be objected that transformations, such as imper-
ative formation, cannot be stated in terms of a semantic
marker such és (Cause): Semantic markers‘are not, after
all, part of deep structure, and transforﬁations are gen-

 era11y thought to apply to uninterpreted deep structures.

Katz (1970, 231), in discussing the controversy between
generative and interpretative semantics,rhaS»argued that the
standard theory is "independent of any claims about the type
of information transfqrﬁations utilize". He points out that
7under the standard theory, "transformations can be written
that'apply'either to underlying phrase markers or seman-
tically interpreted underlying phrase markers, and the
process of transformational development can be made log-
ically posterior to the process of intérpreting underlying
phrase markers". If néed be, the standérd theory can define
awaf the feature [istativé] . All that is needed is a
definition of the Agent case, in terms of semantic markers.

Such a definition was sketched in section I.

But as it turns out, Fillmore was mistaken in supposing

.. : . 18
that non-stativity could be defined as presence of an Agent.

Several of Fillmore's favorite verbs are counterexamples to
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‘this claim. One of the principal marks of a non-stative

verb is its ability to occur in true imperative sentences.

(39) Die gloriously for'thg'fatﬁerland.

(40) Fall on your knees when you approach the emperor.
(41) Rotate quickly dn the ball of your left foot.
(42) Don't break when they question you.

(43) 1Imagine the Joily Green Giant dressed ds Santa.

(44) Don't believe a word the recruiter told you.

Sentences (39)-(44) éppear to be £rue imperatives, yet
the. verbs involved do not have Agentive arguments, even in
deep structure. 'Qig différs from Eill, accordinq té Fillmore
(1968,30), precisely in that die cannot take anrAgent; whereas
kill can.  However, die is [—stativel_ by two tests. Sen-—

“ter~e (39) 1is an imperative,‘and it also contains a'Béne—
factivé phrase. Fall, in (40), is a vérb of motion, and

: since "the Object caserié that of the entityiwhich moves"‘
(Fillmore 1971, 42), the deleted subject of (40) is Objective
rather than Agehtive. Similarly, the intransitive forms of
rotate and break, which occur in (41) and (42), do_not take
Agents, but Objectives. Finally, imagine and believe, Whiéh
Qécﬁr in (43) and (44), are psychological-state verbs, and

as such they take Experiencer subjects, not Agents.

We have just seen that verbs may be non-stative, with-
out taking an Agentive argument, and presumably without
having the semantic marker (Cause) in their readings., This

shows that case grammar is not able to define away Lakoff's
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feature in the way Fillmore suggested, and that the étandara
theory cannot use (Cause) to do the work.of this'feature.. |
I wish now to argde that the feature [iﬁtativ%] cannot be
~used to do all the syntactic work Lakoff had in mind for it.
Lakoff posited this feature in order to account for,the
occurrence of nine or so different phenomena, which he
believed to be related. He cited evidence to sﬁow that if
a verb could appear in true imperative cdnstructions, then.
it could also appear in the Progressive aspect, with Bene-
factive phrases, with the do-so consﬁruction, etc. He
fufther hypothesized that if a particular verb rejected_

one of these constructions, it rejected them all.

Closer examination reveals, however, that verbs do not

always accept or reject these construdtions as a block.
(45) ,*Ben is believing what the recruiter told him.

Sentence (43) shows that believe can occur in true impera-
tives, but believe rejects the Progressive aspect, as
illustrated in (45). Another verb that seems to share

these properties

(46) a. Don't despise the gypsy's advice.

b. *I am despising her suggestion.
is despise (cf. (46) a-b), and there may be others.

Mike Harnish (personal communication) has pointed out

a class of verbs that violates Lakoff's'hypothesis in a



different way. Certain success verbs behave .like non-—

. statives

(47) Judy found a gem, and Horace did so too.
(48) Carl discovered the proof, and Susan did so too.
- (49) *Judy is finding a gem.

(50) *Carl is discovéring the proof.

with respect to the do-so construction, but like statives,
they reject the Progressive aspect. As we can see from

(47)-(50), find and disdover are two such verbs.

The existence of verbs like believe and find shoWs
that a single feature is not enough to account for the
" behavior of verbs with respecf to the imperative, Bene-
- factive, ProgreSsive, gé—gg, and other constructions.
These constructions are apparently not as closely reléted
as Lakoff at first thought. But the utility of [istaﬁive]
depends heavily on the supposition that‘éllvthese construc-—
tions are closely related. Even.if Fillmore's case-theoretic
definition of non-stativity had been valid, it would not have

constituted a particularly impressive vindication of case

grammar .

We turn next to Fillmore's claim that the process of
subject selection is predictable in terms of a universal
case heirarchy. If the standard £heory is unable to cap-
tﬁre'the,generalization underlying- this claiﬁ, and if the

claim is true, then case grammar would enjoy an advantage
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ovér thé standard theory} I shall argue that it is possib1e
to state Fillmore's-hypothesis abdﬁt the‘case-heirarchy,
using terms available in the standard theory. I shall also
point to some rather dubious implications of the heirarchy

hypothesis.

The case heirarchy is a ranking of the cases, ih'which'
the Agentive is the highest-ranked case.._The Experiencer,
Instrumental, Objective, Source, Goal, Location, Time, and
A Péth cases follow, in that order. Fillmore's heirarchy
hypothesis states that ordinarily, -the constituent with the
highest-ranked case becomes the subjeét in surféée structure.
Thus if a sentence contains an Agentive phrase, that phrése
is normally chosen as the subject, whatevef other cases may’
-be present in the sentence. This is because an Agent'out—
ranks évery other case. If a,sentence-has_an Expefiencer,
bﬁt‘no Agent, then the EXperiencerfis the moét likely choice
for subject, and so’on. If we do not choose the higﬁest—
ranked NP as subject, then we must indicafe this deviation

by using a passive verb form, in English and many other

languages.

At first glance, this hypothesis does not appear to be
statable within the standard theory. The standard theory
recognizes neither cases nor the subject selection rule,
but this hypothesis concerns the rela£ionship bétween cases

and the subject selection rule. But semantic interpretation,

in the standard theory, includes a process which is roughly
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the invérse of the subject selection process. Fillmore's sub-
ject selection rule takes an NP with a particular seméntic
‘role, and moves that NP into subject pcsition. Semantié inter-
pretatidn, on the other hand, operates on the'semantic reading
of the subject NP in a sentence. The subject NP reading is
moved into a particular spot in the lexical reading of the
verb, and as we saw in section I, the semantic role of'the
subjéct is determined by the position it ‘comes to occupy in the
~lexical reading of the vérb. Arguments of theksemantic marker
(Cause) are either Agentive or Iﬁstrumental; obligatorily

animate arguments of (Mental) verbs are Experiencers; and so on.

' The-place in a verb réading where the subject NP reading
'belongs is marked by means of a categorized varlable. In
(35), for example, we saw that the lexical entry for transx—

| | e, <]
tiVe break starts out: "(( X - . causes...“

<:%hysical Physical

' object \/ event s

The subject-relation sign, . [yP S] above thévvariable X
indicates that the reading of the subject NP must be in-
sertéd as the value of_the variable X. Now if FillmOre

is right in claiming that there is a systematic relatidn—
ship betweeﬁ subject position and semantic rqle, it should
be possible to eliminate the use of the subject-relation
sign from over many categorized variables. In the lexical
entry for transitive break, for instance, the semantic
marker (Cause) tells us that we are dealing with a sentence
in whibh an Agent or Ihstgument is present. The‘second—

. ranked case, Experiencer, is not present, since the lexical
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entry does not include the semantic marker (Mental).
Evidently, then, the subject NP must be either Agentive
or Instrumental. In either case, 1ts semantic reading

goes to the left of the semantic marker (Cause).

.Similarly, suppose that we have é verb whbse semantic
reading_inclpdes (Mental).‘ This semantic marker alérts us
Ito the presence of an Experiencer, ahd if_(Cauée) is not
part of the meaning of the verb, we know that no Agent is
present. Consequently, the highest-ranking case is Exper-

iencer, and the reading of the subject NP must be put in

place of the variable that is marked as obligatorily animate.

The reader will recall that obligatory ahimacy is a mark of

" the Experiencer, where psychological verbs are concerned.

The general strategy is to examine the semantic reading
for the verb of a sentence, in order to determine which cases

o Having determined this, we

: afe present in the sentence.
pick out the highest-ranked case, in terms of Fillmore's
heirarchy. This case Will be associaﬁed with a specific
variable in the reading for the verb, and we can proceed
to replace that variable with the semantic reading for the
subject NP. There is no need for explicit marking of the

relationship between this variable and the subject NP, if

Fillmore's hypothesis is correct.

Some verbs, however, are exceptions to the heirarchy
hypothesis. These verbs normally (that is, in the active

‘voice) take subjects which are not in the highest-ranked

By
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‘case present in the sentence. Frighten, for example; takes

(51) Honesty frightens a coh man.

(52) A con man is frightened by honesty.

~an Experiencer and an Instrument. The heirarchy leads us
to expect that the normal subject of fr;ghégﬁ will be‘the
.Experiencer, but (51) and_(52) indicate that the Inétfument
is the normal subject of frighten. Whenever the higher-.
ranked Experiencer is chosen as subject, the verb must be
péssive. Nor is frighten an isolated example. Fillmore
(l971, 42) maintains that. the whole class of "so—célled
PsydhrMovement verbs ... require a tfansformatioh which
moves the‘highest ranked non-Experiencer noun-phrase inté
the first position". Presumably these.verbs must be marked’
~in the lexicon with a special subject selection featufe which

triggefs the re-ranking transformation. :

Converse pairs of relation terms provide a more random

collection of exceptions to the heirarchy hypothesis. = Like

(53) A likes B.

(54) B pleases A.

and please are converses of each other. This means that any
sentence of the form (53) is logically equivalent to the

corresponding sentence of form (54). For example, sentences

(55) Linus likes Beethoven.

(56) Beethoven pleases Linus.
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(55) and (56) are logically equivalent, and indeed synonymous,
because they are formally related in the prescribed way;~
Fillmore (1968,30) describes like and please as "synonymous;

... they differ only in their subject selection features".

Now presumably, like need not have any special‘subject
selection feature in its lexical entry, since its subject
is normally the Experiencer phrase,_itsiobject the Instru—
mental pﬁrase in the sentence. Please, however, is an
exception, and does require a subject selection feature,
since it takes the Instrumentel phrase as its subject. This
pattern will be repeated for every pair of converees: Buy'

and-sell) give and receive; teach and learn, etc. At most

one member of each such pair will be regular.20 - The other

will have to be marked in the lexicon as an exceptional verb.

It is significant that a large number of verbs should
-Violate the heirarchy hjpcthesis, even if Filimore does not
mean to ciaim psychological televance for this hypothesis.
But if the subject selection heirarchy is intended to reflect
some kind of psychological reality, then it_may_actually be
possible tc refute the heirarchy hypothesie. Whether we take
a strong or a weak position on the psychological reality’of
grammars (see p. 28 above) , the heirarchy predicts that sen-
tences with frighten will be more difficult to process than
sentences withigggg. Suppose, first, that we take a fstrong
psychclogical reality" position, according to which the |

hearer computes the meaning of a sentence by some process .
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which uses the rules of the grammar. Sentences contaiﬁing
frighten must undergo an extra transformation, a minor rule
which selects the Instrumeht rather than the Experiencer as
subject; also, the lexical entry for frighten must contain

. a subject selection feature to t;igger this special trans-
formétion. Fear, on the other hand, is regula; with respect
to the subject selection process; the heirarchy hypothesis
correctly predicts which argument of fear will become £he
subject, without the need for extra machinery in the grammar.
If Fillmore takes a strdng view of the psychological impli-

cations of grammar, his heirarchy hypothesis predicts that

sentences with fear will be easier to understand than sen-

~tences with frighten.

Next, suppdSe Fillmore_takés a "weak psychoiogical

reality" position; that is, suppose he believes that hearers
must recover the case étructures‘of sentences'in ordef to
understand them, but that this recovery proéess does not
require application of the rules of the grammar. EVen on
this relatively weak assumption, £§§£_odght to be easier

for hearers to handle thén frighten. For is the heirérchy
hypothesis is correét, then hearers normally use a heuristic
which tells them: take the highest-ranked case mentioned in
the case-frame feature of fhe verb, and assign that case to
the surface subject of the sentence. This heuristic yields
correct results for fear, but not for frighten. Consequently,

the hearer would have to use some other, less familiar routine
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to"determine the case of the surface subject of frighten,
perhaps_after applying the normal heuristic, and finding

it to fail.

Under the standard theory, on the other'hand, there is
no significant difference between fear and frighten. Both
- verbs impose certain selectional conétréints'on their sub-
jects and objects, bﬁt thése constraints are not claimed tor
be more regular or natural for oné verb éhan for the other.
Hence the standard theory predicts that sentences with
frighten will be no more difficult‘to understand than
éénfences with fear, all othef things being equal. This
prediction follows whéther we take a sﬁrong or a weak éos—
ition on psychological reality. i am not aware of any
'psycholinéuistic evideﬁce that supporté either this Viéw'
or the'coﬁtrary claims of case grammar;vbut if Fillmore
means to claim psychological significance for his theory, -
then cleérly wé ought to seek psyéholinguistic evidénce
bearing on the heirarchy hypothesis. We may expect to find
such evidence by examining the relative perceptual com- .
plexity of converse pairs of verbs, such as frighten and

fear, please and like, etc.

We turn hext to Fillmore's treatment of surface case
systeﬁs. In "The Case for Case" (Fillmore 1968, 15-16),
Fillmoré contends that the rules for aSSigning prepositions
in English, postpositions in Japanese, and case-suffixes in

" Latin, all depend on case information in deep structure.
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The semantic roles, Agentive, Experiencer, and so on, are

supposed to be relevant to the assignment of caee featﬁres
or morphemes in surface structure. This suggests that
Fillmore regards the process of preposition insertion as

a phenomenon particularly amenable to case—grammatieal

description.

"In an earlier paper, Fillmore (1966, 367-368) divides
English prepositions into three classes, according to the
kind of information required by the rules that insert them.

"Some prepositions may be filled in by optional choices from

the lexicon. In Locative phrases ... generally the choice

is optidnal: over, under, in, on, besides, etc. These are
the prepositions that bring with them semantic information."
Even here, though, case seemé to playia role in liﬁiting
(ifbnot in uniquely determining) choice of preposition. The
~ Location case permits insertion only of those.prepositions
with the feature [+locatiVe] ; and excludes such prepos-—

itions as during.

Prepositions of the second clase depend more difeCtly
',.on the case of the NP to which they are prefixed, but these
prepositions are governed by the occurrence ef specific

" lexical items, as well as by case information. "Thus blame
requires the Objective preposition to be for, the Dative .

preposition to be on" (Fillmore 1966, 368). This accounts

- (57) Gilligan blamed the tidal wave on the tycoon.
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(58) Gilligan blamed the tycoon for the tidal wave.

for the fact that on occurs in (57), while for occurs in
(58). The case grammar of English contains a general rule
which deletes the preposition of an NP in post-verbal

position, so that no sentence containing blame is likely

to contain both on and for.

Finally, there are prepositions that.can be inserted
solely on the basis of informatioﬁ about the cases found
in a sentence. "Thus, the Objective preposition is of if
it is the only actant in the preposition or if the prepos-
ition contains an Instrumental or Agentive; otherwise it
is with. The Instrumental preposition is with just in case
. the Agentive co-occurs; otherwise it is by. The Agehtive

preposition is by" (Fillmore 1966, 368).

In order fo assess the claim that case grammar handles
preposition insertion more economically than the standard
thedry,'let us consider the means at our disposal for
handling these three claéses of prepositions without benefit
of cases. fillmorefs first class of prepositions "bring
_with them semantic information"; this class includes "over,
under, in, on, beside, etc.", prepositions which according
to Fillmore have the feature [+locative] . Now in éection
I, we saw that the standard theory needs a semantic marker
(Lﬁcation), and surely this semantic marker will appear in.

the lexical readings for prepositions like over and under.



55

Consider now the verb sit. Fillmore's lexicon presumably
- gives +V[__;oc] as a frame feature of this verb, and in this

‘way he assures that his grammar will generate sentences like

(59) Jack sat under the awning.

(60) *Jack sat of the awning.

(59) but not sentences like (60): the preposition of does
not have the feature [+1ocative] p and'hence this prepos-
ition cannot be part of a constituent in the Locative case.
But the standard theory can also prevent of from being
inserted in this context, without referring to the Locative
‘case. The trick is to use the semantic marker (Location)

to state a restriction on the meaning of the PrepP .involved,

(wp, s] ' [Prep,vP,s]
(61) sit, X rests on buttocks or haunches at X ) .
> . {Location»
as in the lexical entry (61). Since the semantic reading

of the phrase of the awning does not contain the semantic

marker (Location), a grammar containing the lexical entry
(61) would label sentehce (60) as semantically anomalous.
Perhaps Fillmore prefers to describe (60) as syntactically
rather thah semantically ill-formed, but surely this
preference is a difficult one to argue for. With respect
to the first class>of prepositions, then, it appears that
the standard theory and the theory of case grammar do not

differ significantly in complexity.
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(62) A _->9_rl/b_];il_1_1§_+x+D[ NP[ P[ ____]-] + Y
£ + ’ |

(63) A —_— or/blame X +O{ NP[ P[ ]]] 4y

Consider next rules'(62)—(63), which would insert on
and for in the appropriéte complements of blame, according
'tolFillmore's analysis. Rule (62) states that a dummy
symbol is to.be replaced by on in any D (ati&e)'complement
of blame. According to (63» for replaces the dummy symbol

in O(bjective) complements of blame. Taken together, these

(64) Blame #for, } ) . . ﬁP + PrepP]f
. i [;animate
(65) blame #on, .+r____NP+P+- NP ]
B +animate]

" two rules use one less stbql than the partial lexical
entries (64)-(65) which the standard theory might use to

~achieve the same purpdse.zl

- To 5e sure,.the standard theory needs an additional
rule invorder to permuée_ﬁgE_and gg_with the direct object,
but. the case grammar also needs an extra rule to get rid
of the preposition on the direct object NP. Thus a count
‘of.the symbols used under the two theories suggests that
the case-grammatical solution is somewhat more economical

than the analysis provided under the standard theory.

~But a symbol count can be used to compare two analyseé

only if these analyses are.couched in the same vocabulary.
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The point is often made in rphonology that symbol coﬁnting
leads to absurd consequences if, for example,'oné analysis -
uses only features while the other uses phoneme symbqls as
well as features. 1In our present circumstances, we are
attempting to compare a solution using only grammatical
._categoriés and.features, with a solution in which case
symbols are also allowed. - And since the difference in the
number of symbols required was so small, it seems safe to
conclude that Fillmore's‘treatment of this second class of
- prepositions is not significantly more economical than that

suggeéted by Chomsky (1965,191) .

There are certain curious features about the class of
case—goveﬁned prepositions, Fillmore's third class. First,:
. in stating the distribution of of, Filimore finds it
néceSsary to refer to propositions which contain either
an Instrumental or an Agentive phrése. From section I, we
know that both thesé cases are chéracterized partly in terms
of the semantic marker (Cause). If Fillmére.has a correct
géneralization here, the generalization can be stated in
ferms of a single semantic marker, though Fillmore:has to
refer to two cases. In this instance, the case terminology

seems more a hindrance than a help.

I have nothing of interest to say about Fillmore's
treatment of with. His remarks about the distribution of.
- by, however, call for some comment. Fillmore regards by

as a case—-goverhed preposition, whose distribution can be -
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stated solely in terms of case environments. Under the
standard theory, by is introduced by the passive rule, in
a formulation which nqturally does no£ use case terminology.
‘According to Fillmore, there are two positions in which by
may occur. This preposition may mark either the Agentive

or the Instrumental case, he says. But evidently this is
(66) The UFO was seen by the ground controller.

not the whole story, for sentence (66) shows by associated
with an Experiencer, though the sentence contains an

Instrument.

In thé light of sentences like (66),>we can amend
Fillmore's account of EX' as follows. If a sentence con-
~tains an Agentive phrase, then by marks the,Agenﬁive. If
a.sentence does not contain an Agent, then by marks the
Experiencer; and if no Experiencer is present, then by
marks the Instrument. This ranking of cases - Agentive,
Experiencer, Instrumental ;vis'exactly the heirarchy which
is supposed to govern the normal choice‘of subjects. It
would be odd if the rules of English had to duplicate the
statement of this heirarchy in universal grammar, in order

to insert the preposition by where it belongs.

Evidently, by is not specifically associated with any
'one case. ‘Rather, it marks whatever NP would normally be
chosen as the subject of a given sentence. In the standard

theory, the NP which Fillmore would call the normal subject
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choice is invariably the subject in deep structure, and the
passive rule attaches by to the NP which occupies the sub-
ject position in deep'structure; The occurrence of szié
not predictable directly in terms of case, but rather in
terms of syntactic position. Fillmore (1971, 42-43) hés
come to recognize this, and he now has a paséive transform-
ation which handles the insertion of by. His'analysis has
thus come to look very much like that provided by £he
‘standard theory, and he is hardly in a position to argue

that his treatment of by is more elegant than the usual one.

So far, we have been considering only one kind of
surface case system, the prepositions of English. We have
not thus far seen any reason to believe that case grammars
provide a more efficient apparatus'for dealing'with surface
cases than dbes the standérd theory. Before we take up
Fillmore's arguments about lexicon simplicity, let us cast

a glance at one other kind of surface case system.

Fillmore (1968, 17) observes that case affixation
often depends on the status of an NP as subjéct 6r direct
- object in surface'stiucture, The case of pronouns in
English is determined in this way, for example. Now sur-
face subjects and objects are selected partly on the basis
of case informatiocn in deep structure, according to Fillmore.
Thus semantic :oles are indirectly involved in determining
thercases‘qf)English pronouns. But in order tQ.link

semantic roles with surface cases of this kind, Fillmore
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needs subject and object selection rules, and the standard
theory‘does not need such rules at all. Quite apar£ from
this, however, subject selection rules may be objedtionable
on formal grounds. Emonds (1970) has a:gued,that most
generally acceptea tranéformation rules appear. to preserve
7stru¢ture, and that perhaps all fransformations mustvpre—
Serve structure, under a universal constraint.b_Chomsky

has pointed out to me in conversation, however, that Fill-
-more's subject selection process is not a strucﬁure-preserving
transformation. If Emond's constraint is correct, then sub-
ject selection rules violate a principle of universal

grammar.

We may conclude, I think, that the study of surface

. case systems does not support the theory of case grahmar.

We turn now to Fillmore's ciaim that case grammars have
simpler lexicons than do grammars provided by the standard
theory. Fillmore (1968, 29-31) defends this Claim rather
clearly in "The Case fqr Case". There he points out that

in a case grammar, like and please can have identical lexical
readings. Aside from their phonological differences, these
verbs differ only éyntaétically, in ﬁheir subject selection
Aproperties. There is no need for any semantic distinction
between these two verbs. Consequently, "it is possible to
reduce the number of semantic entry types" (in contrast with
semantic entry tokens) in the lexicon of English (Fillmore'

1968, 30).
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According to this argument, like and please are synonyms,
and it is implied that this has sdme bearing dn fhe com- |
plexity of the lexicon. Fillmore seems to be invoking some
general_principle, to the effect that given two lexicons
with the séme number of entries, the one with the greater
" .number of synonyms isithe simpler of the'two; I see no
initial plausibility in this principle! and Fillmore
provides no argument to support it. It is not possible
to have just one lexical entry for like and please, simply
| because these words are phonologically distinct. Whether
or ho£ cases are:ihcorporatedrintoldeep strﬁctures, fhen,r
the léxicon will have to include two lexical entries,_énd
Fillmore has given us no reason to.beiieve that'theée
entries will be anyrsimpler under thé theory of case grammar

than_under the standard theory.

Similar considerations can berbrought against'Eillmofe's
arguments concerning die and kill, EEE and éhgﬂ, eﬁc. He
argues that a case grammar can treat these pairs of verbs
as synonyms, differing only in their case structure. But
since these pairs of verbs are phonologically distinct,'eaCh
mémber of a pair must have its own lexical entry, in a case

grammar as in the standard theory.

Fillmore has other proposals, however, which are not
vulnerable to this objection. He suggests, in particular,
that a case grammar needs only one lexical entry for the

transitive and intransitive senses of open. The standard
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théory éppears to need two entries; one must contain the
semantic marker {(Cause), while the other cannot. Besides,
these two verbs have different contextual features. The
causative open takes an objéct, but the other.does not.
Fillmore seems to have brought to light a génuine differ-
ence in complexity between his lexicon and its countérpart

in the standard ‘theory.

 Katz (1972, 357-361) has pointed out, howevef} that
it is possible to devise a.notation for collépsing the two
1exiéal entries for open. This notational innovation uses
only information already aﬁailable in a standard gramﬁar. -In
ﬁarticular, there is no neéd to use case terminology. An

[xp, 5 np,vP,S]

(67) open} + [ (NP)] ' (. X causes
, [wp,vp, 57| NP, S] _
((Condition) ( Y : closed at t} ... .

: AR [NP,VP:é.NP,S‘
(Condition) - Y
D

abbreviated form of this collapsed lexical entry is given

cpen at t+ E)))

here as (67).

This notation is to be understood in the fdllowing
way. The variable X has the reading of the subject NP as
. its valué, just in case the sentence in gquestion contains
an NP bearing the relation [NP,VP,S] tQ the verb., The
variable Y has the‘reading of the direct object NP as its
value, provided the sentence contains an NP which bears the

subject relation, [NP,S] , tc the verb. In the event that
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the senﬁence does not cdntainAa direct object, the Sémantic
marker’containing the vafiable X (namely} g causes) is de}eted,
and the value of the variablé«Y ié the reading of the subject
NP. Our new notation thus provides that when open is used
intranﬁitively, it will be interpreted as a simple process
~ verb, with no éausal element in its meaning.

This notation is rather elaborate, and one is naturally
interested to know what can be said for its inclusion in
liﬁgﬁistic theory. This is clearly related to the question

of what would be said by the inclusion of such a notation

in the definition of possible grammar. The notation permits
us to collapse‘two léxical entries only when the‘verbs in-
Volvéd afé phonologically identical, and ohly when their
senses are related in a certain way. .Chomsky (1965(‘42-46)
‘points out that abbreviatory conventidhs of this sort are
vehicles for claims about thé wéy children learn laﬁguages.
In this case, the claim seems to.be fhat it is easier for

a child to learn the two uses of open than it is for him to
ieérn to use see and show, or élgg& and blacken. Otherwise
éut, the claim shared by this new notation and thé theory
of case grammar is that i£ is more natural for a language
to contain verbs like open than it is for a language to

contain pairs of verbs like kill and die.

Is this claim about naturalness correct, or is it
wasted effort to try to duplicate the simplification

effected in the lexicon of a case grammar? Fillmore
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(1968, 30n) believes that "it is a language—particulﬁr
coiﬁcidence that English uses the same form" for.both
transitive and intransitive senses of open. I cannot

think of any reason to dispute this view. By Fillmore's
own lights, then, we must conclude that this bit of lexicon
simplification embodies a false claim about what is natural

in lexical structure.

In éummary, none of Fillmore's syntactic arguments
appear to favor case grammar over the standard theory. The
attempt to define non—stativify in case terms failed, but
success would not have supported the theory of caée grammar,
since a parallel definition ig possible within fhg'standard.
theory. Furthermore, the feature [ﬁﬁtativéJ is somewhat
problemafical in itself. Fillmore's heirarchy hypothesis
_abaut'subject selection can also be incorporated into the
. standard theory, in the form of uniVersél constraints'dn
the process of semantic interpretation. One is not inclined
to carry out the importation, however, for thé heirarchy
hypoﬁhesis entails some unsupported and implausible phycho-
logical claims. In describing surface case systems, the
theory of case grammar enjoys no clear advantage over the
~standard theory. Many of the lexical'economies claimed
for case grammar are illusory, and the rest carry with them»
a rather dubious claim about naturalness,>which Fillmore

himself rejects in another context.



65
IITI. ‘A METHODOLOGICAL ARGUMENT

Fillmore (1966, 374) has argued that the theoryvof case
grammar enjoys certain "general advantages",.in addition to
its alleged semantic and syntactic virtues. Tﬁese more
general advantages “relate'to the interpretatidn of histor-~
idal changes and cross-language differences in lexical
. structure". In the history of English, for example, like
was once "an exception to the rule that fronted actants
are neutralized to the so-called nominative form" (Filimore

1966, 374). The verb like could appear in sentences like

(68) Him like oysters.

(69) He likes oysters.

(68), at that period of its.history, but a change took

place, and (69) superseded (68) . This change,_Fillmofe
claims, is "purely syntactic ; ... liﬁe.did.not change
in its meaning" (Fillmore 1966, 374), Case grammar has
the advantage, according to Fillmore, of recognizing the

purely syntactic nature of this change.

A synchronic comparison of English Eiilland Japanese
korosu reveals that these verbs are exact synonyms, with
only syntactic differences. The Japanese verb requires an
animate subject, while kill may have an inanimate Instrument
ﬁhraSe as its subject. Again, Fillmore (1966, 374) suggests

that it is a virtue of case grammar to recognize the
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superficial character of the differences between these

~verbs, and their underlying semantic identity.

More recently, Fillmore (1970, 258-259) has used data
r‘taken entirely from present-day English to support this kind
of argument.r The adoptibn of a case,thgory,ihe claimé,
"makes it possible to provide a sharp separation between .
purely syntactic phenomena ... and facts(about semantic

intérpretation". For example, the differencesfbetween buy 77

—

and sell, kill and die, and the two uses of open7'are

synonymous.
T

iAdvocates of geﬁerative semantics have argued tha£ it

is misleading to draw any such sharp distinction bétween
syntax and semantics as Fillmore pro?oSes. These linguists

re not likelf, then, to view Fillmore!s_observatioﬁs as an
‘argument in favor of case grammar.’ Deféndérs of the standard
theory, however, will not be at all inclined to disagree with
Fillmore's claim that syntax and semantics are distinguishable
entérprises. Katz (1970) has in fact'recenﬁly presented

empirical arguments on behalf of this position.

It may be, of‘course, that while Fillmcre agrees that
~a line between syntax and semantics must be drawn somewhere,
he is finding fault with the place at which the standard
theory draws it. A closer look reveals, however, that there
ié considerable agreement bétween Fillmore’é lexiconAand

‘ Katz‘s. On Katz's analysis of converse pairs of verbs, like
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lend and borrow, these verbs get identical lexical ehtries
except for the markers above categorizedvvariables. These
'markers refer to grammatical relations, and indicate the

_ positioﬁs at which to insert the readings for subject,
direct object, etc. into the lexical reading for the_verb.
fhe vocabulary of these markers is exciusively Syntactic.

It seems fair, then, to say that a Katzian lexieon describes
lend and borrow as synonyms, with only sfntactic differences,
- Similarly, Fillmore's aﬁalysis of the historical change in
like, and of the difference between Japanese korosu and
Enélish kill, is no£ in disagreement with the treatment

these matters would receive under the standard theory.

?here is disagreement, however, about kill and die,
and about>the two uses of éggg. The lexical entries fof
Eiil and for_transitive‘gggg both contain the semantic
.marker (Cause) in a standard grammar of-English, whereas
the entries‘for die and for intransitive ggeﬁ do not. To
this extent, these words are represented as semantically
distinct; Fillmore maintains that these verbs are really
synonymous, and he claims this fact:as evidence in favor

of case grammar, which recognizes their synonymy.

But is it really a fact that kill and die are synonyms?
How does oﬁe find out about such things? The intuitions of -
any speaker of English can tell him that there is a close
relatienship between these two words, bp£ on that fhe

standard theory agrees with Fillmore. We want to know
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more specifically whether the close semantic relationship
between these two verbs is one of synonymy, and on this
guestion, native speakers cannot be expected to ha?e mean-
ingful intuitions, simply in their capacity das native

. speakers. The question is a technical one, having to do
with the form of lexical éntries, and to understand the
qUestioh, one must havé-a certain amount of training in

linguistic theory.

Fillmore is claiming to have carved Nature at the
joints, specifically at the joints between syntax and
semantics. The joints of Nature are not directly visible,

however, to the inner eye of linguistic intuition. To

decide which of two theories has a better grasp on Nature's

" joints, we firsf confront these.theories with the fécts.
Are there facts which refute one theory, while supporting
- the other? Does one theory explain a wider‘range of facts
than the other? If both theories remain unrefuted, and
explain. the same phenomena, we turn to consideraﬁidns of

theoretié%)xggmplicity‘tb decide the issue. To say that

kili and die are synonymous is to .say that they get ident-
ical lexical readings in the best supported, or simplest,

theory of English.

The methodological argument for case grammar is not

a marshalling of facts to settle the disagreement between .

Fillmore's lexicon and Katz's. Nor is it an appeal to

theoretical simplicity. -Rather, it is a promissory note
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‘for an argument, a parochial description of the disagrgement
between case grammar andvthe standard theory over the proper
lexigal treatment of giil,and,gig; This argument attempts
to make virtue of necessity, by taking a claim which follows
from thé theory of case grammar, and suggesting that this

- claim is somehow obvious.td all English speakers. On‘
examination, then, the methodological argument for gaée
grammar is not an independent argument>at all. The case

fpr case must rest on the semantic and syntactic arguments

discussed in sections I and II.

. Fillmore's Semantic érgument'did not agtﬁally establish
the need for éemantig.roles in deep sﬁructure, because-the
semantic'represéntations (though not'the deep structures)

' brovided by the standafd theory contain complete information
on the-seﬁantic roles of constituents.-.bn the debit side,.
a case grammar has difficulty capturing the semantic dis-.
tinction-betweén holistic and partitive Locatives,-and the
theory of case grammar needs additional apparatus to
exhibit the entailments of sentences contaiﬁing Agents,
instruments, and Goals. Syntactically, the effects of
adopting the theory of casé grammar do not include any
significant simplification in the lexicon, nor in fhe
rules for surface case marking. The hypothesis about a
universal subject selection heirarchy has some impiausible

psycholinguistic consequences. Fillmore's attempt to
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define the feature [istativé] in terms of the Agentive
case fails. It appears that the case for case can be

dismissed.
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Fobtnotes

* T am grateful to Dr. Donald Frantz, of the Summer Institute
of Linguistics, and to Greg Thomson, one of our students at the
'Institute, for a sympathetic introduction to the theofy of case
grammar. Prof, Jerrold Katz enéouraged me to examine Fillmore's
work in a more critical light, and his guidance in the revision

of earlier drafts of this paper has been most véluable; Prof.
Noam Chomsky and Prof. Steve Anderson read the penultimate draft,
and several changes have resulted from their comments. This

work was supported in part by NIH grant 5 TOl HDOOlll.

1. I have changed the numbering on Fillmore's examples, here

and throughout this paper.
2. The bracketed remark is Fillmore's.

3. Steve Anderson has pointed out to me that Fillmore's one- .

Occurrence—per—proposition constraint on case nodes amounts to a

reformulation of Chomsky's uniqueness requirements,

Recently Fillmore (1971, 54-55) has expressed dissatisfac-
tidn with the practicé of representing semantic roles by means of
case nodes in tree diagrams, but so far as I can see, the argu-
ments to be presented here do not depend on the continuation of
this practice. 1Indeed, it is not clear to me, from Fillmore's
brief sketch of his reform proposal, whether the formulation he
now prefers is different in any substantive respect from his

1968 formulation.
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4, Fillmore's argument may also be construed in the follow-
ing way: "Grammatical relationsviﬁ deep strudture were intended
solely to carry information about semantic roles. ‘The relations
.defined by Chomsky do not, however, serve this purpose at all
adequately. Therefore, no motivation remains for having deep
" structures to which Chomsky's definitions caﬁ be applied.” For.a

rebuttal to this argument, cf. Katz 1972, lll-llB.

5. My argument (pp. 13-22) derives in part from some insights

-~ by Chomsky (1972, 98-99).

6. Nouns in;Aigonkian lahguagés are syhfactidaliy,either ani-
mate br inanimate invgender, but as in Indo-European lénguagesy
syntactic and semantic gender do not élways agree. AMany nouns
are syntadtically animate but semantically inanimate, -e.g.

Cheyenne mhaa 'melon’.

7. This lexical entry is a simplified version of the entry
proposed by Katz (1972, 358). For a discussion of process verbs

and temporal variables, cf. Katz 1972, Chapter 7.

8. This generalization is meant to combine the virtues of

two statements by Anderson (1971, 390).
9. Anderson (1971, 388) numbered this example (5) d.

10. Some but not all of Anderson's examples are discussed,

and similar conclusions are reached, in Chomsky (1972, 101-102).

11. The subject selection rule will already have'applied at

this point (Fillmore 1968, 35—36).
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Fillmore's recent work requires a slight change in the for-
nmulation of this object—selecting transformation. Since the
cases now appear in degp structures in a uniform linear order,
dictated by thé subject choice heirarchy (Fillmore 1971, 37),
‘the object selection rule will be an optional transformation that

moves the Goal phrase on the wall to-the object position from its

normal deep-structure position to the right of paint.

Anderson's argﬁment against the object selection rule assumes
that sentences like (22), (30), and (31) arise out of simple, one—"
clausé deep structures in which Instrument and Goal are co-
constituents. Fillmoré (1971, 45-46) has recently posited com-
élex, multi—clause deep structures for_sehtences like (22), (30),
and (31), and this deprives Anderson of the particular verbs he
‘used in his argument. However, there are other verbs which
behave in the requiéite ways vis—-3-vis the object selection rule.
In place of smear, we can use the verb hit, which tékes both
Instrument and‘Goal arguments; either of these arguments may
appéar as .the direct object in surface structure (cf: John hit

the fence with his cane, to which the object selection rule has

applied, versus John hit his cane against the fence, to which the

rule has not applied). The verb open resembles Anderson's cover,
in that the object selection rule must apply to sentences con-

taining open (cf. *John opened his credit card of the door, in

which the order of post-verb constituents follows the deep-
‘structure order imposed by the subject selection heirarchy,

vérsuerohn opened the door with his credit card, in which the

~constituents have been rearranged by the object selection rule).
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Finally, throw in Anderson's argument may be replaced by frighten,

- to which object selection cannot apply (cf. *Lucy frightened a
snake to Schroeder, to which the rule has applied, versus Lucy

frightened Schroeder with a snake, in which the constituents

- occur in their "natural" order).

12. Fillmore (1968,. 48-49n) cites spray; blame, open, and

break as "examples of homonymy".

13. A convefsation with Ned Block helped to clarify my
understanding of the'psyshological issues between Fillmore and
Anderson. For some further remarks on the psychological implica-
tiQns of case grammar, pertaining to subject.selection rather

than object selection, see pp. 50-52 of this paper.

14. It would be a mistake fo give (32) a-b identical seman-
tic representations, however. Cf. Katz 1970, 253n for discussion
~of a similar ekample. Neither Katz, Fillmore, nor I ﬁave any
suggestions about how to represent the semantic difference

between . (32) a and (32). b.

15. For simplicity,.'I have eliminated the Mod and Prop nodes

from these structures.

16. To be sure, Fillmore does not absolufely have to predict
entailments in terms of case structures. He could, for example,
predict entailments in terms of semantic represéntations, i.e.
semantically interpreted case structures, But a great deal of
semantic information is already availabie in case structures, in

the form of case labels on NP's; the process of semantic
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interpretation can only add semantic information that'depends on
the meanings of particular lexical items in the sentence. Back in |
the days of the Factitive case, Fillmore quite clearly regarded

the entailment from (34) a to (34) b as an entailment which held,

not by virtue of the lexical meaning of write, but by virtue of

- the case properties of this verb. I am assuming that he still

holds this view, and that Figures 5 and 6 provide all the semantic

information we need to predict the entailment under discussion.

17. If Fillmore's continuing analysis of agency uncovers

other aspects of the meaning of the Agentive case, then presumably

it will be possible to devise some new, ad hoc semantic marker to

distinguish Agents withiﬁ the standard theory. To call such a
marker ad hoc is simply to give credit to case grammarians for the
insights they may develop into the nature of agency. To call the
ad hoc device a semantic marker, rather than a case label, is to
point out that such insights can be stated within the format of a

Katzian lexicon. These insights would not provide evidence of the

- formal inadequacy of the standard theory.

18. Susumu Kuno makes a somewhat similar point in "Some Pro-

perties of Non-referential Noun Phrases", Studies in Oriental and

‘General Linguistics, R. Jakobson and S. Kawamoto, eds., Tokyo,

The TEC Company, 1970.

19. Until we discover a clear definition for the Agentive
case, it will be difficult to tell Agents from Instruments. Other-
wise, however, the cases should be recognizable in lexical entries

for verbs, on the basis of the criteria sketched in section I.
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20. Fillmore (1870, 257) describes rob and steai}as con&erses.
Thesé verbs differ in their object selecﬁion propérties; though
. both take Agentive subjecté, and are thus regular with respect to
~the subject selection process. Whenever a pair of converses
differ in their subject selection processes,.however,‘one member
of the pair must obviously be irregulaf, and both may be. 1In
this connection,'see also the discussion‘of the.object-selection

properties of smear, cover, and throw, pp. 23-31 of this paper.

2l. Given Fillmore's present views, he might want to regard
blame as a complex predicate, with an Experiencer subject plus an
embeaded S containing an Agent (ox Instruﬁent) and a Goal. Lex-
ical entries (57)-(58), and rules (55)-(56), cbuid be changed to
reflect this analysis, but so far as I can see, these changes
would not.alter the concluéioﬁ of this.discussion, but only'its

complexity.

22, I am indebted to Janet Fodor for caliing ny attention to

this fact and its implications.

23. Ray Dougherty makes the same point in "Recent Studies on

Language Universals," Foundations of Language 6, 520-525. There

~are of course uses of by which are not accounted for either by
the standard passive rule or by Fillmore's amended rule. Consider,

for example, He saw the UFO by the light of the moon, or The UFO

landed EZ the outhouse;
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Leibniz, in his New Essays on Human Understanding; maintains
that there are certain "truths" or "principles" which "everybody
knows" innately, rather thén on the basis of "the external doc-
trine" of sensory experience (Leibniz, 1704, 77). Noam Chomsky
. has argued that the findings of transformational linguistics
"arerfully in accord with the doctrine of innate ideas", as that
, doctriné was defended by Leibniz and other classical rationalistsf
Indeed, Chomsky suggests that the theory of generativé grammar
"."can be regarded as providing a kind of substantiation and further
development of this‘doctrine" (Chomsky 1967, 10). It is apparently
Chomsky's view that a child learning a language has innate "propo-
sitional knowledge" of " the linguistic universals" (Stich 1971,
,480); that is, the language learner knows (innately) fhe propo-

. sitions which make up general lihguistic theory, -or the theory

of universal grammar.l

Not surprisingly; Chomsky's.ciaims about innate iinguistic
knowledge have generated widespread controversy. Another, quite
distinct (and equally controversial) claim made by.rationalistic
linguists is that "speakers [tacitly] know the grammatical rules
of their language", as Ehose rules are represented in a trans-
formational grammar of their language (Grayes, Katé, et gl.jin
press). That is, a native speaker of Englishvhas tacit propo-
sitional knowledge of principles belonging to particular grammar,
as well as those belonging to universal grammar. These contro-
versial knowledge claims ére based on a much less controversial
one: that every English speaker knows (or can easily determine,

'in an indefinitely large number of cases) that "particular
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expressions have certain grammaticai‘properties“; eg. that
""The cat is on the mat"is grammatical® (Graves, Katz, et al.
in press). This relatively uncontroversial knowledge claim
might be described as the claim that "spéakers have ?roposi—
tional knowledge of the consequences of the rules ... of their

grammar" (Stich 1971, 481).

This paper examines arguments by thrée critics of lin-
guistic rationalism. For convenience I have structured the
discﬁssion in terms of the traditional analysis of knowledge
as justified true belief. First we shall consider a paper by
R. Edgley, in which he argues that our innate linguistic beliefs
(if any) cannot be justified beliefs; and hence cannot be
instances (at least, not ﬁaradigmatic instances) of knowledge.
Edgley also objects, like many others,‘to the concepts of
implicit belief and inference. Next we shall examine Quine's
thesis of the indeterminacy of translation. If that thesis is
correcﬁ, then certain of our linguistic beliefs are not true
(nor false), and for this reaéon fail to qualify as knowledge.
Fiﬁally, we shall look at'Stephen Stich's contentioﬁ that we
have no beliefs, let alone any knowledge, about universal or

particular grammar.

One might suppose that suéh objections pose no threat to
the rationalist's knowledge claims, because of Edmund Gettier's
(1963) well-known attack on the traditional analysis of know-

-ledge. This supposition would be mistaken, however. To see

that Gettier has not provided rationalists with a defense
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against Edgley, Quine, and Stich, let us look briefly at one of

Gettier's counterexamples.

‘Suppose that Smith and Jones have applied for a certain
job. And suppose that Smith has strong evidence for the
following conjunctive proposition: ’

(d) Jones is the man who will get the job, and
Jones has ten coins in his pocket.

e Proposition (d) entails:

(e) The man who will get the job has ten coins
in his pocket.

Let us suppose that Smith sees the entailment from (4)
‘to (e), and accepts {(e) on the grounds of (d), for which
he has strong evidence. In this case, Smith is clearly
" justified in believing that (e) is true. : :

But imagine, further, that unknown to Smith, he himself,
- not Jones, will get the job. And, also, unknown to Smith,
he himself has ten coins in his pocket. Proposition (e)
is then true, though proposition (d), from which Smith
inferred (e), is false. ' In our example, then, all of the
following are true: (i) (e) is true, (ii) Smith Believes
that (e) is true, and (iii) Smith is justified in believing
that (e) is true. But it is equally clear that Smith does
not know that (e) is true ... (Gettier 1963, 122; emphasis
Gettier's) :

This example shows, as Gettier points out, that justifica-

tion, truth, and belief do not together constitute "a sufficient

condition for someone's knowing a given proposition" (Gettier
1963, 123;-emphasis Gettier's). But the objections of Edgley,
Quine, and Stich do not depend on the assumption that justifi-
‘cation, truth, and belief are jointly sufficient to guarantee
knowledge. These objectors require only the assumption that
" these cpnditiohs are severally necessary for knowledge;z The
view Gettier has refuted, then, is not a view that:Edgley;

‘Quine, and Stich have to take in order to support their

&
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objections against tacit and innate linguistic knowledge. Thus
Gettier has not provided rationalists with a ready-made defense

against these critics.

I. EDGLEY: JUSTIFICATION AND | BELIEF

. Let us turn, then to Edgley's paper. Firét, we shall exam-
ine his»critique of thevrationalist argument for innate knoWledge
of linguistic universals. On the basis of thié'examination, I
shall sketch what I take to be Edgley's views (never explicitly
stated) on how one goes about justifying a knowledge claim. In
order to proyide further substantiation for that sketch, we shall
then look at the way Edgley tries to show that we know (the
grémmar of) English. Finally, I shall reply to Edgley's cri-
“tique of the rationalist argument, and to the views which appear

- to underlie that critique.

Edgley maintains that there can be only one argument to
support "the stfong claim that what is innate [in the language

learning process] is not merely mental structure, and not merely

Humean natural belief, but knowledge" (Edgley 1970, 30). That
argument, which Edgley‘attributes to Chomsky, rests on the
following principle, which he attributes to Hume. (I shall

~accordingly refer to it as Hume's principle.)

... i1f someone knows that something is the case on the
basis of, or in consequence of, certain evidence or data,
it follows that he must already know, explicitly or im-
plicitly, whatever else (if anything) is necessary for
what he consequentially knows to be logically derivable
-from what he already knows in-conjunction with the data.
(Edgley 1970, 30) :
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By Chomsky's account, a_child,acquires knowledge of the grammar
of his language on the bésis of certain primary linguistic data
(Chomsky 1965, 30-37). But "sincé [this data] is inadequate,
‘he must [according to Hume's principle] know some suppressed
major ﬁremise from which, in conjunction with the evidence, his
. consequential knowledge logically follows" (Edgley 1970, 30).
We must describe the child;s innate language-learning endowment
as knowledge, because "anything less Wouid not account for thé
fact that the output of the language-learning sitqation is it-
self knowledge" (Edgley 1570, 30) . The premisses of the argu-
ment,.thén,

(1) A native séeaker of any language knows the grammar

of that language on the basis of primary linguistic
data drawn from that language.

(2) The grammar of a language is not logically derivable
' from the primary llngulqtlc data available to language
learners. : : : _

(3) The grammar of a. language is logically derivable
from the principles of universal grammar, in con-
junction with the sort of primary llngulstlc data
available to language learners.

apart from Hume's principle, are (1), (2), and (3). above.

As i remarked in the preceding paragraph, Chomsky's account
of language learning seems clearly to commit him to (1). He
also érgues (Chomsky 1965, 47-59) for claims very much like
(2) and (3). To this extent, Edgleyvhas poitréyed Chomsky's
?osition faithfully. But notice that Hume's principle requires

something slightly stronger than (3). Hume's principle only
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allows us to infer that a language learner knows the theory of
universal grammar if knowledge of that theory is "necessary for
what he consequentiaily knows to be logically derivable from
[that theory plus] the data". That is, we are only allowed to
supplement the data with the weakest theory sufficient to permit

inference from the data to the acquired grammar.

It might appear that Chomsky holds this stronger version
of (3). 1In one paésage, for example, he writes" "A considera-
tion of the character of the grammar that is acquired, [and of]
the degenerate qua;ity and narrowly limited extent of the avail-
able data ... leave[s] little hope that ... the language can be
.1earned by an organism initially uninformed as to its general
- character" (Chomsky 1965, 58). Universal grammar is of courée
infended to specify the child's initial information about the
general character of human language. But a child might be able
to learn English with less (or less genéral) inforﬁation than the
‘entire theory of universal grammar. Chomsky postulates knowledge
of universal grammar in order to explain not merely the child's
learning of English, but his ability to learn any human language
(cf.. Chomsky 1969a, 61-64), Otherwise put, Chomsky wishes to
explain laﬁguage—learning competence, not merely language-learning
performance. Hume's principle seéms concerned only with the
learning performance of a single individual, and in this respect

£he argument sketched by Edgley is hardly a Chomskian one.

But the argument based on Hume's principle departs from

the rationalist position in another respect, and the departure



86

I have in mind is, I believe,'important to an understanding of
Edgley's views on the verification'of knowledge claims. The
most succinct presentétion of the rationalist argument that I
know of was written about three years after ﬁdgley's paper, but
that presentation differs from those available to Edgley,. it
seems to me, only in its succinctness. For convenience, then,
I propose to refer to the recent, brief version of the argument.
Here is the heart of it: |
If-the best account of how speakers learn grammatical

rules says that they learn them on the basis of certain

innate linguistic principles Pj, ..., Pp that determine

a grammar G with respect to some class D of primary lin-

guistic data, then there is a deduction of G from D and

Py, Ry Pp. (Graves, Katz, et al. in press)

The argument assumes that a native speaker knows the rules
bf G, the grammar of his language. This much follows from pre-
mise (1) of Edgley’s arquﬁent. Also, the argument includes -
among its premises something amounting to (3): there is a
deduction of G from D and Py, ..., Py. But there is another
premiée in the Graves-Katz argument3 which has no counterpart
in.Edgiey's'version., That is the claim that the best explana-
tion of the way the speakér came to know G is that he deduced

it from other things he knew, viz. D and Py, ..., Pp.

It seems clear that Edgley intends his argument to be a

deductive one; he means for the conclusion (4) to follow

(4) The native speaker of any language knows the
principles of universal grammar.
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deductiﬁely from Hume's principle, together with (li,f(z), and
(3). The argument given by Graveé, Katz, et éi;, however,'does
not appear to be a deductive one, and it does not appear to
.require Hume's principle. The rationalist argument is rather

a sort.of inductive argument, specifically an argument to the

. best explanatién. They argﬁe that if the best explanation for
an established fact (namely, our knowledge of particular grammar)
says that we know the theory of universal grammar, theh we pro-
bably do know that theory. What renders the ascription of in-
nate knowledge plausible,baccording to the rationalists, is the.
explanatory value of that ascriptidn, But of coursé false
theofies may enjoy a degree of explanatory power, so even in-
élusion in the best avaiiable expianatory thebry pfovides no
deductive guarantee of truth for the.ascription of innate kﬁow—

leuge.

The Graves-Katz érgument, I have suggested, can get on
nicely without Hume's principle. But in order to establish the
explanatory value of the rationalist account of language learning,
one might wish to appeal to something like the converse of Hume's

(5) If someone knoWs‘E, and validly deduces g from p,

“then that person also knows ¢.
principle, namely (5).4 On a deductivist theory of explanation,

at any rate, one could make a prima facie case for the ration-

alist explanation by pointing out that the explanandum, (6),

(6) Subject A knows grammar G.
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(7) Subject A knows data D and principles Py, «ver P

(8) Subject A deduced G from D and P1, ..., Pp.

is entailed by the conjunction of (5) with the rationalist
" claims (7) and (8). I shall have more to say about Hume's
principle, and the deductive character of Edgley's argument,

later on.

Now, however, it is time to look at Edgley's criticisms
of the rationalist argument. He has two criticisms. First,
Hume's condition, he argues, imposes a condition on knowledge
that is "too stringent even in normal cases"; and second, the
process of learning a language is "far from being a normal case
of the acquisition of knowledge" (Edgley 1970, 30-31).

On the first point, he writes:

... it is odd, on the face of it, that Chomsky should
insist on such stringent conditions for consequential know-
ledge and allow such lax conditions for innate knowledge:
to know a language a child needs not only . .the data but
also knowledge of the general form of any human grammar;
but he can apparentiy know the general form of any human
grammar without so much as a scrap of evidence. ... If
‘we try to account for knowledge by tightening up the
standards to an almost impossible pitch in one place, we
shall have to relax them beyond reason in another; as in
other contexts, the price of a Puritanical exterior is an

~interior where anything goes. (Edgley 1970, 31)
In this paséage, Edgley points out that the rationalist argu-
ment does nothing to show that our innate beliefs about human
language are justified beliefs. But his point is not merely

- that this argument fails to show justification for our innate

beliefs. If that were his only objection, we might hope to
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find some other argument that would satisfy the aemand for
justification. In another passage, however, Eagley has argued
“that £he search for such an auxiliary argument is bound to fail.
He points out that in classical rationalism, the priﬁciples
alleged to be known innately were "so basic or rudimentary that
it was from a logical point of view unnecessary for [them] to
be justified". These principles were either "involved in the
very noﬁion of justification", or else they "could not be under-
‘'stood without [their] truth being accepted". But "the very
contingency" of Chomsky's universal grammar makes empirical
justification necessary. On the other hand, its very innate-
ness’makes empirical justification impossible, for surely no
Prenatal experience the child may have cduld pfovide him with
any information relevant to the truth or falsity of universal

grammar. (Edgley 1970, 29)

Edgley's first objection, then, is that the rationalists
havé not shown, and cannot show, that our innate linguistic
beliefs are justified; to call such unjustified beliefs know-
ledge is to relax the standards "beyond reason". Edgley

explains his second criticism in the following way:

... until the process of language acquisition has
gone far enough to give the child a fair mastery of the
language, he occupies, with the birds, bees and fishes,
that area where the application of the concepts of belief
and knowledge are essentially disputable. Even more dis-
putable are the concepts of reasoning and inferring in-
volved in my paradigm example.”® Positively inapplicable
are the concepts in terms of which Chomsky models the
child's acquisition of language-- the concepts of forming
hypotheses about linguistic structure and testing them
against the evidence. Chomsky is, of course, fully aware
that this picture of the child as a scientific genius 1is
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only a formal reconstruction of the language-learning
situation. But it is only in the context of this picture
that ... the input [can be plausibly] represented as data
or evidence, ... and the consequential knowledge of the
language represented as inferred from, or logically based
on, the data, which then become the child's reasons just-
ifying his claim to know the language. (Edgley 1970, 31)
In the passage just quoted, we may (although Edgley did not)
'distinguish two separate objections to the rationalist argument.
The first of these objections consists in the remark that the
application of the concept of belief to non-verbal or pre-verbal
drganisms is "essentially disputable". Three pages back, Edgley
has suggested that "when someone is able to use and .understand
words and so make statements, the concepts of belief and know-
ledge become clearly applicable, because what a person bélieves
or knows can be identified as what he says". Dogs, birds, and

- fish, however, "whose behaviour ... does not include their use
of ;,}'wordS", fall within "an essentiélly disputable area of

application" of the cdncepts of belief and knowledge. (Edgley

1970, 28)

According to this objection, it is necéssary condition on
someone's knowing the principles Pj, ..., Pp that he belieye
those principles. Now "correct application [of ps?chological
concepts éuch_as belief ] is determined by a range of criteria",
and the standard criterion for belief directs us to a.person's
verbal behavior: a person believes proposition p if he utters
some sentence expressing P.. (Edgley.1970, 28)l Knowledge of
linguistic theory is supposed to be a precondition for language

learning, but we can hardly hope to catch children asserting
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principles of linguistic theory, either nt the beginning of the
language acquisition proceés or (in most éases) at any other
time in their lives.. Indeed, as Stich points out, most people
"are incapable ofrfecognizing [érinciples of universal grammar]
when presented"; many are even "incapable of understanding them"
(Stich 1971, 486). O©On our principal criterion of belief, Edgley

argues, linguistic theory fails dismally.

It is well worth noting that this same objection applies
against the claim that native speakers know the rules of the
grammar of their language. Again, most native speakers do not
‘assert any of those rules at any time in their lives; even when
Vpresented with rules of their grammar, they do not recognize
them as such. If the Claim that we believe principles of
universal grammar is “essentialiy disputable", then the claim
that we know-principles of particular grammar is disputable on

the very same grounds.

But Edgley has a further objection to the rationalist
argumént. That objection is that premise (1) is not literally
trué, so oun kncewledge of English grammar.aoes not satisfy the
antecedent of Hume's principle. The grammar of English is not
something we know to be the case "on the basis of ... certain
-evidence or data". A child learning English benefits from var-
~ious inputs (parental corrections, for example), but these in-
puts are not literally enidence on the basis of which the child
makes inferences about English grammar. Only in the context of

a formal reconstruction of language learning does it make sense
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to describe these inputs as evidence, or data. This may be
enough to give (1) a kind of metaphorical truth, but Hume's

principle requires the literal truth of (1).

I wish to defer my - comments on these objections until later.
".For the present, we shall only use these objections as a basis

for reconstructing Edgley's conception of the way knowledge claims
are to be es£ablished.‘ First, I think these objections arise out
of a belief that arguments in support of knowledge claims must

‘be deductive arguments; inductive arguments, or anyway arguments
to the best explanation, are clearly not sufficient, in Edgley's
view, to ground knowledge claims. This claim about Edgley's

views is further borne out, I think, by the Way he.misread the

" rationalist argument: he tdok it to be a deductive argument,-

something it was surelylnever intended to be..

>Second, it would appear that the major p;emise in such an
afgument must étate a set of criteria for applying the concept
of knowledge. Edgley actually states such a list of criteria
in his paper. In order for someone to know that it will snow
tomorrow, it is necesSary (and sufficieﬁt), Edgley maintains,

that three conditions be satisfied:

First, it must be true that it will snow tomorrow.
Second, he must not only believe that it will snow tomorrow
but believe with that degree of conviction that amounts to
being sure or certain. Third, his certainty must be just-
ified not simply by its being true that it will snow, nor
even by there being good reasons for thinking that it will
snow, but by his having good reasons for being certain --

- reasons good enough, that is,. to exclude reasonable doubt
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thét it will snow ﬁomorrow. Fulfillment of thése condi-
tions would make this a paradigm case of knowledge.
(Edgley 1970, 28-29)

By a "paradigm case of knowiedge", Edgley means a case in
" which our application of the concept of knowledge is minimally
"faltering and uncertain" (Edgley 1970, 28),. Any case which
satisfies these three criteria, then, will bé a case, Edgley
predicts, to which we will apply the concept of knowledge with-
out hésitation or uncertainty. I take Edgley to hold, further,
that where it cannot be shown that these three conditions are
satisfied, we find.it difficult to. decide whether or not to
appiy the concept ofrknowledge. Heré.thé attribution of know-
ledge may be altogether false, or it may be that wé know some-
thing, but in a non-paradigmatic sense of EEQE' Even such-nén%
- paradigmatic knowledge claims must appérently be justified by
.appeal to criteria, however, and it seems that the.criteria
appealed to must always be derived'from those which define the
paradigmatic concepf of knowledge. Edgley, at any rate, follows
this practice. 1In two arguments we shall look at presently, he
élaims that we know (the grammar of) English in a non-paradig—
matic sense, because our knowledge of English graﬁmar fulfills
"laxer conditions, Which are, so to speak, natural analogues

of the stricter logical conditions" on knowledge (Edgley 1970,

33).6

Third, and finally, Edgley seems to require more or less
direct verification, by standard methods, of the minor premisses

in arguments for knowledge claims--the premisses which state
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that éach‘of the relevant criteria has been satisfied. Thus,

for example, unless we can show that someone has uttered a
sentence that expresses Pj, which would be the usﬁal or direct

" way to establish that thevperson believes Pj, the claim that he
believes P; has not been established beyond reasonable doubt.
Until that kind of verification can be found, the belief claim

is "essentially disputable™. I suspect that this attitude.undér—
lies Edgley's third objection as well. 1In o:der tb determine
what evidence a person has for a given belief, we generally ask
him. But obviously we cannot expect very satisfactory results

if We ask a naive speaker of Engiish to state his reasons for
beiieving some principle of English grammar. Perhaps this is
Edgley's reason for maintaining that the grammar ﬁnderiying one's
‘competenée as a native speékér is nbtiliterally.inferred from the

primary linguistic data one encounters as a child.

We have séen that Edgley rejects Chomsky's claim of innate
linguistic knowledge, and the rationalist argument in support
of that claim. I have suggested that Edgley places three require-
ments on arguments in suppoft of knoWledge claims, and that he
,rejects the rationalist argument because it faiis to satisfy
these requirements. I wish now to examine two arguments which
" Edgley offers in support of the claim that we have intuitive
(tacit) knéwledge of (the grammar of) our 1angua§e. This exam-
ination will, I believé, furnish additional evidence that Edgley
does indeed hold the views I have suggeéted concefning argﬁments

for knowledge claims; it will also lay the foundation for some

*
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critical comments on Edgley's views, and for a défense,of the

rationalist claims about linguistic knowledge.'

For expository convenience, I shall discuss Edgley's second
argument first. Here is the central premise of that argument, in

Edgley's own words:

The claim that [a certain skill or competence] is
knowledge is further strengthened precisely if the causal
or quasi-causal explanation of how this competence was
acquired appeals to facts that, if they were attributable
to the person concerned as his reasons justifying the
claim to knowledge, would logically support that claim.
(Edgley 1970, 32)

An example will help to clarify this new criterion of knowledge.
(This example also bears on another ériterion,‘to be discussed

later,)

In this way, for example, a woman may be said to know
intuitively or instinctively that her husband is worried
or anxious. The force of these adverbs ' intuitively' and
'instinctively' is to imply on the one hand that the worry
or anxiety were not directly observed in any publicly check-
able sense, and on the other hand that she did not reason
it out, come to the conclusion, or infer, that her husband
was worried or anxious. We ascribe to her an intuition or
instinct for things of this sort if she tends to be right
about them on different occasions; and this 'faculty of
knowledge' can be explained, and confirmed as knowledge,
if on this occasion, for instance, she thought that her
husband was worried or anxious because of the way he
looked at her or because of the set of his shoulders as
he walked or sat. The word 'because' here introduces a
fact that is neither simply an explanatory cause of her
thinking that he was worried or anxious, nor her reason
for thinking that he was worried or anxious. But in being
a fact that would have been her reason, and in her circum-
stances of close acquaintance a good one, if she had not
only noticed it but had drawn her conclusion from it, the
fact, in explaining her thought, also helps to justify it
as knowledge. This is not a central case of knowledge,
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but it is sufficiently like a central case to make the

application of the concept reasonable. (Edgley 1970,

32; emphasis added) ‘

Edgley's new criterion of knowledge, expressed in the
shorter of these two quotations, may be crudely restated as
follows:

(9) A knows that p if there is some fact g, such £hat

(1) q is appealed to in the causal explanation of
how A came to believe p, and (ii) g (perhaps in con-
junction with other relevant facts which do not by
themselves support p)logically supports p.
Despite its crudity, principle (9) is close enough to Edgley's
intent for our purposes. If we had a better paraphrase than
(9) , that paraphrase would still succumb, I think, to my argu-

ment against (9) (cf. pp. 102-103 below). Moreover, the whole

~of Edgley's discussion seems to accord fairly well with (9).

Edgley's example, from the underlined clause on, is meant
to_ shed light on the criterion formulated in (9). Suppose we
call the woman Brenda, and her husband Harry. Brenda is able
to determine Harry's moods. According to the underlined clause,
this ability is an instance of knowledge. But further along in

the paésage, it becomes clear that it is her thought, namely
(10) Harry is worried.

(10), which is to be "confirmed as knowledge". Thg fact g
(ii) Harry's shoulders have set S.

which confirms (10) as knowledge, by appearing in the causal
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explanation for Brenda's belief in (10) and by logically

supporting (10), is (11). But (11) does not support (10) all

by itself. It is only because of Brenda's "close acquaintance"
(12) Whenever HarrY's shoulders have set S, Harry is

(almost) always worried. ’

with Harry that (11) provides a good reason for believing (190).

Her experience with Harry has made Brenda_highly competent at

- determining his moods, and I suggest that (12) expresses part

of the intuitive knowledge underlying her competence. And of

course (11), when conjoined with (12), logically supports (10).

The principle (9) seems to be derived from the justification

. condition, the third of the conditions which (according to'Edgley)—

_ define the paradigmatic sense of-kggﬂ. In order for someone to
know_g in the paradigmatic sense, that condition required that
the person in question have "good reasons for being certain"
that p (Edgley 1970, 29); the individual must know facts which
support p, and his belief in p must have arisen from an infer-
ence to‘g_from those fécts. The secoﬁd.clause of (9) requires
that there be good reasons for believing p, but (9) does not
require that the knower have those (or any other) reasons for
‘bélieving p. All (9) requires is that some of the facts that

could serve as the knower's reasons, should play an essential

role in the causal explanation for the knower's belief in p.

Edgley appeals to the criterion (9) in giving a deductive
argument for the claim that a native speaker knows (the grammar

of) his language. Before we look at that argument, let me .
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explain why, in alluding to this argument, I have heretofore

enclosed the words the grammar of in parentheses. Edgley

‘(1970, 32-33), in describing the thesis to be argued for,

only calls it a thesis about “khowledge of the language", not
about knowledge of a grammar. There are two reasons why I
take him to be arguing for é thesis abou£ propositioﬁal know-
-rledge (of a grammar). First,’if the thesis were that native
speakers know their language} i.e.rthat they know how to speak
and understand it, the thesis would be too tri&ial to warrant
an argument. Second, Edgley appeals to a principle that is
formulated in terms of logical support, and logical support is
a relation that holds between statements or propositions. 1If
certaih facts provide logical support for what the speaker
knows, then it must be a proposition (or something very much
like one) that he knows. But a proposition that formulates

a speaker's knowledge of his native language is a grammar.
Edgley's usage to the contrary notwithstanding, then, I shall

henceforth abandon cautionary parentheses.
Edgley's argument from principle (9) runs as follows:

«.+«+. the child has been taught the use of words, i.e. ...
he has been exposed to the input data, and ... these data
constitute positive evidence that he could, if he were a
scientist, cite in justification of his claim to knowledge.
If this evidence is not only not evidence to him, in the
sense in which he literally uses it to test hypotheses,
but is moreover from the point of view of a formal recon-
struction logically inadequate to generate what he con-
sequentailly knows, an explanation of the child's competence
that links input to output through a mental structure that
the child shares with all other language users will confirm
rather than undermine the characterisation of the output as
knowledge; for it will confirm the important practical
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implication of this characterisation, that the child's

ability to use words correctly was not just a fluke,

but will survive in unforeseen circumstances in the

future. This will not be a central case of knowledde;

but ... it will be considerably closer to the centre

than Chomsky's alternative of innate knowledge. (Edgley

1970, 33) :

In this argument, the "fact" g which logically supports
the speaker's belief (his grammar) is the body of primary lin-
guistic data to which he was exposed as. a child (D in the
Graves-Katz argument). These data are not sufficient to sup-
B port the grammar on their own, however; they support it only
whenvconjoined with principles of universal grammar. Edgley
pfesumably has such principles in mind when he speaks of a
"mental structure that the child shares with all other lan-
guage users". The data thus satisfy clause (ii) of (9). But
these data play an essential role in determining the specific
' character of the.acquired grammar (within the limits imposed
by linguistic theory), so any adequate explanation of . the
acquisition of that grammar must take those data into account.

Hence the data also satisfy clause (i) of (9).

One might think that (9) could also be used to argue that
we know at least some principles of universal grammar. For
many of those principles can be expressed in the form of

(13) Every psychologically possibie human language has

a grammar with property P. _

statements like (13). We do not as yet have a physiological

explanation for the origin of 6ur bélief in such principles,
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(14) Every normal child is born with genetic structure
g, _ ’ , :
but when such an explanation becomes available, it will pre-
sumably appeal to facts about genetic structure, like (14).
In conjunction with information about effects of structure g
(15) Normal children are capable of learning‘only those
languages whose grammars have property p.8

on learning and maturation, these genetic facts will presum-

ably entail something like (15). But (15) is equivalent to

(13). Hence (14) satisfies clause (ii) of (9), for it (in con-

juncfion with other felevant facts) logically support$ (13),

a principle of universal grammar. Bu£ (14) also sétisfies
clause (i), since (14) is appealed t§ in a causal explanation
of how we.comé to believe (13). Principle (9), as i£ is néw
formﬁlated, can be used to argue that wé know.universal as well

as particular grammar.

There is a fairly natural way to amend (9) so as to exclude

the argument just given. In the case of Brenda and Harry, thé
fact g (that Harry's shoulders had set S) was a fact that
érénda was at least tacitly aware of. Therset of Harry's
shoulders registered somehow in her nervous system; it was

the sort of thing psychdlogists refer to, I believe; as a
perceptﬁal cue. Similarly, in the language acquisition case,
the primary linguistic daté were facts that-the child was aware

of. In both cases, the causal explanation of the reSultant
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belief cites not merely the truth of a certain fact (Harry'é
shoulders have set S; goed is not a correct past-tense verb form),
but the subject's awafeness of that fact. I propose, therefore,
vto add a third clause to (9), requiring that the subject, A, be
aware of the fact d. The requisite sense of aware may be tricky
to spell out, but let us suppose that the spelling can be done.
Such an amended version of (9) would, I think, exclude the argu-
ment of the previous paragraph, fbr there seems to be no reason
whatever to suppose that children are aware of £heir own or any-
one else's genetic structure. The explanation of how we come to
have beliefs like (13) can proceed perféqtly weli'without any

such awareness assumption.

I think Edgley would approve the suggested -amendment of
(9), motivated as it is by his own examples. But there is another
reason he might be expected to welcome the amendment.  For in the
amended version of (9), we have a criterion of knowledge under
which we know particular, but not universal, grammar. Edgley
needs such a criterion, for we found that his arguments against
innate knowledge work just as well agaiﬁst the claim that we
know the grammar of our native language. (That was perhaps to be
'~ expected, for he was arguing that we have no innate linguistic
knowledge of the paradigmatic kind, and he holds that our know-
ledge of particular grammar is not paradigmatic either). As
.amended , (9) provides the first motivation we have seen for

Edgley's discrimination against innate linguistic beliefs.
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But that motivation is not adedquate, for»(9) is false,
even in its amended version. For a counterexampie, let us

revisit Brenda and Harry. Let us suppose that they have
(16) There is a burglar in our room.

taken a hotel room, and are now out on the town, trying to enjoy
themselves. Harry, however, is worried. If asked, he might-
express his worry by asserting (16). Hafry has not come to

~ believe (16) through any process of reasoning; he merely happens
(17) Harry and Brenda's room is number 413.

,to be a latently superstitious person, and as he and hlS wife

checked in, he became aware (perhaps only vaguely) of the fact

(18) There is a burg]ar in every odd- numberea room on
the fourth floor. .

~ expressed in (17). Somehow, his awareness of that fact,caused
him to believe (16). But (17) logically supports (16), when
conjoined with another fact, expressed in (18).‘ (Perhaps the

leader of a gang of thieves, himself superstitious, saw an
oddly-shaped numeral four in a dream the previous niéht.)
‘Thus (17) figures in the causal explanation of Harry's belief
in (16); (17) logically supports £l6) when conjoined‘with
another relevaht fact, (18); and Harry is aware of the fact
expressed by (17). Clearly, though, Harry does not know (16)
under these circumstances, though (9) (as amended) implies,

that he does.?
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This counterexample shows that Edgiey'svafgumenﬁ for tacitv
knowledge of particular'grammar is unsound, because it refutes
(9), a key premise in that argument. The counterexample does
not, however, refute thé converse of (9). Though the ante-~
cedent of (9) does not étate a.sufficient condition for
‘aséribing knowledge, it might (fbr all my cdunterexémple shows)
_state a necessary condition on knowledge.asciiétions. If tha£
wére the case, then Edgley would still be able £o argue, by
. appeal to the converse of (9), that we have no innate knowledgé
of universal grammar.l0 And since the antecedent of (9) is
weaker (easier to satisfy) than the justification condition, it
would be plausible to'argue, on the basis of (9)'s converse,
that our innate linguistic beliefs do not even constitute a non-
paradigmatic instance of knowledge. I shall comment on this
1 possibility later, when i reply to-Edgley's argument, based on
the-justification condition, that we have no innate knowledge.
Aé we saw earlier, (9) is a weakened veréion.of the justifica-
tion condition, and it seems to me that (9) and the justifica-

tion condition are subject to the same difficulty.

Before we turn to Eagley's other criterion of non-paradig-
matic knowledge, I wish to point out.an'additional'moral ofithe
- counterexample just adduced. As noted earlier, it seems to be
Edgley's view that knowledge claims may be supported by appeal
~to criteria other than the usual_ones (trﬁth, certainty or

belief, and justification), provided that the criteria appealed

to are derived in some way from the standard criteria. Our
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discussion of (9) has shown that a criterion of knowledge must
have more going for Lt than its relationship to one of the
conditions that in FRigley's view define tﬁe paradigmatic seénse
of know. If Edgley's other criterion is moge plausiblebthan
(9), its plausibility will rest on something other than simply

its resemblance to ope of Edgley's conditions on central cases

of knowledge. : . _ .

Edgley states h[s other criterion of non-paradigmatic

knowledge in the following passage:

«»+ 8S W€ Yrelax the third condition in my paradigm,
the condition requiring that the person to whom knowlegde
is ascribed shouyld have reasons justifying his assurance,
the application of the concept demands, in compensation,
more stringent wonditions of other kinds. The first con-
dition, or some analogue, is tightened up, and we require
not simply that the person concerned should believe what
is true, or more generally get something right, on one
occasion, but that he should continue to get things of
that sort right on other occasions: one and the same
skill or competence is then attributed to him as being
exercised on thege different occasions, i.e. his getting
these thinygs right is an exercise of knowledge. (Edgley
1970, 32) _

I shall call this the reliability criterion. I shall not argue
that the reliability criterion is false. Rather, I shall suggest
that this criterion js a plausible one, and that Edgley is mis-

~ taken about the source of its plausibility.

Recalling Edgley's example, Brenda had reliable beliefs
about Harry's moods. Because of this reliability, "we ascribe
to her an intuition or instinct for things of this sort"

(Edgley 1970, 32). Now just what is the knowledge that Brenda
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exercises, on the various occasions when she assessés Harryis
mood correctly? I suégest that part atvleast of her knowledge
is expressed by sentence (12), which states ﬁhat Harry is always
worried.when his shoulders have set S. When conjoined with a
relevant datum, to the effect that Harry's éhoulders now have
'sét S, (12) entails the proposition Brenda believes on this
occasion; conjoined with similar data on other bccasioﬁs, (12)
(or some similar statement)iwill similaiiy entail the othet
statements about Harry‘s moods which Brenda knows on those

occasions.

Concerning our knowledge of particular grammar, Edgley
writes: "The chief criterion for the application of the con-
cept of knowledge in this case is the fact that_the child is
able to ﬁse words correctly,.i.e. that he can get things right
in'a variety of situatioﬁs" (Edgley 1970, 32-33). Now the
_reliability‘criterion requires that there be a class of‘state—
ments concerning which the knower must exhibit'reliably correct
judgment. In Brenda's case, these were statements which, like
(1of, concerned Harry's mood. In the linguistic case, I
suggest that the appropriate class of statements inciudes state-

‘ments about the grammaticality and meaning of English sentences.

(19) The men went home is grammatical.

(20) Please pass the salt is a regquest that someone pass
- the salt.

Statéments_(l9) and (20) are two examples. When a child uses

the sentence The men went home, he gives evidence that he
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believes the proposition expressed by’(20); when, in résponse

to an utterance of Please pass the salt, he passes the salt to

the speaker, he gives evidénce of a belief in the proposition
expressed by (20). Gradually,_a child's beiiefs about meaning
- and grammaticality become highly reliable. This reliability,
accofding to Edgley, constitutes-groundsrfof maintaining that
the child knows some proposition which entails all his correct
judgments about meaning and grammaticality, and the gfammar of

- English expresses just such a proposition.

The reliability criterion can also be used to argue that
We'know the theory of universal grammar, as it happens. For
there is a class of statements (namely, the class of grammars
of natural,languaées) such that, whenever we believe a state-
© ment in that class, it is true; and the thedry of uhiversal
grammar, in conjunction with relevant data, entails each of
fhe.particular‘grammafs. _To be sufe, most pecple only know the
grammar of one language; they exercise only 6nce in their lives
the competence they have in virtue of their knoWledge of univer-
sal grammar. But the scarcity of language-learning performances
in most of our lives shdﬁld not be taken to show that no com-
petence underlies that performance. To adapt a reﬁark of
Edgley's, the child's learning to use words cbrrectly was not
just a fluke; it was a highly reliable performance. This
~reliability is, I think, generally recognized; few would
(21) For any human language L, if A had'been reared by

speakers of L, A would have learned the grammar of
L.
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diépute the truth of (21), but (21) expresses a very strong

claim about the reliability of children as language learners. .

Edgley's reliability criteribn is quite plausible, I
-think. Now Edgley seems to think his criterion inherits its
plausibility from the truth condition, but I think this plaus-
'iﬁility has a different source: The reiiabiiity criterion
describes conditions undef which an ascripﬁion of knowledge

has certain prima facie explanatory power. If someone's beliefs

about matters of a certain:kind (say, Harry's moods, or the
meanings of English-sentences) are very often correct, this
réliability calls for an explanation. One nétufal explanation
is that the person in question has some general knowledgé about
such matters, and that his judgments. in individual cases are

. derived from that general knowledge. it is also natural to
suggest (though Edgley does not) that the derivation of those
highly reliable individual jﬁdgmenfé takes the form of an>

inference or a deduction.

There may be other grounds for rejectihg such an explana-
tion, in terms of deduction from background knowledge. We may
imagine that a certain person's winnings‘at.the raéetrack are
based on an unusually good knowledge of horses, but we may later
discover that he has been doping several horses in eadh race he
bets én, But if no such evidence turns up, and if we are unable
to discover any better explahation for the feliability of a
person's beliefs on a certain subject, we do well tovaccept the

attribution of knowledge. But it is misleading to suggest; as
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Edgley does, that the attribution 'is justified by the satis-
faction of some criterion peculiar to thé concépt of knowledge.
The "criterion" involved is merely that if some collection of
statements provides the best available ekplanation fér some
phehomenon or other, we ought to accept ;hat collectipn of
statements, simply on the basis of their explanatory value.

This principle bears no épecial relationship to knowledge claims;
it is surely not a "criterioﬂ for the application of the concept

of knowledge".ll

It may be worth pointing out, before leaving this discussion
of Edgley's criteria of non-paradigmatic knowledge, that the cer-
tainty or belief condition has droppéd out of sight altogether.
We have seen a weakened version of the justification condition,
and a strengthened version of the truth condition, bgt no ver-
sion at all of the certainty condition. Why didn't Edgley feel
the need for some such requirement, in‘the course of his dis-
cussion of non-central knowledge? The reason, I suggest, is
that where a knowledgevclaim‘has explanatory value, it is simply
unnecessary to provide direct evidence, showing that each of the
defining conditions of knowledge (or "naEural analogues" of those
conditions) is satisfied. This would be true even if we knew
what those defining conditions were, though as Gettier has shown,

we do not know this.

Some pages back, we saw that Edgley has three objections to
.thevrationalist argument for innate knowledge: first, any innate

.linguistic beliefs we have cannot be justified beliefs, even if
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they happen to be true; second, an examihatiqn‘of what 1anguagev
learners say provides no direct evidence for the claim that they
believe (let alone know) the principles of universal grammar;
and third, though we knoﬁ the grammar of English, we do not
literally know it "on tﬁe basis of ... evidence or data", so
-ouf knowledge of particular gramﬁar does not satisfy;the ante-
cedent of Hume's principle. It is now fime to ﬁake a critical

look at these objections.

Edgley introduces his first objection by remarking that
Hume's condition is "too stringent" a cqndition on knowledge.
In support oflthis remark, he pbints out-(correctly) that one's
innate linguistic beliefs do not satisfy'the:justification con-
‘dition. But the argument from Hume's principle can be seen aé
.an attack on the justification condition; that is in fact how
Edgley seems to see it (cf. Edgley 1970, 29-30). Edgley thus
appeals to the justification condition in his objection to Hume's
vprinciple. But this appeél begs the very queStion at issue;

"must all (contingent) knowledge be justified?

The argument from'Hﬁme's principle.is a reductio ad absurdum.
To évoid the absurdity, we must reject one of the premises from
‘which it was deduced. What are those premises? First, there
are two premises missing from the list given above (p. 83). One
of these is the justification condition, a controversial premise.
The other is accepted on both sides: the premise that ocur innate

linguistic beliefs lack justification.
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Second, there is premise (1) (p. 83), which stétés that
a speaker knows a particular_grammar, and kﬁoWs‘it on the bésis
of primary linguistic data. Edgley accepts the first assumption
| (cf. pp. 97-98 above). He denies the second, but I shall argue

below (pp. 116-123) that he should not do so.

Both sides in the dispute accept premises (2) and (3).
This leaves only one further premise: Hume's principle, which
Edgley would deny. I shall try to block this move, and force
the rejection of the justification conaition, by arguing for
(22) ‘A does not know p if (i) A came to belleve p. on the
basis of a valid inference from a set S of premlses,
(ii) A does not know any other set S' of premises
which validly support p:;- (iii) g is a member of §;

“(iv) elimination of g from S would render the in-
ference to E_lnvalld, and (v) A does not know g.

(2z), a somewhat revised version of Hume's principle.

To refute.(22), we wouldrhave‘to find a proposition p
that we know, which élso satisfied conditiohs (i)—(ﬁ). Is
thére any such proposition? Well, no directly evident.pro—
position can f£ill the bill (cf. p. 168 below, and the refer-
ehces cited there); condition (i) is meant to say that p must
be a piece of "conseguential knowledge" (Edgley 1970, 30).
(Conditions (i), (ii), and (iv) have inductive as well as
deductive validity in view,tby the way.) Nor can any neces-
sary proposition be a counterexample to (22). Any set of
premises entails a necessary proposition, sd if p is neces-

-sarily true, it will violate conditions (ii) and (iv).
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Any counterexample to (22), then, must be indiféctly evi-
dent, and logically contingent. Here is a possiBle counter-—
example, which I owe to Ned Block: Suppose that I have seen
the Locﬁ Ness monster swimming. I know, then, that Nessy can
swim (this is p). However, I believed iﬁ Nessy's swimming’
ébility long before seeing her. Someone told me that she was
a'huge eel (call this q) . Knowing that all eelé can swim, I
inferred that Nessy could swim. But supéose that'Neséy ié
really an elongated whale. Then g is false, and I do not know

g. I do,however, know p.

Condition (ii) is intended to block counterexampleé of
this sort. My seeing.Nessy swim gave me additional (and ade-

quate) reason to believe p; hence Nessy can swim does not

satisfy‘dondition (ii) . This.condition imposes a very sevére
regtriction on p, and makes (22) quite wéak. It would be sur-
_prising if such a weak principle turned out to be false. But
we have some linguistic knowledge that satisfies condition

(ii), despite its stringency, and that is all'we‘need for our

reductio against the justification condition.

_SuppoSe"a foreigner asks me whether séntence S is gram-
matical in English, and I have never before Heard sentenée S.
"As a native speaker of English, I know that S is grammatical.

By the rationalist acocunt (cf. pp. 116-123 below) I know this
on the basis of a deductive inference. My internal grammar of
.English is an intermediate step in that Aedﬁction.. The ulfimate

premises are my primary linguistic data; and the theory of
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universal grammar. Without the latter premise, I canndt validly
infer.that S is grammatical; nor do I have any other reason to
believe that S 1is grammatiéal, since I have never heard.any
English speaker use S. 'Now if I do not know.the theory of

- universal grammar, then by (22), I do not know  the grammar of
English; nor do I know that S is grammaticalf But as Edgley
admits,'this'is absurd. We have some independent basis for
accepting (22). The source of our absurd'conclusion[.then,

must lie in the justification condition, and that is the pre-

mise we must reject.

We turn now to the second of Edgley's three objeétions to
the rationalist argument for innate knowiedge. According to
" this objection, it is "essentially disputable" whether we have
*any beliefs (and hence whether we have any knowlédge) about
ﬁniversal grammar, because the rationalists are unable to show
that naive subjects eﬁer utter senfences exXpressing tﬁose be- |
liefs. Otherwise put, the objection is that the rationalist
argument fails to provide direct evidence that the belief con-
dition is satisfied by our alleged innate knowledge. Against
this objection, I shall érgue that direct verbal evidence of
the kind Edgley has in mind is not neceséary.for thé establiéh—
vment of belief claims, and that in any case, establishment of
a belief claim is not a necessary step in every adequate argu-

ment for a knowledge claim.

'On the first point, there are-circumstances in which verbal

evidence is not necessary to justify belief claims. A dog, for
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instance, may be said to believe (and indeed to know) that his
supper is under the basement stairs, though of course he never
utters sentences that express his belief.  Our evidenceAfor a
belief claim in this case consists of the dég's behavior on
returning from a hard day in Harvard Yard without food. He
heads directly down the basement and under the stairs, sali-
vating heavily, immediately on arriving home.l2 Or consider
another example of "irremediably nonverbal knowledge", discussed
by David Lewis (1969). Suppose you and I are rowing together in
rhythm.
«+«+ I cannot describe ... how we are.rbwing ... but
I can keep on rowing that way:; I can tell whether you
keep on rowing that way; later, I could probably demon-
strate to somebody what the rhythm was; ... and so on.
Now there is a description that can identify the way
we are rowing. We take 1.4 + .05 seconds for the
stroke and .9 + .1 for the return, exerting a peak
force of 70 + 10 pounds near the beginning of the
stroke, ... and so on, in as much detail as you
please. But, as we row, we have no use for this sort
of description. We can neither give it nor tell
whether it is true if somehow it is given. (Lewis
1962, 63-64)
Nonetheless, it is reasonable under the circumstances to say that
" we know what rhythm we are rowing in. The examples of the dog

and the rowers indiéate that the availability of direct verbal

evidence is not a necessary condition for belief ascriptions.

Edgley's second objection, and the concept of essential

disputability on which it is based, seem to me to grow out of



114

a latent operationism. To support a claim that soméone believes
a proposition p, we very often (perhaps'even usuélly) try to
show that on some occasion he has uttered a sentence that ex-
pressesig. Observation of verbal behavior is thus the "opera-
tion" we perform when we verify belief claims in the_usual;
étandard, or direct way. Equating the meaning of belief claims
with the method usually used to verify them, Edéley concludes
that any belief claim not sﬁpportable by-this method ﬁust'be

. either false, or true ohly on some non-standard reading of

believe. But since verbal expression of a proposition is neither

a sufficient nor a necessary condition on belief in that proposi-

tion, surely it is a mistake to identify the meaning of a belief
claim with the operation of observing the verbal behavior of

the putative believer.

But there is another difficulty with Edgley's second objec-

'tion. Let us Suppose that the conceptiof belief‘is related to
that of knowledge in just the way Edgley says it is. Edgley
apparently thinks that this fact about the meéning of knowledge
claims places a constraint on the methods or strategigs avail-
able for substantiating knowledge claims. He seems to think
'that'a legitimate argument for a knowledge claim must contain
a separate subargument showing that the belief condition is met;
and similarly for the truth and justification conditions. But
of course it is not in general true that the analysis of a con-
cept states the only set of conditions sufficient for the .

application of that concept.
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Consider, for example, the concept‘of ellipticity; The
analysis of this concept may tell us that a figpre is an ellipse
just in case it is the locus of all points, the sum of whose
distances from two giveﬁ points is a constant. Cne way to show
that a given figure is an ellipse, then, is to find a pair of
>'points within the figure, and show thét many randomly chosen
points on the figure have distances from these two interior
pdints which sum to the very same diétance. Bﬁt there is another
- way to argue for the ellipticity of a given figure. We can also
choose an appropriate system of Cartesian coordinates, and show

that many points 8n the given figure satisfy an equation of the
: x2 y ' .

form 42 + 2 = 1. The latter method is certainly an
adequate way of arguing that the given figure is elliptical.

' But unlike the method suggeéted by the analysis of the conéept
* of ellipticity, the latter methbd does not require that we
determine distances from points on the figure to a pair of
fixed points; rather, it involves finding distances from points

on the'figure to a pair of fixed lines.

Asvwith ellipticify, so with knoﬁledge: The conditions
stated in the analysis of the concept of knowledge may not be
the only set éf conditions jointly sufficient for application
'of the concept. It may be that Hume's principle (equivalenfly,
(22)) states such a set of conditions, for example, for all
Edgley has shown. But Hume's principle does not require that
we pay special, separate attentidn to the guestion of belief.

A fortiori, it does not require that we present "direct" or

"observational" evidence of belief. [dgley complains, in his
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second ebjection to the argument from Hume's‘principle, that
the argument is insufficient.becadse it adduces no direct
evidence of belief in the proposition alleged to be known.
But if the argument has true premisses (cf. Edgley's third
objection, which is direeted against premise (1)), and is
~vdeductive1y valid, it is hard to see why this objection need

be taken seriously.

.

For several paragraphs, I have been talking about sets of
conditions logically sufficient to warrant knowledge claims. I
do_not wish to fali in with what appears to be Edgley's view,
however, that any adequate argument fer a knowiedge claim must
show that some such set of conditions is satisfied. This view
amounts to the requirement that knowledge elaime can only be
- supported by deductive, and never inductive, arguments. For
most empirical claims, we are willing to accept either deduc-
tive or inductive arguments, and I.can see ne reason whatever

for treating knowledge claims differently.

Now let us consider Edgley's third and final objection to
the rationalist argument. According to that objection, we do
not literally know the grammar of Eﬁglish "en the basis of ...
evidence.or data™; that is, we do not literally infer our
grammar from primary linguistic data. Therefore our knowledge
of particular grammar does not satisfy the antecedent of Hume's

condition, and the rationalist argument is unsound.

Edgley's third objection, like his seeond, reflects his

operationist assumptions (and indeed Edgley did not distinguish
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these,tﬁo objections himself). Usually, a process of inferénce
leaves certain traces which we may bring‘to lighf by asking the
subject such questions as, "How did you find out that p?" Clearly,
few if ény adult speakers of English are able to verbalize the
inference which led to their knowledge of Ehglish grammar. - But
failure to observe the usual traces of an inference process does

not show that the process is fictitious, as Edgiey apparently

believes.

J.J.C. Smart has discussed a somewhat similaf situation in
the philosophy of physics. There, the fictionalist (or as Smart
cails hiﬁ, the phenomenalist) may argue agaihst,thé reality of
electrons as follows: If someone claims that‘a'certain physical
object is present in a certain region, we can ordinariiy check
his claim-by looking in that fegion; perhaps using an optical
or én electron_miéroscope. We conclude that the object is really
'there if we can see it, and that it is not really there'if we
cannot see it. But physicists freely admit £hat electrons are
in princiglé invisible; the "look~and-see" test can never turn
up evidence that an electron is present, however much we refiné
the art of microscopy. From this, the fictiocnalist céncludes

that electrons are not real physical objects.
Against this argument, Smart writes:

One can readily admit, then, that there are_ theoret-
ical reasons why however small we were we couldﬁéee the
theoretical entities of physics. In this respect these
entities do differ from bricks, microscopic crystals, and

- bacteria, and even perhaps from protein molecules. But
is this a good reason for putting them into a different
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ontological category? The mere fact that there are
theoretical reasons why they cannot be seen gives no
ground for saying that they are in any sense fictions.
Theory asserts the existence of the elementary particles
and also explains their non-visibility. Surely we need
not fall back to Berkeley and suppose that ésse is
percipi. (Smart 1963, 38)

There are two ways in which. the situation in psycholin-
guistics differs from that in physics, and these two differ-
ences céncelreach othef out. First,'theré is to the best of
my knowledge no explanation available for‘the adult's inability
to recall and state the inference which led to his knowledge
of particular grammar, though in physics there of course is an
explanation éf why electrons are invisible. On the other hand,
the inference from universal grammar plus.dafa to particular
grammar is not altogether "unutterable", in the way in which
. electrons are altogether invisible. It is conceivable that a

person might be able to reconstruct and state the argument which

led him to accept the grammar of English, if he had access to an

| adequate theory of language learning, and to sufficiently de-
tailed records of his linguistic experience in childhood.13
According to present-day physics, however, nothing will ever

make electrons visible.

These two features of the language—learning case seem to
me not to affect Smart's point. The fact that an inference
process was subconscious, and did not leave the usual sort of
memory traces, does not show that it never took place. The
comparison to Berkeley is an apt one. ‘But Smart has an addi-

tional argument:
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+«« if it be granted that we need not fall back into
phenomenalism it may be replied that there is neverthe-
less no reason why we should not. I wish to argue, on
the contrary, that there is a most telling theoretical
reason why we should not adopt a phenomenalist interpre-
tation. ... If the phenomenalist about -theoretical enti-
ties is correct we must believe in a cosmic coincidence.
That is, if this is so, statements about electrons, etc.,
~are of only instrumental value: they simply enable us
to predict phenomena on the level of galvanometers and
cloud chambers. They do nothing to remove the surprising
character of these phenomena. Admittedly the physicist
will not ke surprised in the sense that he will find
these phenomena arising in unexpected ways: his theory
will have instrumental value in preventing this sort of
surprise. But he ought still, if he is reflective, find
it surprising that the world should be such as to contain
these odd and ontologically disconnected phenomena: i.e.
‘the phenomena are connected only by means of a purely
instrumental theory. Is it not odd that the phenomena
of the world should be such as to make a purely instru-
mental theory true? On the other hand, if we interpret
a theory in a realist way, then we have no need for such
a cosmic coincidence: it is not surprising that galvan-
ometers and cloud chambers behave in the sort of way they
do, for if there really are electrons, etc., this is just
- what we should expect. A lot of surprising facts no longer
seem surprising. ... On theoretical grounds, then, we '
should regard phenomenalism as both unproven and un-
plausible. (Smart 1963, 39; emphasis Smart's)

Smart takes his earlier argument to show only that "we
need not fall back into phénomenalism". The "cosmic coinci-
dence" argument just quoted is meant to establish the stronger

conclusion that "we should not” adopt a fictionalist attitude

toward theoretical entities. I am not sure that the difference
in strength between the first and the second arguments is as
great as Smart takes it to be, but the point of the "cosmic

coincidence" argument is nonetheless well worth making.

The fictioralist must admit that current phy51cal theory
has a great deal of predlctlve (instrumental) value. He contends,

- however, that that theory is false when taken literally. Now a



120

false theory cannot explain phenomena; it can at beéﬁ only
predict them. The phenomena remain une#plained,.or as‘Smart
says, “surprising“; But there is another surprise, in addition
to the phenomena themselves. How are we to‘explain the pre-
'dictive success of a false theory? To dispel our surprise'at
that suc¢ess, we need a theory that is true, when taken liter-
ally; such a théory will hopefully explain not-only the pheno-
mena, but the predictive capabilities of.our Cufrent, literally
false theory. For exam?le, Newtonian mechanics was a literally
falsé theory, as was knowh from the rotation of the axis of
Mércury's orbit. Still, Newtonian mechanics had considerable
instrumental value. The géneral theory of relaﬁivity ex?lained
the.phenomena predictéd by Newton's physics, and also.explainéd
how a literally false theory'enjoyed such great predictive

success. (Hempel 1966, 54).

Adtuéliy, no new theory is requiréd to'shoW that'é current
theory is literally false; one contrary—to-fac£ prediction is
enough. . Against the rationalist theory of lénguage learning,
howe&er, Edgley adduces no such recalcitrant facts. Lacking
such a factual refutation, he miéﬂﬁ.be éble to justify his
>fictiona1ist attitude toward tacit linguistic inference by

) pﬁtting forward an alternative theory of 1anguagé learning, and
providing a compelling methodological argument for its super-
iority over the rationalist account. This alternative theory
might then be used to explain the ability of the false theory

to save the appearances. - Lacking such a theory, supported by
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methodological argument, Edgley's fictionalism is a tune whistled

in the dark. It is prima facie implausible that a theory with

great instrumental value should be a false, and hence a non-

explanatory, theory. Smart's "cosmic coincidence" argument

points out that implausibility, but prima facie implausibility
may'be dispelled by appropriate arguments, empirical or methodo-
logical. For the present, however, a realist interpretation of

rationalist language-learning theory seems as reasonable as a

. realist interpretation of physics.

There is one other consideration affecting the prospects
for a vindication of Edgley's fictionalism via the theoretical
route. In attempting to formulate a true theory of language
- learning, Edgley will presumably be bound by operationist
. strictures. Hempel, speaking primarily of the physiéal sciences,
has argued that "laws R fdrmulated at the observational level
generally turn out to hold only approximately and within a
limited range" (Hempel 1966, 77; cf. also Heﬁpel 1952, 20-50).
1f operationally defined vocabulary is inadequate for the form-
ulation of explanatory theories in physics, we may expect that
psychological phenomena Will prove even less amenable to explan-
ation in operationally definable terﬁs. For as Edgley himself
'points out, "behavioural, and in general observable, character-
istics ... seem logically less than adequate" for the expression
of criteria for the application of psychological terms (Edgley

1570, 28}.
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Edgley's third objection was directed specifically against
the inference to a particular grammar from universal grammar
plus data. But a similar opératibnist objection could be raised
against the claim that native speakers tacitly infer facts about
the grammaticality and meaning of particular sentences from the
~ grammar of their languagé. After all, conscious formulation of
inference from a particular grammar (of English, say) is no -
easier than conscious expression of thé inference to sﬁch a
grammar. Operationism implies that neither sort of inference

really takes place.

' This conclusion ought, I think, to embarrass.someoneAwho
holds that we literaliy know the gramﬁar of English, and"paf—
ticularly someone who holds this view on the basis of the kind
~of argument offered by Edgley. For acéo:ding to this'?iew, we
know the grammar of English, and we knbw.various facts about the
grammatical and semantic-propertieé of Various Engiishrsentences;
 but the iatterrknowledge is not inferred from the féfmer, al-
though the appropriate entailment relations hold. What, then,
is the psychological relationship between these two kinds of
knowledge? In view of their close logical relatiohship, it
seems grossly implausible £hat they should not be psychologi—

cally related in some way or other.

Moreover, Edgley holds that all paradigmatic instances of
knowledge must be justified,>generally by a process of inference.
If we do not infer our knowledge about particular sentences from

our knowledge of English grammar, then our knowledge about. .
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sentences must either be inferred from something else we know
»_(but what?), or else ouf knowledge about sentences is not a
paradigmatic case of knowlédge (surely a counterintuitive
supposition). Actually, Edgley's fictionalism with respect

. to tacit inference processes is inimical to his argument that
we kﬁow the grammar of English. That argument appealed to a
weakened criterion of knowledge, the reliability principle.

The plausibility of that principle, I argued, rests oﬁ the
potential explanatory value of the knowledge cléims licensed

by the principle. If sdmeone's beliefs on a certain topic
{e.g. Harry‘é moods) are highly reliable, then the explanation
of this reliability may'refer to some general background know-
. ledge the person has._ But such an aécription of genéial back-
ground knowledge has no explanatbry value all by itself; it
must be supplemented by the supposition that fhe person in
question can and does use his background knbwledge as. a premise
in inferences to his (highly reliable) particular beliefs. With-
out an accompanying inference claim, a knowledge claim licensed
by the reliability condition loses its explanatory vaiue, and
thus "its motivation. -The moral of this argument is that one
must either héld that we know both universal and particular
gfammar, or that we know neither. Edgley's fictionalism seems

to commit him to the latter course.

To summarize this discussion of Edgley's three objections

to the rationalist argument for innate knowledge: First, Edgley



124

is quite correct in pointing out that our innate lihgﬁistic
knowledge does not_satisfy the justification condition, but

that is no reason to hold thét oﬁr innate linguistic beliefs
are less than knowledge. Our knowledge of universal grammar
must bé.exempted from the justification condition on pain of
absurdity. Second, diréct verbal evidence is not necessary

to establish that an individual believes a certain éroposition.
In any case, it is possible to establish.a knowledge claim with-
out first establishing a related belief claim, and not all
arguments that establish knowledge claims are dedﬁctive argu-
ments. Third, Edgley's operationism and his fictionalism'with
respect to taéit inférencé‘prdcesses are no more reasénabie than
are éimilar attitudes toward theoretical entities in ﬁhysics.
Thus none - of these objections seriously impeaches the rétion-

"al’st argument for innate knowledge of universal grammar.

Our discussion of EdgleY's paper sheds some light, I think,
on the rélatiohship betweeﬁ the ahalysis oflthe conéépt of
knowledge, on the one hand, and the explanation of various
instances of knowledge, on the other. First, an adequate anal-
ysis of a concept does not and need not automaticd;ly provide
explanations for all known.exemplifications of that concept.

My reply to Edgley's first objection might'seem to rest on a
denial of this principle, since that reply bears some resem-
blance to the following argﬁment, whichrdoes assumé the denial
of the principle just enunciated: "If we incorporate the justi-

- fication condition into our analysis of the concept of knowledge,
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then certain paradigm cases of linguistic knowledge will be
unexplained. Therefore, the justification condition cénnot

be part of the analysis of knocwledge."

This argument, like ﬁy reply to Edgley, has the form of
a‘reductio; but this argument, unlike my reply, represents as
- absurd a situation that is entirely possible. There is nothing
absurd in supposihg that a particular instance of‘knoWledge is

unexplained, even if we had an adequate analysis of the concept

| of knowledge (and Gettier has shown that we do ndt). On the
othef hand, it is absurd to suppose that a certain paradigm
cése of knowledge is not knowledge, and thaf is. the absurdity
I pointed out in my reply to Edgley. (That reply assumed, of
course, thét we literally deduce those items of péradiématic

knowledgé from tacit linguistic beliefs.)

We have'aiso seen that»an analysis of a éoncepﬁ does not
‘establish a unique method for determining when it is correct to
apply £he'concept. To analyze a concept is not to'specify a set
of operations that must be performed, and a set of results that
must be obtained, in order to justify application of the concept.
,.Application of a concept in a particular instance may be justi-
fied, for example, by showing that such application of the con-
" cept plays a role in the best available explanation of some
phenomenon‘or other. But any number of "operations" may be-
involved in assessing the relative merits of competing expian—
ations of a given phenomenon, and surelf it is not ﬁecessafy

to épell out all these opérations in an'analysis 6f the concept

of knowledge.
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Finally, an explanation for some exemplification of a
concept may be available before we have an analysis of thé
concept. Thus Gettier has shown that we do not as yet have an
adegquate analysis of knoWledge, but the ratiqnalist account
seems to provide an expianation for our linguistic knowledge.
"Nonetheless, explanation requires some insight into the concept
exemplified by the explanaﬁdum. On a deductivist theory of
ekplanation, of course, we must know of at leaét cne condition
- or set of conditions sufficient for application of the concept.
.Premise (5), on which the rationalist explanation of linguistic
knowledge is .based, meets this deductivist requirement; though
of course (5) offers a great deal less than a full analysis of

the concept of knowledge.

II. QUINE: TRUTH

. We turn now to a thesié cf Quine's: . The thesis that radical

translation is subject to a radical indeterminacy. Ultimately,

I shall argue that Quine'é thesis amounts toran empirical hypo-
thesis about language learning, and that the available evidence
weighs against this hypothesis.l4 FE}{?, however, we shall
examine Quine's argumentffor indeterminécy, and two urisuccess-—-
ful counterarguments that fail to deal with Quine's assumptions
~about language learning. Before we undertake any of this,
however, let us see what Quine's thesis is, and what it implies

about linguistic knowledge.
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Quine sums up the thesis as follows:

the analytical hypotheses, and the grand synthetic
onfthat they add up to, are only in an incomplete sense
hypotheses. ... The point is not that we cannot be sure
whether the analytical hypotheses is right, but that there
is not even an objective matter to be right or wrong about.
(Quine 1960, 73)

"~ An analytical hypothesis is an hypothesis to the effect that a
given word or phrase'is synonymous with some other word or phrase,

generally in some other language.- One such hypothesis, then, is

that the English phrase prickly pear means the same thing as the

Spanish word nopal. Given a system of such hypotheses about
English and Spanish words, together perhaps with "supplementaryg
semantic instructions" and syntactic éxplanations (Quine 1960,

70), we can translate English sentences into Spanish sentences,
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