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Abstract

In this thesis we present analysis of Optical Flow Switching (OFS), an architectural
approach for enabling all-optical user to user connections for transmission of Internet
trafic. We first describe a demonstration of OFS on the ONRAMP test environment
which is a MAN optical network implemented in hardware in the Boston geographic
area. This demonstration shows the viability of OFS in an actual implementation,
with good performance results and an assessment over OFS overheads. Then, we use
stochastic models to quantify the behavior of an OFS network. Strong quantitative
evidence leads us to draw the conclusion that scheduling is a necessary component of
any architectural approach to implementing OFS in a Metro Area network (MAN).
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Chapter 1

Introduction

1.1 Optical Flow Switching

Wide Area Networks (WAN) carrying Internet traffic today use optical Wavelength
Division Multiplexing (WDM) technology almost without exception. This technology
allows terrestrial fiber optic networks to carry literally hundreds of data channels in
each fiber, each at data rates as high as 40Gb/s or higher. From a physical layer per-
spective, a number of recent technological advances have occurred in WDM networks
such as hundreds of channels per fiber, dispersion managed fiber that allows signals
to travel hundreds of kilometers without regeneration, and fast, high port count op-
tical switches with hundreds of ports, reconfiguring in tens of microseconds. This
technology has the potential to enable a network that provides all-optical connections
between users. An all-optical network has the potential to change the way data is
stored, shared and used on the Internet. Unfortunately, advances in network archi-
tecture and network design have not matched the rapid advances in WDM physical
layer technology.

Today, high-bandwidth, agile all-optical network capabilities have largely not been
made visible to the Internet user. This is in part due to a lack of architectural
understanding of how these new technologies can benefit the end user. There is a need
to study of the fundamental properties of all-optical networks, and their behavior.

By studying this behavior, we can hope to design network architectures that utilize
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advanced optical network technology, while providing benefit to both the network
owner/administrator and end user. In this thesis, we propose and study a model of

an all-optical network approach termed Optical Flow Switching (OFS).

We first describe an implementation of OFS on the ONRAMP optical testbed.
This demonstration shows the viability of OFS in a MAN network. We then analyze
a stochastic model for OFS, and we study it’s average-case behavior. The model is
simplified, but detailed in that all non-trivial states of the system are numerically
analyzed. We use both numerical and analytical results from this model to discern
fundamental properties that apply to virtually all all-optical network approaches that

have been proposed, including OFS.

A network employing OFS uses WDM technology to create all-optical user-to-user
connections for high rate data transfer. These one-way transactions are also called
flows. Flows can often be short duration (one second or less), so the problem of net-
work management, control, and reconfiguration is highly dynamic. Current-day WAN
optical networks are generally statically or quasi-statically configured. Dynamic OFS
as defined here is a departure from this, as it is reactive to asynchronous individual
user data (e.g. file) transfer requests. From a hardware standpoint, such a service
is being enabled by advances in WDM network technology. These include faster all-
optical switches, lower loss fiber, and tunable lasers and filters as demonstrated in
[3].

By way of an example of OFS’s potential usefulness, consider a remote user of
a multi-processor supercomputer. She may be running a sophisticated simulation
that requires visualization in real time to adjust program parameters and control the
direction of the simulation. The data needed to visualize such simulations is generally
on the order of the size of the physical memory of the supercomputer, which today
can be as large as a terabyte. In the current day Internet, a transfer of this type
of data can take an enormous amount of time, usually using an application such as
File Transfer Protocol (ftp). Consequently, the supercomputer user cannot visualize
and adjust her computation very often. However, if an OFS network was available

to schedule the data transfer at optical rates, the transfer would take a matter of
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seconds, and visualization could happen with more frequency. In this case, OFS has
changed the computing paradigm of a supercomputer user, by allowing more rapid

visualization and program parameter adjustment.

- Wide Areanatwork § Traditions! (Statc) Optical Network
= B B B
W e o] |
Reconfigurable Optical Network With Router Bypass
o | L | [ ] [ ]
i B0 el sl
i i-iaaai-la
Optical Fiow Switching Optical Network
- = = =
. el e |sm] |
(a) WAN/MAN view of optical network (b) OFS vs. static network comparison

Figure 1-1: OFS motivation

Figure 1-1(a) shows a possible architecture for a network employing OFS. It shows
a Wide Area Network comprised of several connected Metro-Area Networks (MAN)
that provide (flow enabled) users with an ingress to the WAN. OFS connections are
set up between users, and are short duration. It remains an open question whether
WAN optical resources will be statically configured, or be dynamically controllable.
In any case, it is likely that at some level of the network hierarchy (WAN or MAN),
dynamic OFS will be advantageous. From the networks perspective, OFS’s goal is
efficient sharing of resources with minimal network cost. Our work will study OFS
itself, treating the interactions between the dynamic and static parts of Figure 1-1(a)
as future work.

The benefits of OFS in are numerous. For the user of OFS, low delay and high
bandwidth is provided for one-way data transfers, as the data travels at fiber-optic
rates. This can be up to 40Gb/s with current technology, so very large database

transfers, for example, take a matter of seconds or even a fraction of a second. If this
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can be provided to users at a low cost, then they will have incentive to send large

transactions all-optically, and also design applications to use this technology.

Another benefit of OFS is transparency of the connection between users. Since
the connection between the users is all optical with no optical-to-electronic conversion
intervening, the transmission rate, or even modulation scheme can be negotiated
between two users. The network need not know the manner in which the users
use the connection given some reasonable signal-to-noise management. The network
needs only to be concerned with the time duration of the OFS communication needed

by the user.

From the network’s point of view, OFS has the benefit of electronic router bypass.
All-optical data transfers bypass all electronic routers, including both the ingress and
egress routers, as shown in the bottom-most illustration of Figure 1-1(b). This is
in contrast to other “all optical” approaches that we will detail in the next chapter
which use traffic aggregation at the ingress to the network. In OFS, flow-switched
data avoids being converted to electronics, routed and re-converted to optics at each
hop, as happens in traditional static optical networks. This has the effect of lessening
the burden on electronic router buffer memory, routing hardware and software, and
optical port costs. In addition, we perceive that the use of all-optical bypass will help
reduce power dissipation by the high-speed electronic components of the router. Gen-
erally speaking, high-speed electronic ports are the key cost for router manufacturers.
Power dissipation is also fast becoming an issue for router manufacturers as higher
speed, power hungry electronics are needed to modulate/demodulate at optical line

rates.

Our view is that any all-optical network architecture, including OFS, must address
the issue of cost at least qualitatively. We therefore preclude the use in our models
of wavelength changers, optical buffers and electronic buffers which tend to add cost
to the network. Electronic buffers and wavelength converters generally necessitate
high-speed electronics which are the key cost of network equipment. Optical buffers
are lower cost, but have a large footprint and introduce other architectural problems

such as variable loss and timing issues. As we will discuss in the next chapter, related
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work often presents results that assume wavelength conversion or optical or electronic
buffering in the network. While this does help to enhance network performance re-
sults, it ignores one of the key original goals of all-optical switching which is lowering
network cost. Lack of wavelength conversion and buffering in the network does com-
plicate our models by introducing the issue of wavelength continuity which will be
discussed later.

The lowest picture in the figure 1-1(b) shows that an OFS transaction bypasses
all the electronic routers optically. This reduces the burden on the electronic router
ports and buffer memory. This is becoming especially important as today optical
data rates are making opto-electronic conversion high-rate and expensive in terms
of dollars and power consumption, the so-called opto-electronic bottleneck. However,
these benefits can only be reaped if the following can be shown: 1. A significant
amount of Internet traffic can be handled by OFS, and 2. OFS is efficient, and can

be implemented efficiently and cheaply.

1.2 Application of OFS to Internet Traffic

WDM switches using MEMS and other technologies and network firmware are be-
coming cheaper, faster and more robust. However, we recognize that the switching
agility of even advanced optical devices does not match that of electronic switching
in silicon. In other words, the granularity of the data units being switched optically
must in general be larger than that of electronic infrastructure in order to amortize
the switching time. Approaches such as Optical Packet Switching are an attempt to
match these granularities but have not been successful outside of expensive experi-
mental technology. OFS is an approach that focuses on current-day optical switching
technology enabling transactions as we show below.

There is significant evidence that Internet traffic displays a heavy-tailed character-
istic [1],[2]. Succinctly, this means that a large volume of total Internet traffic (bytes)
is contained in a small number of large transactions (i.e. large flows). If OFS can

capture a significant portion of this “heavy-tail” of traffic (i.e. large transactions),
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then it can relieve network routers of a significant amount of traffic, in terms of bytes,
making it beneficial to implement.
The best known model for a heavy-tailed traffic distribution is the Pareto distri-

bution, with Probability Density Function (PDF):

P(z)=ak*z*"  k>0,a>1lz>k

The relevant parameters for this distribution are @ and k. « determines the tail
weight, with the weight increasing as @ — 1. Note that oo < 1 results in an infinite
tail weight (see below). The parameter k describes the domain of the PDF, which
begins at k and goes to infinity. The expectation of a random variable obeying a
Pareto distribution is a"‘—_kl and its variance is infinite if o < 2, which is our case of

interest.

For any PDF, the weight W (7) of the tail beginning at = 7 is defined as follows:

W(r) = /Too P(z)zdz

The expression is similar to the expectation of the PDF conditioned on the event

z > 7, except for the absence a scaling factor. Assuming that Internet traffic obeys

W(r)
W (k)

a Pareto distribution, Figure 1-2(a) shows the ratio vs. Flow Size (in bytes) for
the Pareto distribution of flows with a = 1.06, for two values of k. Here, flow size
refers to the size of the transaction (in bytes) and is the argument to the Pareto PDF.
In this analysis, think of 7 as the threshold above which we will send the transaction
all-optically. Thus, OFS would ‘capture’ all bytes in the distribution above the value
7. The parameter values (k, @) were chosen based on [1] and the current and predicted
sizes of transactions in the Internet.

We can define the OFS threshold as a particular flow size, in bytes, where flows
larger than the threshold are sent via OFS and smaller are handled by traditional
electronic routing. Note that for OFS, transaction size can be described in terms of

time or bytes since the transaction is transported at optical line rate. In the Figure

1-2(a), the two demarcation (star and solid dot) emphasize the value of this ratio
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at one particular flow size threshold (1 Gigabit). For both values of k, a significant
fraction of bytes transferred (>50%) are contained in the tails of the distribution
where OFS will be active. This suggests that OFS is applicable to Internet traffic
given that the heavy-tailed assumption holds.

It is important to note that we see OFS as working in conjunction with electronic
switching infrastructure, and is not intended to replace it. Though optical switch
technology is advancing at a rapid pace, we do not anticipate it ever being as agile
as electronic switching. The goal of OFS is to offload large transactions onto optical
infrastructure, while leaving smaller transactions to electronics. This symbiotic net-
work design would can be adjusted as the various technologies (optical or electronic)
evolve with time. However we do not anticipate using a large number of network
resources (i.e. computation, wavelength, control network) allocated for OFS, so it

must use them efficiently.

1.3 Thesis Description

This thesis is comprised of two principal sets of results. The first is of an OFS
demonstration performed on the ONRAMP optical testbed. ONRAMP is an optical
MAN network that was built in the greater Boston area (with a loopback long-haul
link to demonstrate delay) in order to demonstrate optical technologies. We have
implemented OFS on this test bed, and produced a number of results including OFS
flow performance and an assessment of OFS overheads that impede performance.
Overall, this demonstration showed that OFS is indeed a technology within grasp in
the short term without using specialized hardware and software support.

In the second part of the thesis, we study OFS using stochastic modeling. We
have developed stochastic models that can be used to study the behavior of a network
employing OFS. The reason for this choice of model is to study average case behavior.
In other words, we pose the question: How do these models perform on average, given
a particular traffic arrival and service model? In general, simulations attempt to find

this behavior, but are run for a fixed number of iterations. Our analysis will solve
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models for average-case or stationary distributions that have measurably converged
to that distribution. We also present analytical results that reveal theoretical bounds
on certain aspects of the model.

There has been a number of studies of performance of all-optical switching tech-
niques, as will be discussed in the next chapter. These studies have typically used
simulation. The issue with this is that the number of discrete states that a large
all-optical network can take on is large. In many cases, it is unclear if the output of
the simulation is representative of average case behavior. The stochastic modeling we
present in this thesis alleviates these concerns, because of the concept of convergence.
Convergence is the idea that all non-trivial states in the model have been assigned a
non-zero probability of occupancy in the stationary distribution and that these de-
scribe the behavior of the model in the average case. This type of modeling is more
computationally intensive, but we use specialized techniques and parallel processing
to address the additional computation.

We apply several techniques to examine these models including, simulation with
convergence checking, numerical analysis, and closed-form analysis. The goal is to
quantify the performance of OFS networks under specified conditions and then to
discern any fundamental properties of them.

The thesis is organized as follows: Chapter 2 presents background work and
projects related to OFS. This will include work on optical network architecture,
routing and wavelength assignment (RWA), network protocols, and optical hardware
demonstrations. Chapter 3 details an OFS demonstration that we have done, and
performance results. Chapter 4 presents analysis of control plane strategies for OFS.
Chapter 5 details our basic OFS analytical network model, and justify design decisions
and assumptions we have made. Chapter 6 presents numerical analysis that shows
the benefits of a scheduled approach to OFS. Chapter 7 summarizes and concludes

the thesis.
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Chapter 2

Background and Related Work

2.1 Optical Network Technologies

There has been a great deal of related work in the field of all-optical network architec-
ture. Both [17] and [18] provide overviews of issues with all-optical networking. The
former also makes reference to connection setup and connection scheduling issues at a
qualitative level. All-optical networking can be further decomposed into two separate
categories. These are connection-oriented and connection-less all-optical networks.
OFS falls under the former category, and other approaches such as Optical Packet
Switching (OPS) and Optical Burst Switching (OBS) comprise the latter. We discuss

related work in these categories here.

2.2 Optical Network Architecture

2.2.1 Connection-oriented all optical networks

Connection-oriented optical networks are closely related to the theory of circuit-
switched networks which has been studied for more than 50 years. Some of the
seminal work in the field was done by Kelly [4] and also appears in [7]. This work
uses mostly queuing theory to discern properties of networks that perform collective

node allocations. This work models circuit-switched networks as networks of nodes
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and links with each link having a certain capacity of calls. A node to node call that
arrives to the network is admitted or not admitted based on the residual capacity of
the links in the chosen route. If sufficient capacity is present the call is admitted,
otherwise it is dropped. There are variations on this model, but this is the basic idea

of a circuit-switched network.

Four Calls in Progress )

Link Channel Capacity = 2 Four Calls i Progress
Spare Channel Capacity = 0/fik
Two Cals in Frogress

Link Channel Capacity = 2 No Continuous Wavelength Avaiable A->

Spare Channe! Capacity = 1/link
[ Cal from A to B can b aocommodated | Call from A to B cappngt, be accommodated due to wavelength continuity constrains
(a) Circuit-Switched network (b) Wavelength continuous network

Figure 2-1: Circuit-switched versus wavelength continuous illustration

The key difference between circuit-switched networks and our work is the need for
wavelength continuity in all-optical networks. In a wavelength continuous network,
channels within a link are distinguished from one another. The reader can imagine
that each channel in a link has a different color. If we assume the coloring scheme
is the same for all links, then a call in a wavelength continuous network must use
the same color channel in each of the links it traverses; spare capacity alone is not
sufficient. See Figure 2-1 for an illustration of this difference. Since we have precluded
the use of wavelength changers in our model, the model is wavelength continuous,
which presents additional challenges as we shall see in subsequent chapters.

[19] presents a simplistic model for all-optical demand-assigned connections which
model only receiver and transmitter conflicts, with no modeling of the internal net-

work. [20] presents a review of blocking probability and some simple simulation results
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for all-optical networks.

Barry [21] has analyzed blocking probabilities in all-optical networks. This work is
the closest to our work with OFS, as it uses probabilistic models to obtain analytical
form solutions for blocking probability. The model used in this work uses calls in a
line network similar to some of the work in this thesis. The difference is that the hop-
length of calls is governed by a per-node probability of leaving or entering the network
according to a prescribed distribution. This model is different from ours which uses
explicit arrival processes of traffic to model flows in the network, specifically hop
length. Also, the tradeoff between blocking, network utilization and delay is not

addressed. Blocking probability of reconfigurable networks has been studied in [10].

2.2.2 Routing and Wavelength Assignment

Issues in all-optical networking have been studied extensively recently, especially the
problem of connection routing and wavelength assignment (RWA). [14] and [13] are
examples of work that address the joint RWA problem. This work is related to our
work with OFS, although it does not address the issue of connection setup, and the
fundamental performance issues in optical networks which are actually independent
of the RWA problem. RWA has largely been studied in the context of connection-
oriented networks, but is a problem that connection-less networks must obviously
also solve. In general work in RWA uses limited, simplistic probabilistic models or
is based solely on simulation, due to the enormity of the state space of an all-optical
network. Researchers have also proposed centralized network resource allocation for
wavelength routed networks [22], but this doesn’t appear to be scalable.

[23] presents a scalability analysis of wavelength-routed OBS network with cen-
tralized processing of OBS requests. The analysis considers request processing and
propagation time requests being served in a FIFO manner by a centralized proces-
sor. In addition, two RWA algorithms, Shortest-Path First-Fit (SP-FF) and Adaptive
Unconstrained Routing Exhaustive (AUR-E). The former is claimed to be computa-
tionally simpler than the latter approach which runs a full Dijkstra algorithm com-

putation for each incoming request. The analysis shows that with the AUR-E RWA
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approach a maximum of 20-30 nodes can be supported, while for SP-FF a maximum
of 35-65 nodes were supported with much poorer blocking probability. These results
show a centralized approach may be scalable to a small-scale MAN network, but
probably not to larger MAN and WAN networks.

Control signaling and connection setup for connection-oriented networks has also
previously been addressed in the literature. This work includes [11],[9] and [12].
[9] presents Generalized Multi-Protocol Label Switching (GMPLS), which is being
implemented in some newly installed next generation optical networks. GMPLS is
aimed at being a router-to-router reconfiguration approach as opposed to a vehicle
for user-to-user transmission. GMPLS is generally viewed as a technology that would
accommodate network reconfiguration on the order of minutes. Lower bounds of
minutes for link state updates have been reported in [9]. This is mainly in order to
limit the overhead traffic caused by periodic flooding, in a situation with a limited
control network. [27] reported analysis using simulations of update intervals as small
as 0.1 seconds. The conclusion was that blocking was greatly reduced in this case,
however this work ignored propagation delay and processing delay of updates, as
well as control network data rate limitations. [28] reports updates that are based on
triggering mechanisms as opposed to periodically. The basic idea here is that when
a local node notices that enough changes have occurred locally, it broadcasts its new
state via flooding. While this concept is more bandwidth efficient than rapid periodic
updates, the paper showed that it resulted in stale network information for lightpath

establishment.

2.2.3 Connection-less all-optical networks

Connection-less all-optical networks have been studied extensively for some 20 years
and are based loosely on IP inter-networking. The key difference between connection-
oriented and connection-less networks is that in the former, an entire end-to-end con-
nection is constructed before transmission begins. Connection-less networks generally
use hop-by-hop routing for transmission, similar to an IP packet routing paradigm

[38]. Two major approaches for connectionless all-optical networks are Optical Packet
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Switching (OPS) and Optical Burst Switching (OBS). OPS uses optical datagrams
or packets with optical headers, and attempts to mimic IP routing in an all-optical
environment. Much of this work has been dealt with only on a component or physical
level so it is not relevant to our discussion of network architecture.

OBS with capture aggregates data transmissions into optical ’bursts’. These
bursts are preceded by a (generally electronic) burst header that is read by the OBS
routers in the network in order to allocate resources for the burst. This header is
most often carried out-of-band by a high Quality of Service (QoS) control network.
Most OBS approaches require traffic aggregation to sufficiently amortize the cost of
burst setup and delivery. This aggregation usually occurs at an ingress router of the
network so that this router’s electronic subsystem does incur the cost of the burst
traffic. Note that no optical resource allocation is done before transmission, render-
ing this approach connection-less. Both [24] and [25] outline the idea of OBS and
presents some performance issues. The latter contains a taxonomy of OBS signaling
protocols.

A summary of performance issues encountered by OBS investigations is as follows:

o OBS with capture captures optical resources hop-by-hop, and therefore can suffer
from resource contention blockage - There are a number of proposed solutions
to this problem. Fiber Delay Lines can be employed by OBS routers in order
to delay existing bursts in the network until resources for the delayed flow can
become available. Bursts can also be electronically buffered at intermediate hops
and retransmitted (possibly on another wavelength), an approach to wavelength
conversion. Both of these solution impose increased cost and footprint on the
optical network subsystem. Rerouting is another alternative solution to this

issue, but can result in network instability as shown in [25].

e For efficiency, the offset time between the burst header and burst must be small
- This requirement can cause errors in operation of the protocol, if sufficient
guard time is not provided. OBS therefore must employ thorough analysis of

the route being traveled by the burst, along with associated overheads, in order
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to calculate an efficient offset time. In the case of burst buffering or rerouting

the offset time must be recalculated.

Much of the work in OBS and OPS including [24], [32] and [33] implicitly or
explicitly assume full wavelength conversion in their analysis. In so doing, the earlier
stated wavelength continuity problem disappears and the problem becomes one of
link capacity on a multi-channel link, similar to circuit-switched networks discussed
earlier. While this assumption simplifies analysis and enhances network performance,
it ignores the fact that wavelength conversion is costly or in its experimental stages.
Our work on all-optical switching will assume no wavelength conversion. [31] looks at
wavelength assignment strategies for OBS networks, assuming wavelength continuity
and contains some limited analysis of this situation.

A key issue in both OBS and our work is that of resource contention between all-
optical transactions. Turner has proposed Terabit Burst Switching [29], which uses
a small amount of look-ahead to multiplex optical bursts. Since it is connection-less,
OBS is generally forced to use non-scheduled schemes to mitigate resource contention.
These include deflection routing [30] and Fiber Delay Lines for optical buffering [26].
[30] shows that deflection routing can result in instability of an OBS network, and
presents a realistic quantification of blocking. However, other work [32] seeks to
show deflection routing as viable, although it is unclear what traffic loading regime
assumptions this work shows in its results. There has been analytical work studying
the performance of optical buffers for small models [34]. Fiber Delay Lines are largely
in experimental stages and are not widely in use. This is often due to size footprint
issues. In general, the problem of resource contention and collision between bursts has
not been adequately resolved except though the use of electronic buffers or wavelength

converters.
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Chapter 3

ONRAMP OFS Demonstration

In this chapter, we describe the ONRAMP Optical Flow Switching Demonstration.
The ONRAMP Demonstration is one of the outputs of an optical network architecture
consortium between MIT, MIT Lincoln Laboratory, ATT Research and a number of
other participants. This consortium was successful at demonstrating a number of
network architecture ideas on state of the art (at the time) optical hardware. It
focused on optical networking issues at all seven of the OSI network layers to build
an integrated network capable of high QoS. The demonstration described here uses
the network that was built by ONRAMP to demonstrate the viability and low cost
of OFS.

Figure 3-1(a) shows the ONRAMP network testbed consists of three nodes in a two
fiber ring. A passive, remotely pumped Distribution Network using Erbium-Doped
Fiber Amplifiers (EDFAs) connects OFS-enabled stations, labeled Xmitter and Re-
ceiver, to the access ring. These user stations were flow-enabled in that they had two
connections to the ONRAMP network, one for IP packet transactions and one for all-
optical OFS transactions. In the demonstration, the Xmitter station transmits over
the Bossnet [39] long-haul network which connects Washington, DC and Boston. The
two fibers in the network each carry 8 1540-1560nm channels in opposite directions.
Each node in the ring has an Optical Cross Connect (OXC) and a node controller/IP
router. The controller stations are Alpha processor based multi-processor computers,

running the Linux operating system. A dedicated 1510nm control channel connects
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all controller stations in the ring. ONRAMP employs an integrated optical/IP net-
work control strategy. The control station/router switches both control and data
packets for non flow-switched communication. It also contains software to configure

and manage its local OXC.

3.1 ONRAMP description

Figure 3-1(a) also shows Flow Switching Stations (FSS) in ONRAMP. Each FSS
(Xmitter and Receiver) have dual connections to the network, using two Gigabit
Ethernet cards. The connection labeled IP is fixed-tuned to a specific wavelength,
and is the default communication channel for lower rate data and control packets.
The network implements a simple QoS strategy using Diffserve [37] in order to pri-
oritize control traffic in the IP subsystem. It is terminated at a port in the local
controller/router. The other connection, labeled Flow is the wavelength-tunable flow
switching connection. Flow feeds directly to the local OXC, and thereby onto the
access ring. A network process runs on each FSS station to send, receive and process
network control packets.

The controller stations execute Network Timing Protocol [36] to maintain a timing
synchronization of clocks. This timing synchronization is accurate on the order of
microseconds. NTP is a standard timing protocol and is freely available for download
from the Internet. Given network timing information, many on-demand scheduled
connection setup approaches are possible. As an example, we present connection
setup in our current implementation in ONRAMP. (see Figures 3-1(a)(b)). Assume

all control messages are sent over the IP part of the network, using appropriate QoS.

1. Flow Switching Station (Xmitter) makes a flow request to local ONRAMP Node
controller (at Node 1). Assume transmission target is Receiver, and duration of

transmission is known. This communication happens over the IP connection.

2. Node 1 computes the earliest timeslot with a free route, wavelength pair for

Xmitters transmission (¢p). This scheduling is on-demand.
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Figure 3-1: ONRAMP Testbed
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3. Node 1 controller communicates ¢ty to Nodes 2 and 3 controllers, which update

OXC schedules (see Figure 3-1(b)).

4. At time ty, Nodes 1, 2 and 3 controllers issue commands to configure OXCs
(as per their local schedule), to enable the OFS connection from Receiver and
Xmitter. Receiver and Xmitters local node controllers (at Node 1 and 2 respec-
tively) inform Receiver and Xmitter to tune to the chosen channel. Xmitter is

then informed of the newly created connection.

5. Upon expiration of flow time, resources are released by the network for the next
transmission. It is assumed that Receiver and Xmitter manage timing of their

transmission.

This implementation maintains network state information at a central location
(Node 1). However, in a more general scheme where state information is distributed,
resources can be scheduled on demand using accurate information about the future
network state. For a non-scheduled approach, these resources may have to be queried
for availability at transmission time, leading to inefficiency.

The FSSs do not participate in timing synchronization (i.e. NTP), promoting
scalability. The time that the network must wait between timeslots for the network
to reconfigure is the network settling time. This is represented by the thick vertical
lines in the OXC schedule, Figure 3-1(b). Settling time is overhead in a scheduled

connection setup approach and should be minimized for high efficiency.

3.2 ONRAMP OFS Transport Layer

OFS data transactions are unidirectional high-rate data connections. While much of
the focus of the ONRAMP design is on the physical, data link and network layers,
attention must be paid to the transport protocol being used to utilize all-optical
connections. Optical flows are short-duration, so the transport protocol being used
must be able to rapidly utilize the bandwidth available to the flow for maximum

efficiency.
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As an example of this issue, we consider the ubiquitous TCP transport protocol
and briefly analyze its behavior in the context of OFS. Figure 3-2(a) shows a simple
network with a route between two nodes that has an OFS connection between them,
beginning at time to. We assume the round trip time (RTT) of the network is 50ms,
and that the line rate is 10Gb/s. This RTT consists only of time of flight of data, since
the OFS connection has no intervening routers. We also assume that the network
imposes a Maximum Transfer Unit (MTU) of 9000 bytes, meaning that the maximum
packet size that can be sent is 9000 bytes. This is typical, if not a bit optimistic, for

todays network.

Given an allocation of a one-second OFS transaction from the sending host (node
A) to the receiving host (node B), Figure 3-2(b) shows a packet delivery timeline
for TCP once the OFS connection has been opened. Readers that are unfamiliar
with the basic working of TCP can refer to [35]. Recall that TCP uses a three-
way handshake to establish a new connection and then uses slow-start to utilize the
available bandwidth on the connection between sender and receiver. For this analysis
we assume that there exists an adequate reverse path for acknowledgments, but note

that data flows in only one direction.

We now analyze the time it takes for TCP to achieve full rate after opening the
OFSS connection at time tg, assuming no spurious packet losses. First, the three-way
handshake incurs a sender waiting time of one RTT = 50ms, since the sender must
receive a “SYN/ACK” packet from the receiver before sending can begin. At this
point, the connection is in slow start with a send-side window size of one packet.
As can be seen in Figure 3-2(b), TCP slow start doubles the send-side window once
for each RTT. It is known that maximum bandwidth utilization is achieved by TCP
when the send-side window has a size equal to the bandwidth-delay product of the
connection [35]. In this case, the bandwidth-delay product is .05 x 10 x 10° = 5 x 108,
in bits, or 62500000 bytes. Given the assumed MTU, this is a window size of % =
6945 packets. The approximate number of RTT that will be needed to achieve this
window size is then equal to log2(6945) = 13 RTT. In seconds, this is .05 x 13 = .65.

Therefore it will be almost .7 seconds before the TCP connection has achieved full
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line rate. The duration of the transaction is only one second, so for a majority of
the time, the line rate which OFS provides the user is under-utilized by the TCP
transport layer. Note that for implementations of TCP that use linear increase for
slow-start (as opposed to exponential increase as used here), this analysis provides a
lower bound on the time to achieve full rate.

Because of these transport layer issues, we have chosen to use the connection-less
UDP datagram delivery protocol. We have implemented a simple but effective send-
side rate limited transport layer implementation. This implementation allows these
short-lived transactions to fully utilize the Gigabit Ethernet link layer, achieving the
theoretical maximum of 989Mb/s.

There are a number of advantages of this network layer over a two-way connection-
based approach (e.g. TCP) First, this transport implementation matches the max-
imum send rate of the link layer immediately, as opposed to an approach such as
TCP slow start, as discussed above. This is especially important for short duration
connections. Second, there is no need for a highly available, low delay reverse path
such as that needed for TCP acknowledgments. This avoids the need to allocate a
dedicated path for protocol feedback, and averts the risk of loss of acknowledgments
in a feedback path such as the Internet. Finally, this approach takes advantage of the
low bit error (and therefore low packet error) rates provided by optical connections.
It assumes that the majority of transactions will be error free, so that there is no
need for an active feedback loop, when using OFS. Note that flows still require an

acknowledgment of a completed transaction.

3.3 ONRAMP Demonstration Results

The performance results of our demonstration are shown in Figures 3-3(a)(b)(c).
These results are for more than 200 single timeslot transactions, sent over the entire
channel space in both directions of the ring from Xmitter to Receiver (see Figure
3-1(a)). Figure 3-3(a) shows that the scheduled connection setup achieved very high

bit rates for the multiplexed flows, close to the theoretical maximum. Figure 3-3(b),
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shows that for one-second flows, we achieve 90% efficiency, though we are changing
routing and wavelength assignment on a second-by-second basis. Figure 3-3(c) shows
that the limiting factor for performance for 0.5 second timeslots was the corruption of
flows. We believe this is due to unresponsiveness of the link layer to reconfiguration
and wavelength switching.

Figure 3-4(a) shows measured sources of overhead that were incurred by the hard-
ware and software. Reduction of these overheads would increase the efficiency of OFS
in ONRAMP, and also make the flow granularity flexible. In total, there was about
.1 seconds of overhead measured experimentally, and this corresponds to the 90%
efficiency seen by one-second flows.

Finally, an important output of the ONRAMP experiment is that it was imple-
mented using commercially available hardware and software. The Alpha machines
and Altitun lasers were stock, and not specialized. In addition the control plane for
ONRAMP was implemented in standard Linux, with little modification to the oper-
ating system kernel. We consider it a promising result that OFS was made efficient

using non-specialized hardware and non-real time software.
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Figure 3-2: Illustration of TCP transport protocol in context of OFS
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Chapter 4

Optical Network Control Plane

Analysis

4.1 Introduction

In this chapter, we present transient analysis of control plane strategies for all-optical
connection setup. The issue we address in these studies is that of timescale. The
unique feature of wavelength continuous all-optical networks we study is that they are
highly dynamic and that it contains no buffering internal to the network to handle
resource contention. In addition, reasonable arrival rates of traffic can cause the
network state of even small networks to change rapidly. The question we explore
is whether certain control strategies can handle the small timescales (i.e. dynamic
nature) of the all-optical network, such as an OFS network.

The control plane of the network is responsible for receiving user requests and
making decisions about resource allocation. It is therefore burdened with having
knowledge of the network state in order to make judicious choices in route and wave-
length selection for user connections. Intuitively speaking, if the network state in-
formation is incorrect, the control plane has little basis to make choices about what
resources to allocate to connection requests.

The analysis that follows investigates two currently suggested connection setup/network

state information dissemination strategies. The analysis shows that the timescale is-
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sue does indeed apply to these approaches and that there needs to be further study

and invention of strategies to make network state information more useful.

4.2 Transient Analysis of Update-Based Optical

Connection Setup

GMPLS [9],[28],]27] is a widely discussed approach to network architecture for dy-
namic all-optical connection setup in a MAN or WAN. It is an example of an update-
based approach to network state information dissemination. This approach, among
others, proposes setup based on network state information obtained from periodic
broadcast updates. We analyze an all-optical network model employing an update-
based control strategy, examining implications of this for connections of short duration
(< 1 second) and high arrival rate (i.e. high utilization). We have designed a net-
work model that allows a transient behavior analysis. Our results show a timescale
mismatch for the update based approach with a highly dynamic optical network, an

example of which is an OFS network.

4.2.1 Motivation

An all-optical network must make choices for routing and wavelength assignment for
all-optical connection setup. In GMPLS, these choices are based on a view of the state
of network resources provided by periodic broadcast updates. These updates are sent
by each optical node to every other in the network, and list current availability of
local optical links. When a request arrives at a node for a connection, the node uses
the information provided by the most recent valid updates to make a routing and
wavelength assignment decision.

The issue we address is that the information provided by the updates may be stale
by the time the information is needed or used. This is primarily due to the periodic
nature of the updates, coupled with the dynamic nature of all-optical networks. Note

that latency of control messages may also play a role in this but we idealize the
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latency to be zero here. The question we address is: given a periodic update at a
particular time, how soon does the information become stale, and therefore incapable

of informing resource decisions?

4.2.2 Methodology
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(a) Line Network with cross-traffic

Figure 4-1: Network for Analysis

Figure 4-1 shows the network model. The network has N intermediate nodes
arranged in a line topology, with end-nodes A and B. We assume a single optical
channel in the network. Cross traffic arrives to the intermediate nodes, and occupies

them. We analyze the network under the following assumptions.

e A receives and instantaneous update from all nodes at time ¢y = 0, this update

shows the all-optical path from A to B as clear.

e At some time in the future, A desires to send to B. We assume that during the
course of this analysis, no other traffic is incident at A besides this flow. This is
an idealization, where the traffic originating from A to B is not intense enough

to incur more than one arrival in an update period. The problem of having a
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stochastic arrival process at A for B involves steady-state analysis, and is not

addressed by this particular model.

o Cross-traffic arrives at the intermediate nodes with an exponentially distributed
interarrival time with parameter A and a either an exponentially or Pareto
distributed holding time of average p. This is an idealization of a route inside
a mesh network, since the arrival rate to the nodes in an actual route will not

be Poisson.

o All cross-traffic has length 1, that is, any active cross-traffic occupies exactly

one node, the node it arrived to.

e Presence of active cross traffic at any node results in blocking of the A — > B

connection.

e We consider up to two arrivals of cross traffic per node (and therefore up to
two possible subsequent departures). These two arrivals are modeled, although
0, 1 or both may arrive by the prescribed time t. We consider further arrivals

during an update interval to be a second order effect, if t is small.

The problem formulation is as follows:

N : Number of intermediate nodes
- Service rate of all customers
to = 0 : Time origin
t : Time of A to B send (free parameter) (¢ > o)
A : Arrival rate of customers at all intermediate nodes

Denote the state of the system at time t as:

O(t) = (¢1(t) da(t) ... én(t)): hi(t) = 11if 3 active call at node i at time ¢, 0 otherwise
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Then blocking probability for this model is defined as:

Py = P(Ji s.t. 6i(t) = 1®(to) = 0)

This is the probability that there is an active customer in the system at time t,
given an empty system at time ¢y. Note that we assume no customers arrive at A in
the interval [0, ¢].

For example, for a 5 node network, if ®(¢) for some time ¢ is:

(o010001)

... this means that there are active calls at nodes 2 and 5, and therefore blocking
for the A to B call at time ¢.

Each component of ®(¢) evolves as an M/M/1/1 queue, given the single channel
assumption. Further, because each customer occupies exactly one node, the nodes
are an independent set of queues. Stationary distributions and long term utilization
results for these queues are well known. However, our interest here is in transient
analysis, over a finite amount of time from ¢ to ¢.

Given independence of the queues, blocking is a union of independent events, as

n:

Po=P( |J #i(t) =1|®(to) = 0)

1<i<N
Again, we assume that no traffic arrives from A destined for B in the interval [0, ¢]

which is a reasonable assumption if the traffic intensity at A is low.

Lower Bound on P,

The node arrival processes (i.e. the Poisson process) possess the property that there
is a non-zero probability of any number of arrivals even for a finite amount of time
[40]. In order to perform transient analysis, we limit the maximum number of ar-

rivals considered per node to be 2. This restriction results in a lower bound on the
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probability of node occupancy or equivalently P(¢;(t) = 1). Since P, depends on the
occupancy of each node, this, in turn, admits a lower bound on blocking probability.
To see this, and analyze the closeness of this lower bound, assume ¢, = 0. Then, for

any time ¢, and node k, we can write:

P(¢r(t) = 1) = P(¢x(t) = 1|1 arrival in [0,¢)]P(1 arrival in [0,¢])+
.. P(¢x(t) = 1|2 arrival in [0,¢])P(]2 arrival in [0, ¢]) + ...
...P(¢(t) = 1|greater than 2 arrival in [0, ¢])P(greater than 2 arrival in [0,¢])

Removing the third term in the above sum, we get a lower bound on P(¢x(t) = 1),
involving either 1 or 2 arrivals. This is the analysis we perform in this study.

An upper bound on the third term is found by assuming that:
P(¢x(t) = 1|greater than 2 arrival in [0,¢]) =1

That is, if more than 2 arrivals occur by time ¢, occupancy at time ¢ is certain. The
unconditional probability P(greater than 2 arrival in [0, ¢]) is readily calculated, and
results in the maximum possible disparity between P(¢x(t) = 1) and our lower bound.
A graph of this probability is shown below, for one node with various arrival rates
and various t.

The Figure 4-2 shows that over all cases, we underestimate P(¢y(t) = 1) for a
given node by at most 0.1.

We can now define:

PLB(gy(t) = 1) = P(®k(t) = 1|1 arrival in [0,#])P(1 arrival in [0, t])+

..P(¢x(t) = 1|2 arrival in [0,¢])P(|2 arr in [0,t]) < P(¢x(t) = 1)

Blocking occurs when any node is occupied at time t, i.e. ¢(t) = 1 for some

1 <k £ N. The overall blocking probability P, is the probability of this event. The
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formula for P28 (¢, (t) = 1 given directly above is a lower bound on the probability
that a node is occupied. We can therefore define a lower bound on the blocking
probability as a union of the events corresponding to PXB, and therefore a lower

bound on P, as follows:

FyP =P ] ¢it)=112(t) =0) < A
1<i<N
We begin with a an approximate analysis of PLZ to establish a useful upper bound
on blocking probability. To proceed, assume that p >> ¢t. Then we can assume that
any arrival to any intermediate node will block the A— > B transmission. This is
clear, since any arrival to a node will, with high probability, have duration much
longer than ¢ and will therefore occupy a node at the send time of the A— > B
transmission. We know that the probability of zero arrivals Pr(0 arrivals at node i)

in [0, ] for a Poisson process of rate A, at node i is:

Pr(0 arrivals at node i) = e

The nodes are defined to be independent, and therefore the probability of zero

arrivals at all N nodes Pr(0 arrivals to the system) is:

Pr(0 arrivals to the system) = Pr(0 arrivals at node i)" = (=)

Finally, the probability of one or more arrivals at any node during [0, ] is:

Pr(an arrival to the system) = 1 — Pr(0 arrivals to the system) = 1 — (e™*"?)

This gives an upper bound on the blocking probability since some sessions may
depart the system before t, which we expect to resemble the more detailed transient
analysis which follows. We will include curves for this analysis in result graphs for

this subsection as a point of comparison, under the label Upper Bound.
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Transient Analysis of P/?

Given an assumption of a maximum of two arrivals at a node in the interval [to, ¢],
we can now proceed with analysis of PL® the system, which we will henceforth call

the blocking probability of the system.

From before, we have:

PP =P 4:(t) = 1|9(to) = 0)

1<i<N

In order to complete the analysis it remains to compute PL5(¢;(t) = 1) for a node

i, given a maximum of two arrivals at node i.

We can analyze the situation as follows, and define independent random variables:

X, : inter-arrival time of first arrival to i, calculated from time ¢,
Y: : duration of first arrival to i
X5 : inter-arrival time of second arrival to i

Y, : duration of first arrival to i

The PDFs for these variables are (assume the durations are exponentially dis-

tributed):

Px. () = px,(z) = 2™ (2>0)  py(y) = pra(y) = pe™™(y > 0)

Also it is important to note that since the four variables are mutually independent,
the joint PDF is the multiplication of the four marginals. Blocking occurs in two cases,
it can either be due to the first arrival or the second. Analysis of the situation finds

that P(¢;(t) = 1|¢:(to) = 0) is a disjoint union of the following two events:

(Xi<t)A(Xi+Y1>1) (1)
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((X1+Y'1<t)/\(y’1 <X2)/\(X1+X2<t)/\(X1+X2+Y2>t)) (2)

(1) is the event that the transmission is blocked by the first arrival and (2) the
second. First, note that the two expressions are disjoint due to the opposite conditions
on (X; +Y;) with respect to t. Thus, we can calculate the probabilities of the two
events separately and sum them for the final result.

In (1), the first term (X; < t) ensures that the first arrival happens before ¢, and
the second term (X; +Y; > t) forces the departure of that arrival to be after ¢, hence
blocking. In (2), the first term (X; +Y; < t) ensures that the first arrival departed
before t. The second term (Y; < X:) ensures that the second arrival happened
after the first departure, because if otherwise, the second arrival would be lost (loss
network). The third term (X; + X, < t) ensures that the second arrival happened
before t, and finally the last term (X;+X2+Y; > t) ensures that the second departure
happened after ¢, hence blocking.

We analyze a closed form solution for both (1) and (2) involving multiple integra-
tions of the joint PDFs, which are known. Analysis shows that the integral for (1)

is:

i 00
/ / (21, y1)dyrdzy
0 Ji—z;

The limits of the above integral come from the terms in (1). We proceed with a

detailed explanation of them from the inner integral of the expression out.

e Limit: t — x; to oo for the integral over y, - y1, the duration of the first arrival
makes the second term of expression (1) true when the sum z; + y; is greater
than the time t, forcing the first arrival to be active at time t. The maximum

duration of ¥; is unlimited so the upper limit of the integration is oo

e Limit: 0 tot for the integral over z, - x;, the interarrival time of the first arrival

must be shorter than the time t, in order to make the first term in (1) true.
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Therefore the limits are [0, t]

When evaluated when p, A = 1 this yields:

tle™) t>0

The integral for (2) is obviously more complicated:

ore) t—y1 00 t—x1
/ / / / p(x1, T2, Y1, Y2 )dzadypdridy,  (¥)
0 0 0 maz(y1,t—y2—21)

A discussion of the limits of the integration follows, proceeding form the innermost

integral to the outermost:

o Limit: max(y;,t—y2—x1) to t—xy for the integral over z, - The second term of
(2) stipulates that zo must be greater than y; to ensure a true result, meaning
that the interarrival of the second arrival must be greater than the duration of
first arrival, because otherwise, the second arrival would be blocked. The fourth
term of (2) also stipulates that the sum x5 + y» + z; must be greater than t,
as this ensures that the second arrival is active at time t. These two conditions
must simultaneously be met, resulting in the expression maz(y;,t — y, — ;) for
the lower bound of this integral. Resolution of this max function is discussed
immediately below. The third term of (2) imposes an upper limit on the integral
stating that the sum z; + x» must be less than t, in other words, both arrivals

have occurred by time t.

o Limit: O to oo for the integral over y, - (2) imposes no explicit limitation on y,

in this integration order, so it can take on any non-negative value.

o Limit: 0 tot —y, for the integral over x; - The first term of (2) shows that z,

the interarrival time of the first arrival must be less ¢ — y;.

o Limit: 0 to oo for the integral over y; - (2) imposes no explicit limitation on y

in this integration order, so it can take on any non-negative value.
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The order of integration was chosen for simplicity of analysis in this case. The
inner integral involves a max function, which must be resolved into the sum of two

integrals over separate ranges. This results in the sum of the following two integrals:

t t—y1 00 t—x1
/ / / / (21, T2, Y1, Yo )dxodypdz, dy (3)
0 0 t—y1—z1 Jn

t pt—y1 pt—yi—x1 pl—o
/ / / p(x1, T2, Y1, Y2 )dzadyadz dyy (4)
o Jo 0 t—

Yy2—x1

In order to resolve the max function in the integral, consider two cases: First,
assume that y; > t — yo — x1, then the max function resolves to y; and the integral
(3) is the result. Note that for the integral for y» we have changed the limits since
we now have the condition yp > t — y; — x; from the resolution of the max function.
The second case is where y; < t — yo — 7, and this results in the max function being
resolved as in expression (4). Again, we have changed the limits of the integral for y,
since we now have the condition y» < t — y; — 7 from the max function resolution

assumption.

It remains to show that the lower limits of all the integrals are positive. Since
all variables have exponential PDF, the only lower limits in the integrals that need
analysis are t — y; — z; in the z; integral in (3), and the limit ¢ — y, — z; in the x,
integral in (4). First consider t —y; — 1 =t — (y1 + 21) in (3). In the model, this
quantity is the send time minus the sum of the interarrival and service time of the
first arrival. By construction of the event (2) this quantity must be greater than 0,
since t must be greater than the sum, otherwise, blocking by the second arrival would
not occur. Now consider the limit ¢ — y» — z7 in (4). From the integral for y, in (4),
the maximum value that y, can take on is t — y; — z,, which was just shown to be
positive. Then the limit in (4) has a minimum value of ¢t — (t —y; — 1) — 21 = 1.

We know that y; is positive, so this ensures positivity of the limit.
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Exponential PDF for cross traffic durations

We use MATLAB symbolic integration to produce the expressions for these integrals.
MATLAB uses the Maple application to perform the symbolic integration of multi-
variable expressions with symbolic limits. The analysis results in the following two

expressions, with A, u,t as as symbols. The expression that results from integrating

(3) is:

(=3t _ \te= (Mt 4 3e=mt 4 %)\ztze"“t — 2Xte™H)

>|=

The expression that results from integrating (4) is:

H—(Ze“(’\+“)t + Xtem Ot _ 9emHt 4 NpemHt)
A

It is instructive to examine the limits as ¢ is varied. Examining these expressions
we analyze the limits. For a given ), u both expressions (and hence, the sum) go to
zero as t approaches 1 and oco. This makes sense as blocking by the second arrival is
very unlikely for an update interval that is very short (first arrival, or no arrival will
block system), or very long update intervals (both arrivals will have arrived and been
serviced).

Evaluating the two expressions yield the following two expressions with p, A = 1,

respectively for (3) and (4).

1
—3e7 2 —te 2% + 37t + §t2e_t — 2te™?
2% 4 te™® — 2et 4+ te?

Summing these two expressions for (3) and (4) along with the expression resulting
from (1) yields the following combined expression for PXB(¢;(t) = 1), which we graph

below:

“f2e7t _ =2 4 ot
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(b) 1 sec