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#### Abstract

This study investigates the relationship between morphology and phonology. It addresses two interrelated but distinct questions: first, what are the morphological devices and processes required to generate the input to the phonology, and second, how do the rules of the phonology interact with the morphological structure? Answers to these questions are provided by a detalled examination of the morphology and phonology of Polish. It is argued that morphology is distinct and separate from phonology, and that phonology operates on objects which are created by the morphology. The phonology consists of two distinct components: word-level and phrase-level phonology. The word-level component involves processes that apply wordinternally and is organized into two blocks, one of cyclic and the other of noncyclic rules. The phrase-level component involves processes not limited to the word.

The thesis is organized as a series of three studles of particular topics in Pollsh morphology and phonology. The first study is concerned with the morphological structure of Polish verbs. It is argued that the Polish verb has a four-part constituent structure, consisting of a Class-stem, a Verbalizing Suffix Stem, a Tense Marker Stem, and a Person/Number Stem. The Class-stem, which carries the lexical semantic content of a verb, is specified for membership in a particular inflectional class; inflectional and some derivational properties of a stem are predictable from class membership. It is proposed that word-formation rules which derive denominal or ser.ondary imperfective Class-stems are conversion rules which change a ;tem's class membership; these rules may involve concomitant affixation or phonological alternations. The discussion of verbs illustrates the fact that morphological structure is not necessarily isomorphic either with semantics or phonology. For example, Polish prefixes are argued to be phonological words, even though morphologically, they are included in the verb word.


The second study pocusses on the cyclic phonological alternations commonly referred to as palatalizations. It is argued that most of the palatalization rules are morphologically, rather than phonologically, conditioned, but that they are nevertheless ordered in the cyclic component of the phonology. Several vowel alternations are shown to be lexically conditioned in that, although they apply in phonologically well-def ined environments, they apply in only a subset of forms which meet their structural descriptions. Thus it is concluded that the phonology of Polish is governed by more idiosyncratic behaviour than previous research had assumed.

The third study deals with the processes associated with the orthographic nasal vowels of Polish. Taking into account recent work in hierarchical feature representations and underspecification theory, it is argued that the nasal vowels are underlying nasal diphthongs whose first member is a mid vowel and whose second member is a placeless nasal glide. The similar behaviour of nasal glides and nasal stops is accounted for by assuming that nasal stops can lose their place of articulation specifications. Both the underlying and the derived placeless nasals receive place features by rules of assimilation or by redundancy rules. The nasal processes provide evidence for the noncyclic word-level component and the phrase-level component of the phonology.
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## LIST OF AbBREVIATIONS

| a. | accusative |
| :--- | :--- |
| A / AdJ. | adjective |
| Adv. | adverb |
| agt. | agentive |
| aug. | augmentative |
| C-stem | class-stem |
| d. | dative |
| dim. | diminutive |
| f. | feminine |
| g. | genitive |
| ger. | gerund |
| i. | instrumental |
| inf. | infinitive |
| I. / Impf. | imperfective |
| I. | locative |
| m. | masculine |
| m.pl. | masculine plural-personal (virile) |
| n. | nominative |
| ne. | neuter |
| nom. | nominalizer |
| N | nour |
| P. / Pf. | perfective |
| p. | past |
| ppp | past passive participle |
| part. | participle |
| pl. | plural |
| P/N | person/number |
| Pres. | present tense |
| refl. | reflexive |
| sg. | singular |
| Sec. Impf. / S.I. | secondary imperfective |
| sem. | semelfactive |
| TM | tense marker |
| V | verb |
| vs | verbalizing suffix |
|  |  |

# Transcription and Orthography 

| Iranscription | Polish Orthegraphy |
| :---: | :---: |
| č,dž | cz, dz or drz |
| š,̇̇ | sz, z or rz |
| ś,ż,ć, dż, | s,ż,ć,dź,ń and si,zi,ci,dzi,ni |
| w,ł | 1 1 |
| $v$ | w |
| X | ch, n |
| e,, 8 | e, $\mathrm{c}_{\text {c }}$ |
| $y$ | $y$ |
| $u$ | 0 |

## Chapter 1

INTRODUCTION

This studv investigates the relationship between morphology and phonology. It addresses two interrelated but distinct questions: first, what are the morphological devices and processes required to generate the input to the phonology, and second, how do the rules of the phonology interact with the morphological structure? The answers to these questions are provided by a detailed examination of the morphology and phonology of Polish, a language with both a complex morphological structure and a complex system of morphophonological and phonological alternations. Following recent work by Halle and Vergnaud (1987a,b) and Halle (1987) and returning to assumptions made in the The Sound Pattern of English (Chomsky and Halle 1968), I argue that morphology is distinct and separate from phonology, and that phonology operates on objects which are created by the morphology. Again following Halle and Vergnaud, I propose first that the phonology consists of two distinct components-word-level and phrase-level phonology, where the first involves processes that apply word-internally and the latter involves processes not limited to the word-and second that the word-level component is organized into two blocks of cyclic and
noncyclic rules. ${ }^{1}$ The model of the interaction of phonology and morphology argued for here is given in (1):
(1)


S-3, 5-4

## Word-level phonology

## Phrase-level phonology

In (1) the input to the phonology is refered to as "morphology". I shall use this term to refer only to the output of word formation and the lexicon.

[^0]Clearly the phrase-level phonology operates on structures which have been generated by the syntax but, since I deal almost exclusively with word-level rules here, I will have nothing to say about how the inputs to the phraselevel rules are generated. Phrase-level processes such as the English Nuclear Stress Rule which assigns stress cyclically to phrasal constituents such as bläck boàrd (see, also Dresher 1983 on Hebrew) and processes such as the Polish nasal place assimilation (discussed in Chapter 4) which applies across the board at the phrase-level suggest that the phrase-level component may have both cyclic and noncyclic strata.

The thesis is organized as a series of three studies of particular topics in Polish morphology and phonology. The first study, presented in Chapter 2, is concerned with the morphological structure of Polish verbs. The second, presented in Chapter 3, focusses on the cyclic phonological alternations commonly referred to as palatalizations. The third study, presented in Chapter 4, deals with the noncyclic processes associated with the orthographic nasal vowels of Polish. The present chapter provides an introduction to the issues discussed in the later chapters and to the assumptions that underlie those discussions.

## 1. Morphology

Morphological theory has dealt with such issues as what items have lexical entries and how entrles are related to each other, how morphological productivity is to be expressed within a theory of word formation, whether derivational and inflectional morphology should be accounted for by the same sorts of formal processes, and whether word formation is a result of
lexical insertion or is accomplished by word formation rules associated with individual affixes. In this section I present some of the assumptions about these issues which underlie my discussion of Polish verbal morphology in Chapter 2.

### 1.1 Morphological Theory

Within generative theory one can broadly distinguish two approaches to morphology: word-based and morpheme-based. The former approach, pursued most thoroughly in Jackendoff (1975), Aronoff (1976), and recently in Bochner (1988), assumes that words and not morphemes are listed in the lexicon and that therefore words are formed from other words. ${ }^{2}$ The latter and more common approach, pursued, for example, in Lieber (1980), Kiparsky (1982a,b), and Selkirk (1983), assumes that morphernes as well as words have lexical entries and that therefore words are formed by putting morphemes together. Even though word-meaning is to some extent compositional, however, many words have idlosyncratic meanings which are not predictable from the sum of their parts. To account for this fact most proponents of the morpheme-based model have suggested that words as well as morphemes are listed in the lexicon. In this thesis I follow the morpheme-based approach, assuming that individual morphemes are listed in the lexicon. In addition, I assume that the lexicon lists not words but what I call class-stems.

[^1]Class-stems (C-stems) are items specified for membership in an inflectional class and thus for a particular lexical category (see Chapter 2). For a language such as English the distinction between class-stems and words is largely obscured by the limited inflectional morphology; since much work in generative morphology has focussed on English, researchers have claimed that words are listed in the lexicon. In a highly inflected language such as Polish in which case, agreement and tense are specified by particular desinential (i.e., word-final) or inflectional morphemes, the idiosyncratic units of the lexicon are not words but rather uninflected class-stems and it is these and not words which are listed.

Morphological information about the kinds of stems an affix is added to, whether it is a prefix or a suffix, and the kinds of properties it contributes to the form that results from its affixation are encoded in lexical entries by means of subcategorization frames and inherent categorial specifications. Given that all this information is in the lexical entries of affixes, Lleber (1980; and references therein) argues that word formation is accomplished by lexical insertion of affixes into binarybranching unlabelled trees subject, of course, to their subcategorization requirements. For example, the English suffix -ity has the lexical entry given in (2a) which specifies that it affixes to adjectives and forms nouns; after insertion into a lexical structure, its features percolate up to become features of the der!ved word:

## (2) a. -ity $\left.[\quad]_{A}-\right]_{N}$

D. $\quad N$


In Lieber's framework all concatenative morphology is accomplished by lexical insertion (see also Kiparsky 1982b). In contrast, Aronoff (1976) and Kiparsky (1982a), among others, assume that affixation is accomplished by word formation rules, and that silbcategorization and categorial information is encoded in the rules themselves:
(3) Insert -ity in env. [A-] N

I follow Lieber in assuming that most affixation is lexical insertion. I also argue, however, that some affixation in Polish is not a result of lexical insertion, but is instead accomplished by a specific type of word formation rule which takes class-stems of a particular inflectional class and assigns them to a different class. For example, in the verbal system a change in the aspectual grammatical category of a verb-stem from simple (im)perfective to Secondary Imperfective is effected by changing the class membership of the verb-stem; Class 1-3 simple verbs become ClassI stems in the secondary imperfective, whereas Class $4-5$ simple verbs become Class 2 stems. In the former case, the change in class membership is accompanied by affixation of the suffix -iv, in the latter case it may be accompanied by a phonological alternation in the quality of the underlying vowel (see the discussion of Secondary Imperfective formation in Chapter 2). ${ }^{3}$

[^2]In a framework which assumes that all word formation, including affixation, is accomplished by rules, these rules may serve a dual function as redundancy rules which analyze already existing words and encode generalizations about the relations between words and morphemes and as generative rules which can be used to create new words (see Aronoff 1976, Selkirk 1983, Mohanan 1986). In a framework such as the one assumed here, in which most word formation takes place by lexical insertion, it is necessary to postulate distinct redundancy rules to represent relations between lexical entries. It is, however, beyond the scope of this thesis to discuss the propertles of redundancy rules.

Most of the early work in generative morphology excludes inflectional morphology, assuming that grammatical distinctions such as case, person, number, gender, etc., should be represented in the syntax by syntactic features. Before the application of phonological rules, the syntactic features are converted into segmental material by so-called readjustment rules (see also Anderson 1982 for a related, although distinct, approacn). Lleber (1980) argues, however, that there is no clear-cut distinction between inflectional and derivational morphology and that the formal devices needed to account for inflection are the same as those needed to account for derivation. In this thesis I assume, following Lieber, that inflectional morphemes as well as derivational morphemes have lexical entries and morphological subcategorization frames. Inflectional

[^3]morphemes like derivational morphemes trigger rules of the word-level phonology. We must therefore assume that at the point at which the wordlevel phonological rules apply, the inflectional as well as the derivational morphemes are available to the phonology. I leave open the question of whether the inflectional morphemes are affixed in the morphology or the syntax. Let me emphasize, nowever, that the combinations of inflectional morphemes found in the different conjugation classes of Polish are governed by restrictions on morphological structure and not by principles of the syntax. For instance, the fact that $-m$ 'lst sg ., pres.' affixes only to stems ending in the verbalizing surfix $-a /$, and that $-\varepsilon$ is the 'ist.sg., pres.' morpheme used with stems ending in all other verbalizing suffixes is dependent on morphological subcategorization requirements.

As we will see in Chapter 2, the verbs of Polish belong to different conjugation classes; membership in a particular verb class is signaled by the form of the verbalizing suffix that a verb-stem takes. Two possible hypotheses about how verb class membership is represented are first, to assume that there is a system of diacritics marking both roots and verbalizing suffixes, and that verbalizing suffixes are affixed only to roots whose diacritic markings are compatible with their own and, second, to assume that each stem is listed in the lexicon along with each related root, and that the relationship between them is represented by some kind of morpholexical rule which defines the verb class. This latter hypothesis is proposed in Lieber (1980). Lieber argues against the hypothesis that roots should be diacritically marked for class membership, claiming a) that the necessary diacritics could not help but be arbitrary, and b) that a model in wrich idiosyncratic stems are listed in the lexicon predicts that both types of stems should be avallable for derivational word-formation, a prediction
which the diacritic hypothesis does not make but which seems to be correct. in Chapter 21 claim that even if one lists stems in the lexicon it is essential to use diacritics to distinguish the different verb classes. My claim is based on the observation that rules of secondary imperfective formation make crucial reference to verb class, reference which can be made only by means of diacritics.

Finally, in my discussion of the morphology of Polish verbs in Chapter 2, I Illustrate a well-known fact about morphology, namely that morphological structure is not necessarily isomorphic either with semantics or with phonology. For example, I argue that Polish prefixes are phonological words, even though morphologically, they are subcategorized to affix to verb C-stems.

### 1.2 Polish Morphology

Most work on Polish morphology has been in the traditional and structuralist frameworks, and has focussed on establishing semanticmorphological classifications of different categories of lexical items (see, for instance, Grzegorczykowa 1972, Grzegorczykowa and Puzynina i979, Grzegorczykowa et al. 1984, Satkiewicz 1969, Plernikarski 1969). Generative work on Polish morphology consists for the most part of articles and dissertat!ons written in the 1980's. Szymanek (1985a; based on a 1981 dissertation), for instance, examining adjective formation in Polish (and English), argues that Aronoff's (1976) "one affix, one rule" hypothesis which postulates that every affix is associated with one word formation rule, cannot account adequately for processes of adjectivization. Following Laskowski (1981), he suggests that word formation should be separated into
derivation and affixation, where the former creates semantico-syntactic units that can be represented by several different suffixes. ${ }^{4}$ Several articles on Polish word formation are included in two volumes edited by Gussmann $(1985,1987)$. Gorska (1985) discusses the suffix -arn 'locatIve' which triggers palatalization of a preceding stem-final corisonant in some words but not in others, and proposes that in the environment of [+anterior] stems this suffix undergoes an extension-allomorphy rule that inserts a morpheme -i-before it (see also Szymanek 1985b for a discussion of intermorphemic extensions). Malicka-Kleparska $(1985,1987)$ is concerned with the difference between the notions of Conditional and Permanent Lexicon (see Allen 1978), arguing that word formation rules overgenerate in that they derive forms which are well-formed semantically and morphologically and are thus included in the Conditional Lexicon; whether these forms enter the Permanent Lexicon depends on such lexical factors as the existence in the Conditional Lexicon of a different form with identical semantic and syntactic properties. ${ }^{5}$ Szymanek (1987) argues that some denominal adjectives in Polish have lexical entries, whereas others are derived by word formation rules. Three papers discuss the interaction between phonology and morphology. On the basis of an analysis of the imperative,

[^4]Rubach (1985b) claims that word formation and allomorphy rules must be ordered before any phonological rules apply; Nykiel-Herbert (1985) examines morphological factors which seem to affect the e~0 alternation in prefixes; and Szpyra (1987b) argues that morphologically simple forms are subject to "linear application of phonological rules," whereas complex forms such as secondary imperfective verbs and deverbal nouns possess a morphological structure which may allow "multiple application" of phonological rules.

Sipyra and Laskowski are the only two authors known to me who discuss the complex morphology of verbs within a generative framework, both of them providing analyses of secondary imperfective formation (Laskowski 1975b, Szpyra 1987). However, their proposals about verbal structure and about secondary imperfective formation differ from those made below in Chapter 2. In that chapter, I propose that Polish verbs have the four part constituent structure given in (4),

## (4) Constituent Structure of the Verb

$$
\begin{aligned}
& {[\text { [TM [vs [v iPrefix) [ C-stem ] v] (VS) vs] (TM) TM] P/N ] }} \\
& \text { C-stem=root or derived stem } \\
& \text { VS=verbalizing suffix } \\
& \text { TM=tense, infinitive, participle } \\
& \text { P/N=person, number, gender }
\end{aligned}
$$

and that verbal affixes are subcategorized to attach to particular constituents of the verb. The C-stem, whether it is an underived or a derived verbal root or stem, or a denominal or deadjectival derived stem, is the basic lexical/semantic unit of the verb and is marked as belonging to
the category of Verb. Polish verb-stems fall into a number of different derivational and conjugational classes. The class of a verb $C$-stem can be determined inost clearly from the verbalizing suffix that appears in its infinitive or 3 rd pl. pres. form (cf., -a in $p \% s a c$ 'write,' -/ in pros/c'ask'). Since the form of the verbalizing suffix and thus the class of any one verbstem is unpredictable, class membership must be marked in the verb's lexical entry. However, once the class of a verb-stem is determined the forms that that verb-stem can take when conjugated are predictable. For instance, knowing that a verb-stem such as $p^{\prime \prime i s}$ 'write' takes the verbalizing suffix $-a$ (and hence belongs to Class 1) determines that the present tense connecting morpheme $-e$ is affixed to the verbalizing suffix stem thus creating a TM-stem ending in [e], whereas knowing that pros takes the verbalizing suffix -i determines that the present tense connecting morpheme is $-i$.

Laskowski (1975b, and Szpyra 198.7b following Laskowski) assumes that class membership is specified by listing in each lexical entry the root and the verbalizing suffix associated with that root. For them, lexical entries of verbs thus consist of at least lwo morphemes: the root and the associated verbalizing suffix. It is this polymorphemic lexical entry which constitutes the verb and which serves as the input to further word formation. The resulting morphological structures and the morphological and phonological rules needed to derived the correct surface forms of the verbs are, I argue, excessively complex (see Chapter 2). Therefore, in contrast to Laskowski and Szpyra, I propose that the classes of verbs (and of nouns) are represented by diacritics and that class-marking verbalizing suffixes are not present in lexical entries but rather affix to appropriately marked verb-stems. While the morphological structures that result from
my assumptions are also complex, the rules and the ways in which they apply to derive the surface forms are considerably simplified.

## 2. Phonology

The traditionial view that phonology takes as input fully formed morphological and syntactic structures was taken over in SPE (Chomsky and Halle 1968) and was assumed to be more or less correct throughout the 1970's. However, one of the more influential developments in generative morphology, namely, Slegel's (1974) proposal that blocks of affixation rules are ordered among the rules of the phonology, opened the way to the exploration of the lexicon as a module that contains both morphological and phonological rules and subsequently led to the development of the theory of Lexical Phonology (Pesetsky 1979, Kiparsky 1982a,b, 1986, Mohanan 1982, 1986, Pulleyblank 1986, Halle and Mohanan 1985, etc). Mosit recently, Halle and Vergnaud (1987a,b) and Halle (1987) have argued that the hypothesis that morphology and phonology are ordered in the same module of grammar cannot be correct, and have proposed the model given in (1) above in which morphology and phonology are distinct.

One of the observations made as early as SPE (Chomsky and Halle 1968) is that some phonological rules apply only once in a derivation, whereas others seem to follow morphological constituent structure and thus to apply step by step. Subsequent to SPE, there was considerable discussion about the properties of and distinctions between the two types of rules-referred to as noncyclic (or postcyclic) and cyclic, respectively (see below for def initions); the discussion involved such questions as what
kinds of rules are cyclic, how the two types of rules are ordered with respect to each other, whether cyclic rules are constrained by the Strict Cycle Condition, and if so whether all cyclic rules are so constrained (see, for example, Brame 1974, Kisseberth 1973, Kean 1974, Mascaro 1976, Halle 1978, Pesetsky 1979, Kiparsky 1982a, 1986). Within Lexical Phonology, for examp, there has been discussion about whether all and only cyclic rules are lexical (word-level); and there is general agreement that cyclic and noncyclic rules are organized into blocks of rules, although there have been different claims made about the number and organization of these blocks. Again, most recently, Halle and Vergnaud (1987a,b) have claimed that the phonology is organized into blocks of word-level cyclic and noncyclic rules and phrase-level cyclic and noncyclic rules, and that at each level the cyclic-rule component is ordered before ihe noncyclic component.

### 2.1 Cyclicity

Cyclic phonological rules are rules that apply in cycles to the layers of constituents created by the morphology, starting with the innermost constituents and proceeding outward. Such rules are generally assumed to be constrained by the Strict Cycle Condition (Mascaro 1976, Halle 1978, Kiparsky 1982a, 1986) which, simply stated, means that cyclic rules apply on any given cycle only if their structural description has been derived on that cycle. In Polish, for instance, a cyclic rule that epenthesizes a vowel before a stray consonant applies in the derived environment before the $-k$ of the diminutive morpheme in (5a) but does not apply before [k] in (5b); in (5b) the [k] is part of the root morpheme and therefore the environment in which epenthesis might apply is not derived.
(5)

| a. las+k | lasek | 'small wood' |
| :--- | :--- | :--- |
| b. blask | blask | 'glare' |

In this thesis I shall assume the version of the Strict Cycle Condition given in Halle (1978) and assumed also in Rubach (1984):
(6) Strict Cycle Condition
"A cyclic rule $R$ applies properly on cycle $j$ only if either (a) or (b) is satisfied:
(a) R makes specific use of information, part of which is available on a prior pass through the cyclic rules, and part of which becomes first available on cycle j. There are three separate cases subsumed under (a). R refers specifically to some A or B in:
(1) $[$ j XAY ... $\mathfrak{j}-1 \ldots$ B...] $Z]$;
(ii) $[j Z[j-1 \ldots B] X A Y]$;
(iii) $[j X[j-1 \ldots A] Y[j-1 \ldots B \ldots] Z]$;
(b) R makes specific use of information assigned on cycle j by a rule applying before R."

The Strict Cycle Condition ensures that a cyclic rule will apply on a particular cycle only in an environment which has been derived by prior application of a phonological rule on that cycle or by the accessing of new morphological material. It prevents cyclic rules from applying on the rirst cycle of a word and, in addition, from applying within the domain of individual affixes. In Polish, for instance, the cyclic rule of epenthesis is blocked from applying in the environment of $[k]$ in the form in (7) because this environment is morpheme-internal and consequently does not fit any of the definitions of derived environment given in (6):
(7) cel+sk celsk 'body, aug., g.pl.'

Not all cyclic rules are necessarily considered to be subject to the Strict Cycle Condition. Kiparsky (1982a) suggests, for instance, that cyclic structure-building rules may apply in underived environments and are thus not prevented by Strict Cyclicity from applying in morpheme-internal environments. Rules such as syllabification and stress assignment in languages in which syllable structure and stress are not distinctive are structure-building rules. Application of syllabification or stress assignment rules in these languages provides (builds) structure, but does not change existing structure (at least not on the first cycle). In contrast to structure-building rules, according to Kiparsky, cyclic structurechanging rules are always prevented from applying morpheme-internally and on the first cycle, because such rules generate structures which are distinctive. The Polish epenthesis rule is structure-changing, since in underlying representations we find distinctions between forms such as /lik'er/ (lik'er~ I'k'eru 'llqueur') vs. /cukr/ ( cuk'er~ cukru 'sugar') or /p's/ (D'es~psa 'dog') vs. /b'es/ (D'es~D'esa 'devil'). Structure-changing cyclic rules may apply in a morphologically underived environment, if a structure-building rule has previously applied to create a phonologically derived environment.

Noncyclic rules are not subject to the Strict Cycle Condition and thus may apply in underived environments. At the point at which they apply, therefore, they may take as their domain of application morpheme-internal and derived environments. One of the noncyclic rules of Polish derives [y] from an underlying / $1 /$ in the environment of a preceding non-front consonant such as /t/. As (8) Illustrates we find sequences of [ty] both morpheme-internally (8a) and in morphologically derived environments ( 8 b ):

| (8) a. tydżeń | 'week' |  |
| :--- | :--- | :--- |
|  | b. kot +1 koty | 'cat, n.pl.'6 |

### 2.2 Lexical Phonology and the Ordering Hypothesis

In SPE, Chomsky and Halle (1968) distinguish two types of affixes in English: those associated with a '+' morpheme-boundary which determine the stress of the derived word in which they appear (e.g., $-a l$, -ity), and those associated with a '\#' word-boundary which are stress neutral in that they do not change the stress of constituents to which they are affixed and themselves do not receive stress (e.g., -hood, -ness; cf. párent, paréntal, párenthood). It was the distinct phonological properties of these two types of affixes that led Siegel to propose that they be placed into distinct blocks or strata of affixation rules and that phonological rules such as the stress-rule of English be ordered between the two strata. Stress is thus assigned to the outputs of affixation processes ordered before the stress rules apply (namely, to the outputs of +-boundary affixation), whereas it is not assigned to outputs of affixation processes ordered after the stress rules (namely, to the outputs of *-boundary affixation).

The assumption that both word formation and phonological rules are ordered in the lexicon and function in tandem, with the former supplying the input to the latter, is common to all versions of Lexical Phonology. The phonological rules ordered within the lexicon are called lexical rules.

[^5]Lexical rules always apply within the domains of words and not between words. Rules which apply across words (as well as within words) are called post-lexical. In addition to the distinction in domains of application, different researchers have postulated several other distinguishing properties for lexical and post-lexical rules. A summary, taken from pulleyblank (1986), of proposed differences between the two sets of lexical and post-lexical rules, is given in (10):
(10) LEXICAL POST-LEXICAL
a. cannot refer to word-internal structure
b. may apply across words
c. cannot be cyclic
d. noncyclic, hence across-theboard
e. need not be structure-preserving
f. cannot have lexical exceptions
g. must follow all lexical rule applications

All versions of Lexical Phonology assume that the lexicon is organized into several strata, although they difier in such matters as how many lexical strata of morphological and phonological processes they postulate (Kiparsky 1982a, for instarice, postulates that English has three lexical strata, whereas Halle and Mohanan 1985 postulate four), and in whether they assume that lexical strata can be cyclic or noncyclic.

Kiparsky (1982a) and Mohanan (1982) postulate that all lexical strata and thus all lexical phonological rules are cyclic; cyclic rule application is automatic given the assumption that lexical phonological rules apply to the output of every morphological process. Halle and Mohanan (1982) and Mohanan (1986) argue, however, that some strata may in fact be noncyclic; on a noncyclic stratum the rules are postulated to apply only once after all the morphological processes have applied on that stratum.

While Lexical Phonology has been the predominant model of morphology and phonology in North American work in generative phonology throughout the 1980's, its assumptions and claims have been subjected to criticism for several years. The most serlous criticism of Lexical Phonology is that it makes incorrect predictions both about the ordering of affixes within words and about the relationship between the structures required by the morphology and by the phonology. In the latter case-since in Lexical Phonology, phonological rules are postulated to be ordered among the word formation processes-it is predicted that the domains within which the phonological rules apply should be isomorphic with the domains created by the word formation rules.

As Slegel (1978) points out, one consequence of analyzing the affixes of English into blocks is the ordering hypothesis: namely, that the stressneutral affixes should always be attached to constituents that are external to constituents containing stress-sensitive affixes. And indeed in many cases the stress-neutral suffixes do occur outside the stress-sensitive suffixes, whereas the reverse order is disallowed. Thus, for example, while the stress-neutral suffix -ness is added after both the stress-sensitive -al and the stress-neutral -ed in words such as those in (11), the stress-
sensitive -ity in (11b) can occur only after the stress-sensitive -al, but not after the stress-neutral -ed (examples are taken from Halle 1987):
(9)
a. gradualness grammaticalness
b. graduality grammaticality

As early as 1976 (Aronoff1976), however, it was pointed out that the ordering hypothesis is basically incorrect (see also Aronoff and Sridhar 1983). For example, although -ity is a stress-sensitive suffix, it can be affixed to stems ending in stress-neutral suffixes (e.g., patentability; cf. patent, pastentable). Furthermore, affixation of -ity is followed by the application of the rules of stress-assignment (as the assignment of stress to the final syllable of -able shows), even though, according to the organization of the strata initially proposed by Siegel to account for the lack of stress-assignment in the environment of stress-neutral affixes, stress-assignment should not apply after the affixation of stress-neutral affixes (e.g., pátentable).

Another counterexample to the ordering hypothesis is provided by words like the English ungrammaticality. In this word the phonological behaviour of the prefix un- has led researchers to postulate that it belongs together with stress-neutral affixes such as -ness or -hood, and thus should be ordered outside stress-sensitive affixes such as -al or -1.y; unis opposed to in- a prefix which from the point of view of phonology belongs with the stress-sensitive affixes (e.g., in- undergoes nasal assimilation as in i(n)complete, whereas un-does not). The word ungrammaticality thus has the constituent structure given in (12a), as
required by the phonology. But morphological restrictions on the behaviour of this same prefix un-require that it be attached to an adjective grammatical, and thus require the constituent structure in (12b):
(12) $a$

b.

ungrammaticality is an example of what has been called a bracketing paradox: a case in which, contrary to the predictions of Lexical Phonology, morphological and phonological structure are not isomorphic.7.8

One proposal that has been made to account for counterexamples to the ordering hypothesis is that it is possible to "loop" back to an earlier stratum after application of the rules on a later stratum (Mohanan 1982). Halle (1987) argues, however, that adoption of this proposal either resulis in the derivation of incorrect surface forms, or leads to the conclusion that morphology and phonology must be separate.

Consider again the two types of English affixes. The rules of stressassignment are cyclic rules in English. It has thus been assumed that the stress-sensitive suffixes in whose environments the stress rules apply are cyclic affixes, whereas the stress-neutral ones are not (see, for instance,

[^6]Halle and Mohanan 1985, Halle and Vergnaud 1987a,b). In the framework of Lexical Phonology, it is hypothesized that the stratum on which the stresssensitive suffixes are ordered is a cyclic stratum and that the rules on this stratum apply after each affixation rule, whereas the stress-neutral suffixes are ordered on a noncyclic stratum; on the noncyclic stratum the phonological rules apply in a block only after all the affixation processes have taken place. Given Siegel's ordering hypothesis, the cyclic stratum is Stratum 1, and is ordered before the noncyclic stratum, Stratum 2. In the case of a word like patentability, -able is a Stratum 2 affix, whereas - ity belongs to Stratum 1. Consequently, in deriving this word, one can assume that after the affixation and phonological rules of Stratum 2 have applied, it is possible to "loop" back to, or return to Stratum 1 to affix - ity and to apply the cyclic stress-rule. Assuming that looping occurs raises the following question, pointed out in Halle (1987): in looping back to a cyclic stratum from a noncyclic stratum how do we apply the phonological rules? Do we delay the application of the phonological rules of the noncyclic Stratum 2 until after the application of the cyclic rules of Stratum 1, or do we apply the noncyclic rules on Stratum 2 and then, in going back to Stratum 1, apply the cyclic rules? As Halle shows, if we adopt the latter alternative incorrect results are obtained. English has a noncyclic and therefore Stratum 2 rule of l-velarization which velarizes a syllable-final [I]. In a form like patentable, the final [1] is velarized since it is syllable-final. In patentability, however, [1] is not velarized since it is not syllable-final. But if we assumed the hypothesis that, before looping back to Stratum 1 from the noncyclic Stratum 2, the noncyclic rules apply, then [1] should surface as velarized as it is syllable-final in the Stratum 2 constituent patentable. Since no velarization applies, we can conclude that this hypothesis about
how the rules apply is incorrect. However, if we adopt the hypothesis that the noncyclic rules do not apply in Stratum 2, but are delayed till after the application of the cyclic rules of Stratum 1, then we are undermining the central hypothesis of Lexical Phonology that word formation and phonological rules apply in tandem, because on Stratum 2 phonological rules do not apply and therefore are in essence not associated with the noncyclic word formation processes. Halle concludes that since, to derive correct surface forms in cases such as patentability, we need to adopt the hypothesis that the noncyclic rules apply only after all the cyclic rules, we are led to adopt a pre-Lexical Phonology model of grammar in which morphology and phonology are distinct components.

Adopting the hypothesis that morphology and phonology are distinct components does not force us to abandon the hypothesis that some morphemes trigger cyclic rules while others do not. Halle and Vergnaud (1987a,b) and Halle (1987) suggest in fact that cyclicity is a diacritic property of individual affixes. For each affix it is necessary to learn whether or not it is cyclic; cyclic affixes trigger cyclic rules, noncyclic affixes do not. Instead, noncyclic rules apply in a block after all cyclic rules have applied. The hypothesis that each affix is specified for cyclicity predicts that cyclic and noncyclic affixes should be able to apply in any order within a word, and thus predicts that the constituent structure required by the morphology need not be isomorphic with that required by the phonology.

### 2.3 Polish Phonology

Polish has nine different types of palatalizations affecting labials, coronals and velars and five types of vowel alternations. 9 Pernaps as a consequence of the complexity of the phonological alternations, there have been considerably more studies of the phonology of Polish within the generative framework than studles of morphology. Of these the most influential longer works have been Lightner (1963), Steele's Harvard dissertation (1973) , Laskowski (1975a), Gussmann (1980), and Rubach ( 1981,1984 ) (see References for other references). The discussion in this section will focus on the work of Gussmann and Rubach, since to a great extent this thesis has grown out of and in response to their work.

Gussmann (1980) argues that a number of phonological alternations in Polish can be explained if it is postulated that Polish has two abstract underlying lax high vowels (or yers, as they are often called). His most important claim is that the e $\sim \varnothing$ alternation seen in forms such as cuk'er.cukru is due to the presence of an underlying lax high vowel which surfaces if it is followed by another lax high vowel, and otherwise is deleted. In addition, he considers the presence of stem-final palatalized consonants preceding seemingly consonant-initial suffixes (e.g., in forms like rek +nik $\rightarrow$ reçnik ) to be due to the underlying presence of a suffix-initial lax high vowel. Finally, he claims that various vowel alternations, such as that between the orthographic nasal vowels ę $\&$, are triggered by lax high

[^7]vowels (in fact, he argues that nasal vowels are underlying lax high vowel +nasal consonant sequences). In Chapter 3 and 4 I present alternative analyses of these phonological processes which do not assume the presence of underlying lax high vowels: e~0 alternations, for instance, are argued to be the result of epenthesis and the nasal vowels are claimed to be underlying vowel plus nasal glide diphthongs.

Rubach $(1981,1984) 10$ follows Gussmann in postulating that there are underlying abstract lax high vowels. His analysis of Polish differs from Gussmann's, however, in that Gussmann assumes that all the phonological rules of Polish apply noncyclically, whereas Rubach argues that Polish has both cyclic and noncyclic (his post-cyclic) rules, and that the cyclic rules are subject to the Strict Cycle Condition. Rubach $(1981,1984)$ is cited in works such as Kiparsky (1986) as evidence in favour of the validity of the notions of cyclic and Strict Cyclic rule application.

Szpyra (1985) and Gussmann (1985), in polemical reviews of Rubach (1981) and (1984) respectively, strongly disagree with Rubach's claims that Polish has cyclic rules. Both of them argue that since, in a cyclic model, morphology and phonology are so closely linked, the fact that Rubach does not explicitly formalize word formation rules undermines his claims about the cyclic nature of the phonological rules. Although there are several forms in which Rubach's assumptions about the morphological structure of particular words are in fact controversial, in most cases the division into morphemes provided by Rubach is accepted in traditional and generative analyses of Polish. To take one example, Gussmann questions Rubach's division of the infinitive of 'write' into three morphemes $\rho^{\prime} / s+a+c$ instead

[^8]of into two $-p^{\prime} / s a+c$. In view of the existence of such words as $p^{\prime}$ ismo 'handwriting' or rekop'ls 'manuscript' based on the root $\mathrm{D}^{\prime \prime} / \mathrm{s}$ 'write', Gussmann's questioning of Rubach's morpheme division in this case is rather surprising. Gussmann and Szpyra also point out several forms in which putatively cyclic rules seem to apply noncyclically. For instance, in kažew•karwa 'dwarf', palatalization of the liquid [r] occurs even though the form is monomorphemic and the rule is claimed by Rubach to be cyclic. 11 Again, while there are undoubtedly cases of this sort in Polish, in which cyclic rules seem to be applying morpheme-internally, the alternative hypothesis, that Polish has no cyclic rules leads to a great many more exceptional cases, since, as Szpyra herself points out, there are many cases in Polish where palatalization could be expected to apply morphemeinternally, but does not (e.g., sen 'dream', kelner 'waiter', etc.; see chapter 3 for discussion of these cases). The lack of morpheme-internal palatalization in such cases is predicted if one assumes that the palatalization rules are cyclic, but if one assumes that the rules are noncyclic the forms become exceptional.

It is not my purpose here to provide a critique of Gussmann and Szpyra's arguments against Rubach. My response to their claims is embodied in my analysis in Chapter 3 of many of the same rules as those discussed both in Gussmann (1980) and in Rubach (1984). On the basis of my analysis,

[^9]I conclude that Polish indeed has cyclic rules, but that most of them, and in particular, most of the palatalization rules, are morphologically rather than phonologically conditioned. The evidence for this claim comes from the observation that the palatalizing properties of suffixes are independent of their phonological form: some front-vowel initial suffixes trigger palatalization while others do not, and, similarly, some consonant-initial and back-vowel initial suffixes trigger palatalization while others do not. I argue that in spite of the morphological conditioning of these rules, several of them are ordered after rules which are clearly cyclic and subject to Strict Cyclicity, and therefore that the morphologically conditioned rules must themselves be cyclic. I also argue that a number of rules whose environments are clearly phonological are nevertheless lexically conditioned in that they only apply in a subset of forms which meet their structural descriptions. Chapter 3 explores, in addition, several alternative phonological analyses of the palatalization properties of Polish affixes. I consider the possibility that the morphemes in whose environments palatalizations occur have a floating feature; I also consider the possibility that the distinction between morphemes which trigger palatalization and those which do not is a distinction between cyclic and noncyclic affixes. In both cases, the extent and nature of the idiosyncrasies associated with the palatalizations leads me to conclude that under either of these alternatives it would still be necessary to list structural changes effected by the palatalization rules in particular morphological environments, and therefore that assuming either a floating feature or a cyclic/noncyclic distinction in the morphemes simply adds to the complexity of the grammar of Polish. While I do not claim that Polish lacks noncyclic affixes, I do suggest that since we know that many of its affixes
are cyclic, the null hypothesis in the case of Polish is to assume that all of the affixes are cyclic. At present I know of no evidence disproving this hypothesis. Finally, I consider the possibility that the palatalization rules are actually morphological and not phonological rules by examining the consequences of adopting an analysis of palatalization similar to one given in Spencer (1986, 1988). I conclude that such an analysis makes it difficult to state the generalizations concerning the morphological structure of verbs given in Chapter 2.

Rubach (1984) postulates that in addition to the cyclic rules, Polish also has postcyclic rules which apply across the board in underived environments. Rubach and Booij (1987) argue that the postcyclic rules are of two types: those that apply noncyclically within words and are thus word-level or, in the terms of Lexical Phonology, lexical rules, and those that apply post-lexically, or at the phrase-level. My work confirms that there are indeed cyclic and noncyclic word-level and phrase-level phonological rules in Polish. The evidence for a distinction between noncyclic word-level and phrase-level rules is presented in Chapter 4, where I argue that at the phrase-level processes of nasal assimilation cannot affect word-final nasal glides because these glides become fully specifled in the noncyclic component of the phonology.

The evidence presented in this thesis that the phonological component is distinct from the morphological component comes from two sources. The first is the well-known and I think uncontroversial observation that the semantics and phonology of words is not isomorphic with the morphological structure. Since a model such as Lexical Phonology predicts that Isomorphy should exist, the fact that this isomorphy so clearly does not exist is evidence against the Lexical Phonology model. In Polish the clearest lack of
isomorphy between phonology and morphology is found in verbs.
Morphologically, prefixes are part of the verb-word, but phonologically they function as distinct words-only phrase-level rules apply between a prefix and the stem to which it is affixed. The second source of evidence is the fact that in at least some cases lexical entries must be assumed to be bimorphemic, but the cyclic rules nevertneless treat the environment created by the concatenation of the two morphemes as derived. In particular, the idiosyncratic semantic and grammatical properties of prefix+verbal root combinations require that such combinations be listed as entries in the lexicon, yet in those cases in which prefixes function as affixes, they trigger the application of cyclic rules. 12

## 3. The Underlying Consonant and Vowel Inventories

The underlying consonants of Polish are given in Table 1 along with the underlying feature representations associated with each consonant. In determining the feature representations, I assume both recent innovations in theories of feature representations and in underspecification theory. These assumptions are of relevance in Chapter 4 where I examine the processes of nasal assimilation and gliding.

Following Clements (1985), Sagey (1986), Arcnangell and Pulleyblank (in prep.), and others, I assume that features are organized into sets constituting natural classes such as the laryngeal, supralaryngeal, and place

[^10]features. Each of these sets can function independently from the others in the application of phonological rules such as assimilation. The sets of features are represented as nodes in a hierarchical tree (see (12)). I assume, following Sagey (1986), that the Place features are organized according to articulators each of which dominates terminal features. Nonterminal nodes in the hierarchy are either activated or unactivated and therefore are not represented as binary features. There has been some discussion in the literature about the position in the hierarchy of stricture or manner features such as [continuant] (see Clements 1985, Sagey 1986). I take no position on this issue and consequently in (12) I simply list all the manner features under the root node (although see Chapter 4 for some evidence that stricture features spread along with place features). (12) represents a synthesized and simplified version of the feature hierarchy presented in Sagey (1986) and Steriade (1987):


The theory of underspecification (Kiparsky 1982, Archangell 1984, Steriade 1987, Archangell and Pulleyblank in prep., Calabrese 1988) is an attempt to eliminate redundancy from underlying representations. For instance, in many languages of the world sonorants are always voiced. In a theory of underspecification, sonorants are consequently not marked in underlying representations as [+voice] but instead are supplied with this redundant value by means of redundancy rules. For purposes of this thesis, 1 follow Steriade (1987) and Calabrese (1988) in assuming that features

13 Sogey (1986) and Ster iade (1987) represent lateral as a feature under the coronal node; since there are well-attested instances of dorsal laterals, I follow Halle ( 1988) in assuming that this is a stricture feature.
which are distinctive within a particular class of seginents are specifled underlyingly． 14

The underlying consonant inventory of Polish is given in Table 1．${ }^{\text {＇0＇}}$ indicates activated articulators．＇$\pm$＇represent values of terminal features． All the consonants are［＋consonantal］，the glides are［－consonantal］：

## TABLE 1：UNDERLYING CONSONANTS OF POLISH 15

|  | LABIAL | LABIO－DORSAL front |  | CORONAL <br> dento－alveolar | alveopalatal | CORONO-D ORSAL D prepalatal | DORSAL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p \mathrm{f}$ Vm | $n p^{\prime} b^{\prime} f^{\prime} v^{\prime} m^{\prime}$ | w | toszcdztrn | ふそぐ感 | $t^{\prime} d^{\prime} s^{\prime} z^{\prime} n^{\prime} 11$ | $k g x$ |
| Labial • ．．• • •－． |  |  |  |  |  |  |  |
| round |  |  | ＋ |  |  |  |  |
| Coronal |  |  |  | －•••••• | －•• | －－－－－ |  |
| anter |  |  |  | ＋＋＋＋＋＋ | －－－－ |  |  |
| Dorsal |  | －••• | － |  |  | －••••• | －－ |
| beck |  | －－－－ | ＋ |  |  | －－－－ |  |
| Masal | － | － |  | $\bullet$ |  | － |  |
| nosal | ＋ | ＋ |  | ＋ |  | ＋ |  |
| L．aryngeal |  |  |  |  |  |  |  |
| Voice | －＋－＋ | －＋－＋ |  | －＋－＋－＋ | －＋－＋ | －＋－＋ | －＋－ |
| Cont | ＋＋ | ＋＋ |  | ＋＋－1＋ | $++-1+$ | ＋＋ | ＋ |
| Son | －－－－＋ | ＋－－－＋ | ＋ | －－－－－－＋t＋ |  | －－－＋＋＋ |  |
| Lateral |  |  |  | ＋－ |  | ＋ |  |

14 Archangeli（ 1984）and Archangell and Pulleyblank（in prep．）assume that underlying representations are maximally underspecified and that they a＂e determined on a language specific basis by the phonological rules of the language．

15 The following is a list of correspondences between the symbols that I use in this thesis and the standard IPA symbols：
prepalatals alveopalatals



As Table 1 indicates, there are two types of coarticulated segments in Polish, front labials and prepalatals. In Chapter 3, I provide evidence that front or [-back] labials are in fact underlying in Polish; in Chapter 4, I argue that prepalatals are both coronal and dorsal in underlying representations since they may decompose into sequences of a [-back] glide followed by a coronal consonant.

There has been considerable discussion about the features needed to represent the three series of coronal consonants in Polish. In SPE, Chomsky and Halle (1968) postulate that the prepalatals are distinguished from the dento-alveolars and the alveopalatals by means of the feature [ $\pm$ distributed]: prepalatals have a long constriction and are thus [+distributed] whereas the dento-alveolars and alveopalatals are [-distributed]. Notice that in the feature system I am using, the fact that prepalatals are coarticulated is enough to distinguish them from the other two types of coronal consonant. Further, since the dento-alveolars are distinguished from the alveopalatals in termis of the feature [tanterior], there is no need to assume that [ $\pm$ distributed] is a distinctive feature in Polisn. The surface inventory of Polish coronals requires a slightly different set of features. On the surface, the prepalatals are pronounced as [ $s, z, c, d z]$ ] 16 in addition, as a result of a phrase-level rule, dento-al'/eolars may become [-back], [s'] [t'], etc. in the environment preceding a [-back, +high] vowel or glide and alveopalatals may also become [-back] [s',z'] etc. These [-back] dento-alveolars and alveopalatals are coarticulated corono-dorsals, like the prepalatals. The question that arises is now they are distinguished from the prepalatals.

[^11]Keating (1988) has pointed out that prepalatals (her alveolo-palatals) have a cavity under the tongue blade. This cavity is also found in the alveopalatals and is responsible for the "hushing" quality of both these types of sounds. It is not found, however, in dento-alveolar consonants. Halle (1988) suggests therefore that an additional feature, which he calls [ $\pm$ Lower Incisors Cavity] is needed to account for coronal differences. Dento-alveolars are [-Lower Incisor Cavity] meaning that the tongue touches the lower teeth, and thus does not create a cavity, whereas alveopalatals and prepalatals are [+Lower Incisor Cavity]. The difference between [-back] dento-alveolars and prepalatals, then, is that the former are [-back] and [-LIC], and the latter are [-back] and [+LIC]. Alveopalatals are [-anterior, -LIC]; and [-back, -anterior, -LIC] when fronted. [ $\pm$ LIC] is not, however, needed at the underiying level to distinguish the underiying coronal consonants of Polish. Therefore, I suggest that the values for this feature are inserted by redundancy rules which apply at the noncyclic word-level (the rules cannot apply at the phrase-level because then they would derive prepalatals from the [-back] dento-alveolars derived at the phrase-level). 17

There are two laterals in Polish, one of which alternates between [1] in palatalizing environments, [l'] in palatalizing environments before [1], and [w] elsewhere, the other of which alternates between [l'] before [ 1 ] and [I]

[^12]elsewhere. The latter [1] functions like a [-back] consonant in morphemeinternal environments, and I have therefore assumed that it is [-back] as well as coronal in underlying representations and in this way is distinguished from the plain coronal $/ \nless /$. In all environments except preceding [-back] high vowels, the [-back] feature of the prepalatal /// and the palatalized / $\mathrm{K} /$ is delinked by a noncyclic rule. In Chapter 4, I argue, in addition, that $/ \nless /$ becomes a glide $[w]$ as a result of delinking of the coronal node and insertion by redundancy rules of [+back, +round]. These latter redundancy rules are independently needed to derive nasal glides.

Rubach and Booij (1987) argue that Polish has no need for underlying glides, since glide's are predictable on the basis of syllable structure. As I suggest in Chapter 4, surface [v] in the Slavic vocabulary of Polish is derived from an underlying /w/ (the evidence for this claim comes from voicing rules). Consequently, in these words at least, /w/ must be underlying and I have therefore included /w/ in Table I. It is less clear whether / j / is an underlying segment, since there are many instances in which its form is predictable from the syllable structure. Nevertheless, until more work on its status is done, I have included it in the underlying inventory. The glides are distinguished from underlying high vowels in that they are coarticulated segments; /w/ is labio-dorsal, whereas / $/$ / is corono-dorsal.

Gussmann (1980), Rubach (1984), and others following them, have postulated quite large vowel inventories for Polish. In particular, it has been assumed that Polish has two high unrounded vowels $/ 1 /$ and $/ f /(=[y]), 18$

[^13]two abstract underlying high lax vowels, a tense [-high] front vowel, and, in Rubach (1984), a mid unrounded back vowel:
(13) Previously Postulated Vowel Inventory

|  |
| :---: |
| $\stackrel{+}{\text { + }}$ |
|  |
| - a |

In Chapter 3,1 argue that [i] and $[t](=[y])$ are in complementary distribution and that therefore only $/ \mathbb{I}$ is underlying. I also claim that the underlying lax high vowels, $[\gamma]$ and $[æ]$, are unnecessary, since all the phonological alternations which they were postulated to underlie can be explained in other ways. In addition, I argue in Chapter 4 that Polish has two underlying mid nasal diphthongs whose first member is a mid front or back vowel and whose second member is a placeless nasal gilde. These are represented throughout this thesis as $/ \varepsilon /$ and $/ \varepsilon /$. Polish thus turns out to have the straightforward 5-vowel system with two nasal diphthongs pictured in Table 2 (all vowels are [-consonantal]):

TABLE 2: UNDERLYING VOWELS OF POLISH


The features [ $\pm$ round] and [ $\pm$ tense] are inserted by redundancy rules, since they are not distinctive for any of the vowels in Polish. In particular, the nonhigh vowels are all [-tense] whereas the high vowels are [+tense]; the front vowels are [-round], and the back vowels are [+round] if [-low] and [-round] in the case of [ + low].

Polish data in this thesis are transcribed according to the phonetic symbols given in the tables above rather than in Polish orthography. Most forms are given in intermediate, rather than in underlying or surface phonetic representations. In particular, although both [i] and [y] are actually /1/ in underlying forms, I transcribe [y] in those cases where it appears morpheme-internally (e.g., b'/c 'to fight' vs. byc 'to be'); similarly, rather than transcribing underlying or derived prepalatals as $\left[t^{\prime}, d^{\prime}, s^{\prime}, z^{\prime}\right]$, I use the


## Chapter 2

## The Morphological Component: Yerb Structure

Polish words belonging to the lexical categories Noun, Adjective, Adverb and Verb, mav include up to 6 distinct morphemes in the case of the first three categories, and up to 9 in the case of verbs:
(1)
a. $x \not o p+a k+k+o v r a t+i$
xwopačkovaty 'boyish'
boy $N \operatorname{dim} A A m . s g$.
D. p'ek + ar + nik + stv +o p'ekarnictfo 'the baker's trade' Dake $N_{\text {agt }} N$ Nabst ne.sg.
C. Žeč+ov+ńik+ov+0 žečovńlkovo 'substantivally' thing $A N A$ Adr
d. $d 0+p o+d o+s y p+o v+i v+a+\}+a$ dopodosypovyvawa 'add dry matter $\operatorname{Pr} \operatorname{Pr} \operatorname{Pr}$ pour VS VSSI VS P fem.sg. (e.g. grain, sugar) bit by bit by pouring, f.sg.past'

In all of the examples in (1) the cooccurrence of different morphemes in the same form is restricted both by semantic and formal factors. The morpheme -sty, for instance, affixes only to nominal stems to form abstract nouns; -iv affixes to stems of verbs of a particular class to form secondary imperfectives (see below); etc. The number and types of morphemes and the restrictions on morpheme-cooccurence found in verbal forms are more limited than those found in nominal, adjectival, and adverbial forms. For this reason the present chapter on the morphological component of Polish takes as its focus the formation of verbs.

The first section of the chapter gives a brief description of the basic grammatical categories represented in the Polish verbal system. For detailed descriptions of the grammar of Polish verbs, the reader is referred to works such as Schenker (1954, 1973), Szober (1953), and Brooks (1975). Section 2 provides an analysis of the constituent structure of verbs, distinguishing four different types of stems-class-stems, VS-stems, TMstems and $\mathrm{P} / \mathrm{N}$ stems-and proposing rules to derive denominal and deadjectival verb-stems, and secondary imperfectives. Verbs are argued to belong to particular classes; class membership determines thie inflectional and some derivational properties of each verb. Section 3 discusses aspectual and morphological properties of prefixes, suggesting that prefixes are in many cases included in the lexical entries of verbs but are nevertheless perceived as distinct morphemes. And, section 4 argues that although prefixes are morphologically constituents of the verb-stem, they are not phonological constituents of the verb-stem but are instead independent phonological words.

## 1. Polish Verbs

The morphology of the Polish verb reflects grammatical distinctions in aspect, tense, mood, voice, person, number, gender, pinite and nonfinite forms. There are two basic grammatical aspectual categories, imperfective and perfective, as well as several minor aspectual categories such as frequentative (habitual or repeated action, usually found in motion verbs) or semelfactive (momentary, completed action; cf. $v y k^{z} y C^{〔} e c^{\prime}$ 'shout out' and vykžyknoc'shout out once, semelfactive'). Imperfectives are generally
unprefixed and refer to uncompleted events; perfectives are generally prefixed and refer to completed events. In addition, it is possible to form so-called secondary imperfectives from perfective stems; these usually have a frequentative or iterative meaning. 1 Non-secondary imperfectives and perfectives are usualiy referred to as simple verb forms. There are also two basic distinctions in tense encoded by means of inflectional suffixes affixed to the verb stem: nonpast and past. In imperfectives the nonpast forms have a present tense meaning, in perfectives they have a future meaning. ${ }^{2}$ (2) Illustrates aspectual and tense distinctions with different forms of the verb $p^{\prime} / s$ 'write':
(2) p'isać infinitive, impf.
nap'isać infinitive, pf.
zap'isyvac infinitive, sec. impr. 'write down'
p'išę Ist sg., impf., nonpast 'I write'
nap'išę Ist sg., pf., nonpast 'I will write'
zap'isuje Ist sg., sec. impf., nonpast 'I write down'

Al, the forms in (2) are in the indicative mood; in addition, Polish distinguishes the imperative mood (see Chapter 3 for an analysis of imperative forms), and the subjunctive. The formation of subjunctives is not considered in this thesis (see, for example, Boolf and Rubach 1987 for a discussion of clitics such as the subjunctive -by).

[^14]Passive voice is generally formed in Polish by means of an auxiliary followed by a form of the passive participle, where the first is inflected like a verb, and the second like an adjective (e.g., zostawa nap'isana 'was written, fem.sg.pf.' ). As well as passive participles, Polish also has active participles generally derived from imperfective verbs. Both active and passive participles may be indeclinable or adverbial, and declinable or adjectival:
(3) p'isooc 'write' active participle, adverbial
p'išecy
p'išqca
p'isece
p'isany
p'isana
p'isane
p'Isano active participle, m.sg. active participle, f.sg.
active participle, ne.sg.
passive participle, m.sg.
passive participle, f.sg.
passive participle, ne.sg.
passive participle, adverbial

Participles are discussed in Chapter 3.
Finite, nonpast forms are inflected for person and number; past tense forms are inflected for gender, number, and person. (4) lists only 3 rd person past tense forms; 1st and 2nd person forms are derived by means of clitics affixed to the 3 rd person forms given in (4). The clitics are $-m$ ' 1 st $\mathrm{sg} .{ }^{\prime},-s$ '2nd sg.', -smy '1st pl.', -sce '2nd pl.' Femine past forms, for instance, are p'isawam '1st sg.', p'\%swas '2nd sg.', p'Isawa '3rd sg.', p'Isawysmy'1st pl.', p'Isawysce '2nd pl.', and $p$ 'Isawy '3rd pl.' I do not discuss the properties of the clitics here.
(4) Nonpast

| p'isec | Ist sg |
| :---: | :---: |
| p'išess | 2nd sg |
| p'ise | 3 rasg |
| p'išemy | \|stpl |
| p'išece | 2napl |
| p'išg | 3 rdpl |

Past
p'isaw m.sg.
p'isawa f.sg.
p'isawo ne.sg.
p'isal'i m.pl. ${ }^{3}$
p'isawy f./ne./m. pl.

The verb $\rho$ 'ls represents one of the three basic conjugations, each or which is characterized by the form of the suffix preceding the final morpheme in nonpast forms (this suffix is underlined). (5) gives examples of verbs from the other two conjugations:
(5) Nonpast
pros 'ask'

| prošę | 1st sg |
| :--- | :--- |
| prośš | 2nd sg |
| prosi | 3rd sg |
| prosimy | 1st pl |
| prosiće | 2nd pl |
| prošq | 3rd pl |

čyt 'read'
čytam Ist sg
čytasš 2ndsg
Cyta $\quad 3 r d s g$
Cytamy lst pl
Cytace $\quad 2 n d \mathrm{pl}$
Cytaje $\quad$ 3rapl

Past
prosiw m.sg.
prosíwa f.sg.
prosiwo ne.sg.
prosilli m.pl.
prosiwy f./ne.m. pl.

Čytaw m.sg.
čytawa f.sg.
Cytawo ne.sg.
Eytal'l m.pl.
Cytawy f./ne./m. pl.

3 In the plural Polish distinguishes masculine plural personal or virile forms from all other masculine and feminine and neuter forms. The abbreviation 'm.pl.' is used here to refer to the personal masculine plural. The abbreviation 'f./ne./m.' refers to all other plural forms.

## 2. Constituent Structure of the Verbs

The hypothesis underlying the discussion in this section is that the morphological template of the Polish verb consists of four basic constituents: the C-stem, the VS-stem, the TM-stem and the P/N-stem. 4
(6) Constituent Structure of the Verb

[ [mm [vs [v (Prefix) [ C-stem ] y] (VS) vs] (TM) im] P/N] C-stem=root or derived stem VS=verbalizing suffix TM=tense, infinitive, participle $\mathrm{P} / \mathrm{N}=\mathrm{person}$, number, gender

The C-stem is that constituent of the verb which carries the bulk of the lexical content. Since verbs can be underived or derived from nominal, adjectival, and occasionally other forms, a C-stem can be elther a root or a stem consisting of a root plus one or more non-inflectional affixes. It is thus the minimal constituent of the verb specified as belonging to a particular inflectional class. The class membership of a C-stem determines the form of its VS-stem. The VS-stem is the central constituent of the verb because it reflects verb class membership, and because, as I show below, it determines the form of the TM-stem, which in turn determines the form of the P/N constituent. I begin the discussion of verbal constituent

[^15]structure by examining the relationships between the morphemes which occupy the TM and $P / N$ positions.

### 2.1 Person/Number and Tense-Marker Morphemes

The Person/Number, Tense-Marker 5 and Verbalizing Suffix morphemes of the Polish verb system are given in (7). In discussing the distribution of these morphemes, I follow the classic Jakobsonian analysis of Russian verb conjugation (see Jakobson 1948; and, for Polish, Schenker 1954). The verbalizing suffixes and examples in this subsection are listed in terms of the verb classes which are proposed and justifled in $\$ 2.2$ below. I refer to verb classes here to simplify the exposition of the data.

## (7)

```
IMMorohemes
    -1/y- 'CM'
    -e- 'CM'
    -w/l- 'past
    -c 'infinitive'6
```

        P/N Markers
    | -e/-m | '1st sg.' | -my | 1st pl.' |
| :---: | :---: | :---: | :---: |
| -s | '2nd sg.' | -će | '2nd pl.' |
| -ø | '3rd sg. | -8 | '3rd pl.' |
| Past Tense-Gender/Number |  |  |  |

-a 'fem., sg' $-y / 1 \quad$ 'fem. pl.'7
$-\varnothing \quad$ 'masc. sg.'8 -1/y 'masc. pl.'

[^16]
## (8) Verbalizing Suffixes ${ }^{9}$ <br> -a Class 1 <br> -aj Class 2 <br> -e Class 3 <br> -i/y Class 4 <br> -ne Class 610 <br> -ej Class 7

(9) provides representative examples of inflectional patterns.11 The underlined constituents in (9) are the C-stems of the verbs (see S2.2.2).

Nonpast
Past
Class infinitive 2 nd sg . 3 rdpl .
m.sg. m.pl.

Gloss

| 1 | D'isać | $p^{\prime} i s ̌ e s ̌ ~$ | $p^{\prime}$ iš̨ | p'isaw | $p^{\prime}$ 'isal'i |
| :--- | :--- | :--- | :--- | :--- | :--- |$\quad$ write

wrote', when inflected for first or second person singular by affixation of the clitics $-m$ or $-\alpha$ respectively, becomes $p$ 'issewem 'I wrote, m.sg.' or $\rho$ '/sewes 'you wrote, m.sg.' (cf. $\rho$ 'Isawa 'she wrote, $\rho$ 'isawam 'I wrote, f.sq.', $\rho$ 'sowas' 'you wrote, f.sg.'). The [e] of the m.ss. is likely epenthetic (see Chapter 3 for discussion of epenthesis).

9 Class 5 is not represented here because it is characterized by lock of a verbalizing suffix. See examples in (9) and S2.2.

10 The suffix -no has deen postulated to have many different shapes. In Gussmann ( 1980) and Rubach ( 1984) it is assumed to have the form $/ \mathrm{nO} \mathrm{n} /$, where $/ 0 /$ is an underiying lax high vowel. Since, l argue in Chapter 4 that Polish nasal vowels are not sequences of vowels plus nasal stops, but rather are nessal diphthongs consisting of a vowel plus a nesal glide, I assume here that this morpheme has an under lying back nasal diphthong.

11 The 2nd sg. morpheme represents the set which also includes 3 rd sg., ist pl. and 2nd pl. All the morphemes in this set have identical subcategor ization requirements. The 3 rd pl. morpheme has the same properties as the ist sq.

12 The morphemes -ov and -iv contain a final-gilde in underlying representations. Their alternation with -uj is due to a rule of $j$-formation, which darives a [ $j$ ] in the environment of a sequence of two vowels where the second vowel is [-high], followed by a rule that deletes [0] or [1] and yocalizes the underlying/w/ to [u]. See Chapter 3 for discussion.

|  | D'isyvać | p'isuješ | p'isujg | p'isyvaw | p'isyval'i | write (S.I.) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | čytać | čytaš | čytajg | čytaw | čytal'i | read |
|  | zaprašać | zaprašaš | zaprašajg | zaprašaw | zaprašal'i | ask (S.I.) |
|  | pżesalać | pžesalaš | pžesalajg | pžesalaw | pžesalal'i | salt (S.1.) |
| 3 | kžyčeć | kžyčys | kžyčq | kžyčaw | kžyčelifils | shout (1) |
| 4 | prośić | prosis | prošq | prośiw | prośil'i | ask for (I) |
|  | čerńić | čerńis | čerńg | čerńiw | černilli | blacken |
|  | sollic | sol'is | posole | posol'iw | posol'il' | salt (1) |
| 5 | kwasć | kwadżeš | kwadq | kwadw | kwadl'i | put down |
| 6 | kžykn¢ć | kžykńeš | kžykņ | kżykn¢w | kžyknel'i | shout (P) |
| 7 | wyśeć | wyśeješ | wyseje | wyśaw | wysél'i | gotald |

From (9) we can make the following observations about the distribution of the P/N and TM suffixes. First, the past tense gender/number markers
 'm.pl.'). This morpheme is never followed by nonpast $P / N$ markers. (The alternation of $[w]$ with $\left.\left[l^{( }\right)\right]$is phonologically-conditioned and noncycic. Since in underlying representation this morpherne is a coronal lateral consonant, it becomes [-back] in the environment of a following [-back] segment, and a [+back] glide elsewhere. See Chapter 4.) Second, in all classes except Class 2, nonpast P/N markers such as 2nd sg. are affixed to stems ending in connecting morphemes (e.g., p'šseš, ǩyčuš, where the connecting morphemes are in bold); 3 rd pl. , by contrast, is affixed to stems ending in the verbalizing suffixes lllustrated in (8). Evidence that 3rd pl. is indeed affixed to stems ending in verbalizing suffixes comes from two sources: in Classes 6 and 7 the verbalizing suffixes surface preceding the 3rd pl. morpheme -p (e.g., kžykng, wyśejo); in Classes 1,3, and 4, although

[^17]the verbalizing suffixes do not surface, the forms of the consonants directly preceding $-\rho$ indicate that the verbalizing suffixes are present in the underlying representations. In the form $p^{\prime} / \delta \rho$ 'write, 3 pl.', for instance, the root final /s/ surfaces as [ $\Sigma$ ] as a result of the application of lotation. lotation is a rule that derives [ $c, d z, \leq, z, z]$ from underlying $/ t, d, s, z /$ in the environment of a foliowing [j]. [j] is itself derived in the environment of a sequence of two vowels, provided that the second vowel is [-high] (see Chapter 3). The fact that the final consonant in the 3 rd pl. of 'write' is loiated indicates that in the underlying representation, the [-high] nasal diphthong $-\rho$ must be preceded by the verbalizing suffix $-a$. Third, the palatalization seen in Class 1, 3, and 42 nd sg. forms and the surface presence of verbalizing suffixes in Class 6 and 7 2nd p.sg. forms provides evidence that, like 3 rd pl. morphemes, the TM morphemes are also attached to stems ending in verbalizing suffixes. Fourth, in Class 5 there appears to be no verbalizing suffix; 3rd pl. and TM morphemes seem to be attached directly to the verb root. Fifth, in Class 2, 2nd sg. as well as 3 rd pl. P/N suffixes and TM morphemes are attached directly to stems ending in the verbalizing suffix -aj with no connect ing morphemes between them. 14 Class 2 also takes the morpheme $-m$ in the $1 s t \mathrm{sg} .$, while in all other classes $-\varepsilon$ is used ( $c_{1}$. cytam 'read, 1st sg.; Class 2' and p'şg 'write, 1st sg; Class 1',
 characterized by lack of any visible P/N suffix. Instead, the final visible morpheme in the 3 rd sg. form is a connecting morpheme:

[^18]```
(10) Class I p'iše
    2 čyta
    3 kžyčy
    4 \mp@code { p r o s i }
    5 kwadže
    k kžykne
    7wseje
```

Rather than postulating a zero-afilx for the 3 ra sg., I suggest that this form is simply characterized by absence of marking; in other words the unmarked TM-stem is interpreted by speakers as referring to the unmarked person/number form of the language.

The P/N and TM morphemes thus nave the distribution summarized in (11): TM and 3 pl. morphemes attach to stems ending in verbalizing supfixes; 2nd sg. and past tense gender/number morphemes attach to stems ending in TM morphemes, witt; nonpast attaching to the connecting morphemes, and past attaching to the past tense marker; and stems ending in - aj serve as bases for affixation of past tense, infinitive and all $P / N$ morphemes (except $\boldsymbol{\xi}$ ).
(11) Morpnemes attaching to stems ending in:

| VS |  | IM | -31 |  |
| :---: | :---: | :---: | :---: | :---: |
| -ry/e | 'CM' | -s. '2nd sg.' | -m | 'Ist sg.' |
| -w/l | 'Past' | -0 '3rd sg.' | -w/l | 'Past' |
| -c | 'Infinitive' | -my '1st pl.' | -c | 'Infinitive' |
| - $¢$ | '1st sg.' | -ce '2nd pl.' | -s | '2nd sg.' |
| $-9$ | '3ra pl.' | -a 'fem.sg.' | -0 | '3rd sg.' |
|  |  | -i 'masc.pl.' | -ce | '2nd pl.' |
|  |  | -y 'fem.pl. | -9 | '3rapl.' |
|  |  | - $\varnothing$ 'masc.sg.' |  |  |

Setting Class 2 forms aside for a moment, we can see that morphemes attaching to stems ending in VS's and those attaching to stems ending in TM's are in complementary distribution. We can account for their distribution by assuming that the two types of stems-VS-stems and TM-stems-are distinct constituents of the verb and that suffixes are specified for the type of stem or constituent to which they affix and for the type of constituent which they form. TM morphemes and 3rd pl. are thus specified as affixing to a VS-stem and, in the former case, as deriving TM-stems, and P/N morphemes are specified for TM-stems. The past P/N markers need to be specified, in addition, to follow only the past tense morpheme; the nonpast $\mathrm{P} / \mathrm{N}$ markers must be specifled so as to follow only connecting morphemes. The nonpast P/N morphemes, since they are always word-final, are also specified with the information that their affixation creates morphological words. None of the P/N markers needs to be specified not to follow the inf initive marker if one assumes that this morpheme also includes information that its affixation creates a morphological word.

Information about the type of stem a morpheme affixes to and the type of stem its affixation creates are easily represented by means of subcategorization frames associated with lexical entries for individual affixes (as suggested, for instance, in Lleber 1980). That this information is unpredictable and must be encoded in lexical entries for the affixes is clearly illustrated by the distributional properties of the 3 rdpl . and 1 st sg . suffixes $-\rho$ and $-\varepsilon$. These suffixes occur only in nonpast forms and yet, unlike the other nonpast P/N suffixes, they affix to VS- and not to TMstems. Although the two suffixes happen to be the two nasal diphthongs of Polish, there is no phonological reason for their distribution. Since the
connecting morphemes are front vowels in underlying representations, one could imagine, for instance, that the nasal diphthongs are prohibited from occurring after front vowels. However, two of the verbalizing suffixes, -e and $-i$ are also underlyingly front vowels, and yet $-\rho$ and $-\rho$ are found after them. Similarly, there is no syntactic or semantic reason for setting off 1 st sg . and 3 rd pl . as a class distinct from other persons and numbers. We can only conclude that the distribution or $-\rho$ and $-\rho$ is simply an arbitrary fact about the morphological structure of Polish verbs and must be stipulated in the lexical entries of the suffixes themselves.

The presence of connecting morphemes in nonpast forms is also an arbitrary structural property of verbs, and is not motivated by any phonological, syntactic or semantic factors. In fact, connecting morphemes have no identifiable meaning. Rubach (1984) refers to -i/y and te as present tense markers. Although it is true that they appear in present tense forms, they also appears in future forms. As pointed out in $\$ 1$, the perfective form of an imperfective/perfective aspect pair whose members differ only in that a prefix appears in the perfective, always has a future sense, while its corresponding imperfective has a present tense meaning. One could perhaps argue that the connecting morphemes are nonpast morphemes. But, as we have seen, they do not appear in all nonpast finite forms. Nevertheless, 1st sg. and 3rd pl. forms in which the connecting morphemes do not appear still have a nonpast meaning. In contrast to past tense, which is marked by the suffix -w/l, nonpast seems not to be marked by any one morpheme. It appears that the nonpast tense of a verb is a property of the whole verb form rather than being a property supplied by one particular morpheme. This conclusion is not surprising given the wellknown fact that the semantics and the structure of morpological forms are
not necessarily isomorphic. The presence of the connecting morphemes is clearly required by the morphology. They must therefore be given lexical entries with appropriate subcategorization frames, but containing no semantic information (it is for this reason, that I refer to them as connecting morphemes).

Note that the form of the connecting morphemes that appears in present tense forms is predictable from the form of the preceding verbalizing suffix: -i/y occurs following the Class 3 and 4 verbalizing suffixes (which surface as [-back] vowels), whereas -e occurs elsewhere. One can therefore assume that there is only one connecting morpheme with two allomorphs. The connecting morpheme triggers palatalization alternations in preceding consonants; its [y] form suriaces only after alveopalatal coronals which are the output of palatalization processes (see Chapter 3).

The fact that the Class 2 verbalizing suffix behaves differently from the other verbalizing suffixes and from TM morphemes is another arbitrary fact about Polish morphology. Recall that although $-a j$ "s affixation creates VS-stems to which are affixed, as expected, the past tense, infinitive and 3rd pl. markers, it also forms stems to which are affixed the P/N markers that generally attach to TM-stems. -aj behaves as if its affixation created both a VS-stem and a TM-stem and it must thus be distinguished in the grammar from the other verbalizing suffixes. -aj must also be marked both so as to allow the morpheme $-m$ '1st sg., Class 2 ' to affix to it, rather than the more general 1st sg. morpheme $-\varepsilon$ which affixes to all other VS-stems, and $s o$ as to prevent affixation to it of the TM connecting morphemes.

The distribution of all the P/N and TM morphemes, including that associated with the Class 2 VS-stem, is presented in (12) in terms of
subcategorization frames. All the distributional properties can be captured if we assume that in addition to distinguishing VS- and TM-stems, the grammar of Polish contains two features, $[ \pm a j]$ and $[ \pm$ Past]. [ $\pm$ aj] divides morphemes that affix to VS-stems into two types: those specifically prohibited from affixing to stems ending in the verbalizing suffix-aj, and those not so prohibited. Similarly, $[ \pm$ Past $]$ divides morphemes that affix to TM-stems into two types: those which affix to past tense stems, and those which do not. In the subcategorization frames in (12), lack of diacritic marking on a bracket indicates that the attachment of the relevant affix creates a morphological word or P/N-stem, to which no further affixes may attach (although, clitics may affix to morphological words ending in the past P/N morphemes).
(12) Subcategorization Frames for P/N and TM morphemes

| ] s - _ ] | Jus _ J TM | J vs | ] vs _ I TM |
| :---: | :---: | :---: | :---: |
| +8j | +aj +p |  | -8j |
| -m | -w/l | - | $-1 / y,-e$ |


| $] \operatorname{TM}_{+P}-1$ | $\left.] T M \_\right]$ |
| :---: | :---: |
| $-a$ | $-s$ |
| -1 | $-m y$ |
| $-y$ | $-c e$ |

Notice that, given the subcategorization frames in (12), the verbalizing suffix -aj must be marked as both VS [+aj] and TM [-P] in order to ensure that the correct TM and P/N morphemes affix to it.

Since the TM and some $P / N$ morphemes affix to stems ending in verbalizing suffixes, it is often the case that the underlying representation of a verb form contains a sequence of two vowels. (13) gives examples of underlying representations that result from affixing TM and P/N morphemes to VS-stems. ' $X$ ' represents the stem to which a verbalizing suffix is affixed (see §2.2); the VS-stem is in bold.

| Class | 2nd p.sg. | $3 \mathrm{rap.pl}$. |
| :---: | :---: | :---: |
| 1 | $X+a+e+$ Š | $x+a+q$ |
| 2 | $X+a j+s$ | $x+a j+8$ |
| 3 | $x+e+1+$ ¢ | $x+e+8$ |
| 4 | X $+1+1+$ S | $x+1+2$ |
| 6 |  | $x+n Q+Q$ |
| 7 | X $+\mathrm{e} \mathrm{j}+\mathrm{e}+$ § | $x+e j+Q$ |

As pointed out above, if the second of the two vowels is [-high], as in Class 1 and Class 6 2nd sg. and Classes 1, 3, 4 and 6 3rd pl., j-formation occurs to change the first vowel in the sequence into a [j] (see Chapter $3, \$ 4$ ). This derived [j] subsequently triggers palatalization. If the second of the two vowels is [+high], the first is deleted.

### 2.2 VS-stems and C-stems

In the previous subsection we saw that the tense marker and srme person/number morphemes of Polish verbs affix to stems ending in verbalizing suffixes. We also saw that in a number of cases the verbalizing suffix directly affects the choice of a particular TM or P/N morpheme. In this subsection I argue that the verbalizing suffix has a purely
classificatory morphological function in that it represents the class that a particular verb belongs to. I also argue that verbalizing suffixes are themselves affixed to class-stems which are specified for verb class membership by means of diacritics. The inflectional and derivational properties of a particular C -stem depend on the verb class it belongs to regardless of whether it is a simple, underived, verb root, a derived secondary imperfective stem, or a denominal or deadjectival verb stem.

### 2.2.1 VS-stems and Verb Classes

(14) lists 6 of the most common verbalizing suffixes of Polish ((14) is repeated from (8) above):
(14) Verbalizing Suffixes
-a Class 1
-aj Class 2
-e Class 3
-1/y Class 4
-ne Class 6
-ej Class 7

Verbalizing suffixes may appear in underived and derived verbs, as the following examples Illustrate (the underlined morphemes are roots):

## (15) Verbalizing Suffixes

a. Underived simple verbs

| $-a$ | o'lsac | 'to write' |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Kypovac | 'to buy' |  |  |
| -aj | čytac | 'to read' | Sytale | '3rd pl.' |


| -e | kżyçec | 'to shout' |  |  |
| :---: | :---: | :---: | :---: | :---: |
| -i | prosic | 'to ask for' |  |  |
|  | kwasc | 'to put down' | Kwado | '3rd pl:' |
| -ne | kzuknoc | 'to shout out' |  |  |
| -ej | gżac | 'to heat' | grajejo | '3rd pl.' |

b. Derived simple verbs

| -a | necovac | 'to spend the night' | (cf. noc 'night') |
| :---: | :---: | :---: | :---: |
| -1 | nysencyc 15 | 'to finish' | (cf. konec 'end') |
| -ej | černéć | 'to become black' | černejp '3rd pl.' <br> (cf. čarny 'black') |

In the case of underived verbs, the verbalizing suffix which appears in the verb is something that must be learned for each verb, since the verbalizing suffix (or lack thereof, as in the case of kwasc; see below) associated with a particular root in underived verbs is unpredictable both from the point of view of semantics and of phonology. For instance, various roots ending in the segment /s/ are associated with the different verbalizing suffixes in (16):16
(16)

| a. $p^{\prime} i s+a+c$ | p'isać | 'write' |
| :--- | :--- | :--- |
| b. $k i s+i+c$ | kisić | 'pickle' |
| c. $v^{\prime} i s+e+c$ | v'iséć | 'hang' |
| d. pas $+c$ | paść | 'graze' |
| e. $\cos +a j+c$ | cosać | 'hew' |

In the case of derived verbs it is necessary to learn rules of wordformation which result in the affixation of appropriate verbalizing suffixes. Derived verbs are discussed in $\mathbf{\$ 2 . 2 . 3}$. Let us consider now how the grammar

[^19]represents the unpredictable relationship between a particular underived verb and the verbalizing suffix that that verb takes when inflected.

In earlier work on Polish it has been suggested that verbalizing suffixes are listed as part of the lexical entries of underived verb roots. Lexical entries of underived verbs are thus bi-formative, consisting of what I have termed above a VS-stem, namely, the structure Root+VS (see Laskowski1975b; Szpyra 1986, 1987b-Szpyra adopts Laskowski's hypothesis). Szpyra argues that an advantage of the bi-formative hypothesis is that it obviates the need for postulating ad hoc verb classes that must be referred to in terms of diacritics. In fact, as I suggest below, not postulating that verbs belong to different classes makes it difficult to capture several generalizations about the language.

I assume here, then, that verbs are organized into classes and that class membership is specified in the lexical entries of both roots and verbalizing suffixes by means of diacritics. Verbalizing suffixes of a particular class thus affix only to roots of the same class. Since each of the verbalizing suffixes listed above affixes unpredictably to at least some roots, we may assume that there are as many classes as there are verbalizing suffixes. The verb classes associated with the verbalizing suffixes in (14) are given in (17). Each class is labelled with a number for ease of reference; the choice of numbers is arbitrary. In addition, the form of the VS-stem associated with each class is given, with the verbalizing suffix represented in bold: 17

[^20](17)

| Class 1 |  |
| :--- | :--- |
| X+a |  |
| D'is | 'write' |
| płak | 'cry' |
| kop | 'kick' |
| $X+0 v$ |  |
| kup | 'buy' |
| mal | 'paint' |

Class 3
$X+e$
vild 'see'
kžyk 'shout'
v'is 'hang'
Class 5
$X$
kład 'put'
mog 'can'
gnet 'crusn'
my ${ }^{\text {mash' }}$
Class 7

$$
x+e j
$$

gž 'neat'
tl 'smoulder'

Class 2
$X+a j$
cyt read'
kox 'love'
xov 'hide

Class 4
$x+i$
pros 'request'
rux 'move'
top 'drown'

Class 6 $x+n g$
ros 'grow'
cgg 'pull'

The verbalizing suffixes serve a classificatory punction in the sense that they are the surface encoders of membership in a particular verb class. A speaker determines the class of a particular verb, and thus the
inflectional and derivational properties of that verb, from the form of the verbalizing suffix appearing in its VS-stem.

Two points need to be made about the classes in (17). First, roots of Class 5 are not followed on the surface by verbalizing suffixes. This is Illustrated more fully in (18) where both underlying and surface forms of inf initives of some Class 5 roots are listed. If these roots did take a verbalizing suffix, the suffix would surface between the root and the infinitive morpheme $-c$ (See Fn. $\sigma$ on the consonant alternations):
$\begin{array}{lll}\text { a. } k \neq a d+c ́ & \text { kwasć } & \text { 'put' } \\ \text { b. mug }+c & \text { muc } & \text { 'can' } \\ \text { c. gnet }+c & \text { gnesć } & \text { 'crush' } \\ \text { d. myj+c } & \text { myc } & \text { 'wash' }\end{array}$

Laskowski (1975b) and Szpyra (1987b) assume that roots such as those in (18) are in fact followed by a verbalizing suffix, but this suffix is postulated to be a zero-affix. However, it is possible to account for Class 5 roots without postulating zero-affixes, if one assumes that, unlike the VSstems of underived verbs of the other classes, Class 5 VS-stems are simply characterized by having no verbalizing suffix. Thus in Class 5 , the VSstems are identical to the roots from which they are derived. The affixless ' $X$ ' shown under Class 5 in (17) is meant to indicate this.

The second point involves a subclass of Class 1: roots followed by the suffix -ov which is, in turn, followed by the VS -a. The fact that roots such as kup 'buy' or mal 'paint' are followed by -ov is unpredictable, and must be specified in their lexical entries. However, verb stems ending in -ov are always conjugated according to the pattern followed by Class 1 . Since affixes as well as roots and stems have lexical entries, we can assume that
the suffix -ov is diacritically specified as belonging to Class 1. Affixation of -ov to a root will automatically mark the stem derived by its affixation as belonging to Class 1 , thus ensuring that it will always be followed by the Class 1 verbalizing suffix. Now, if one assumed, following the bi-formative hypothesis of Laskowskl (1975b), that verbalizing suffixes were included in the lexical entries of verb roots, then both -ov and -a would have to be included in the lexical entries. If both were included, then the question would arise whether -ov-a should be considered to be one sufilix, -ova or two. The latter possibility, that -ov-a is two suffixes, would not allow us to state the generalization that $-o v$ is always followed by $-a$, since it would simply involve listing -ov and -a with every verb; the former possibility would not account for the fact that the conjugational and derivational properties of verbs in -ova are identical to those of verbs in -a By not distinguishing verb classes, the Laskowski-Szpyra bi-formative hypothesis thus misses a generalization about the inflectional pattern followed by one set of verbs. In $\$ 2.2 .4$ on secondary imperfectives I present another example of the need for distinguishing verb classes.

Assuming that roots are specifled for the class they belong to, and that verbalizing suffixes have lexical entries distinct from those of verbs, but which also specify the class of verb in which these suffixes appear, has the effect of distinguishing two types of constituents: the VS-stem in which the verbalizing suffix appears, and a stem on which membership is marked, and to which the verbalizing suffix affixes. This latter type of stem is a class-stem.

### 2.2.2 C-stems

Laskowski (1975b) suggests that all roots in Polish are unspecified for lexical category but instead carry only lexical meaning; according to Laskowski, derivational or inflectional affixes such as the verbalizing suffixes provide the category-less roots with category features. My assumption that verbal roots are marked in the lexicon as members of particular classes of lexical items, all of which are inflected in the same way, has the effect of assigning roots to lexical categories without necessarily specifying that they are verbs, nouns, etc. In other words, specifying that a particular root belongs to a class of iexical items which serve as stems for affixation of verbalizing suffixes, and, subsequently, for affixation of $T M$ and $P / N$ suffixes, ensures that that root will be inflected as a verb and not as a noun or an adjective. To be inflected as a noun or as an adjective, a root would have to be specified as belonging to a class distinct from those classes which take verbal inflection. Thus the property of belonging to a particular class is not only a characteristic of verbal roots but of all nominal, adjectival and adverbial roots as well. Furthermore, given that roots may serve as bases for derivational suffixation, arid given that the rightmost suffix in a stem determines the inflectional properties of that stem, we can assume that derivational suffixes are also marked for class membership. For instance, while the noun root rek 'hand' belongs to the class of feminine nouns, the noun stem reci $+\boldsymbol{n} / k$ 'towel', formed by suffixing -nik to the root, belongs to the class of masculine-gender nouns. Affixation of -rik adds lexical content to the root, and also invoives a change in the inflectional class of the derived stem.

The central constituent of verbs, nouns, adjectives, and adverbs, then, is the C-stem. A C-stem is a constituent which is specified for belonging to a particular lexical class; class membership determines the inflectional and some derivational properties of a stem. In addition, the C-stem is that constituent which carries the lexical semantic content, as distinct from case, agreement, tense, and other grammatical content which is supplied by suffixes that appear outside the L-stem.

Given tirat specification of class membership determines the inflectional properties of a lexical item, specifying lexical category in addition to class membership would simply be redundant. I assume, therefore, that roots are not specifically inarked as verbs, nouns, adjectives, or adverbs in their lexical entries, but that they are marked as belonging to particular classes. ${ }^{18}$ Lexical iategories are assigned hy the inflectional morphemes of the language. In the case of the verbs in Polish, it is TM- and $P / N$-suffixes which supply the category of Verb to the stems in which they appear.

### 2.2.3 Denominal and Deadjectival C-stems

I claimed above that membership in a verb class is unpredictable and must be learned separately for each underived C-stem. Consider now the verb classes associated with derived verbs. As illustrated in (14b) above. there are thre's main types of denominal and deadjectival derived verbs: those formed with -ov, which is followed by $-a$, those formed with $-e j$ and

[^21]those formed with -i. The most productive of these is the first type. The relationship between a denominal or deadjectival verb C-stem and the verbalizing suffix that appears in the VS-stem of that derived-verb C-stem is not idiosyncratic in the way that the relationship between a root and a particular verbalizing suffix is. The formation of -ov denominal verbs, for instance, is a productive process in contemporary Polish. According to Grzegorczykowa (1972), in most cases -ov is affixed to a nominal root or stem to form a verb which specifies an action connected in some way to the meaning of the root or stem: ${ }^{19}$
(19)

| a. p'iwovać | 'to saw, file' | p'iwa | 'saw' |
| :--- | :--- | :--- | :--- |
| b. korkovać | 'to cork, block' | korek | 'cork' |
| c. butelkovać | 'to bottle' | butel+k+a | 'bottle' |
| a. nocovac | 'spend the night' | noc | 'nignt' |
| e. b'ibl'otekažovać 'run a library' | b'ibl'otek+až 'librarian' |  |  |

Clearly we would not want to assume that all nominal stems, like verb roots, are marked in the lexicon for the particular verbalizing suffix that they can take and hence for the verb class to which they belong, or to which they would belong if they ever happened to be used as bases for denominal verb formation. Affixation of -ov to a denominal stem is thus not a learned property of that stem. ${ }^{20}$ The formation of denominal -ov verbs, however, as

[^22]a regular process of Polish word formation, is represented in the grammar of Polish by a word formation rule. And it is this rule which is learned by speakers of Polish.

The word formation rule deriving denominal -ov verbs must include the information that -ov affixes to nominal roots or stems (of a particular semantic type) and that its affixation forms derived-verb C-stems which belong to Class 1. $\quad \mathrm{X}+$ ov Cl ass 1 C -stems thus come from two sources: verb root C-stems (see (17)) and the denominal -ov word formation rule. And as the following comparison of the first and third singular forms of nocovac 'spend the night' and kupovac 'buy' shows (where t'ne former is denominal and the latter is verbal) in (20) shows, both underived verb C-stems and denominal verb C -stems are conjugated in the same way:

| a. nocovać | 'spend the night' | nocuję | nocuje |
| :--- | :--- | :--- | :--- |
| b. kupovać | 'to buy, I.' | kupuje | kupuje |

Denominal and deadjectival verb C-stems assoclated with the verbalizing suffixes -f and -ef are also derived by means of word formation rules. (21) provides examples of transitive verbs containing -/ which are derived from both nouns and adjectives.

| a. Cernićc | 'blacken' | čarny | 'black' |
| :--- | :--- | :--- | :--- |
| b. ućišyć | 'quieten' | cixy | 'quiet' |
| c. odgwović | 'behead' | gwova | 'head' |

stems in which these affixes appear shouid be listed in the lexicon. This is a question that requires further investigation. For present purposes, l assume that verbs containing -i and -ej are der ived by word formation rules.

| d. odskužyć | 'to skin' | skura | 'skin' |
| :--- | :--- | :--- | :--- |
| e. uaktualńić | 'bring to the fore' | aktualny | 'current' |
| f. posol'ić | 'to salt' | sul | 'salt' |

The verbs illustrated in (21) have the same derivational and inflectional properties as Class 4 verb roots, and like Class 4 roots form their VS-stems by affixation of the verbalizing suffix -i. The distinguishing characteristic of the rule of word formation by which Class 4 derived verb C-stems are formed is that, unlike in the case of -ov derived verbs in which the assignment of verb class membership to a non-verbal stem is accompanied by affixation of a suffix, derivation of a Class 4 verbal C-stem does not involve affixation. The word formation rule simply takes a particular nominal or adjectival stem, and assigns it to the Class 4 verb class (i.e., [ $]_{N} \rightarrow[]_{\text {class } 4}$ ). It is as a result of this assignment to Class 4 that the derived verb C-stem forms its VS-stem by affixation of the verbalizing suffix -1 .
-ej appears in "processual" intransitive verbs based on adjectives and nouns specifying some kind of quality.

| a. Černeć | 'become black' | Čarny | 'black' |
| :--- | :--- | :--- | :--- |
| b. zmedžeć | 'become wlse(r)' | mgdry | 'wise' |
| c. Korkovaçeć | 'become cork-like' | kork+ov+at+y 'cork-like, adj.' |  |
| d. zdživačeć | 'become strange' | dziv+ak | 'an eccentric' |

As in the case of -/ denominal verbs, formation of -ej veribs does not involve affixation, but rather involves assigning membership in Class 7 to a denominal or deadjectival stem. The Class 7 diacritic on the derived verbal

C-stem ensures that the Class 7 verbalizing suffix -ej appears in forms of the verb.

The three word formation rules for deriving denominal and deadjectival verb C-stems are given in (23):
(23) a. [ $]_{\mathrm{N} \text {-class }} \rightarrow[\mathrm{joV}]$ Class 1
b. [ $\underset{\substack{\text { A-class }}}{]_{N-\text { class }} \rightarrow[\quad] \text { Class } 4}$
c. [ $\underset{\substack{\text { A-class } \\ \mathrm{N} \text { cless }}}{ } \rightarrow[\quad]$ Class 7

Since (23b) and (23c) simply involve changing the nominal or adjectival class membership of a root or stem to membership in a verb class, these are effectively conversioi rules, similar to rules involved in English pairs such as recordw•recordy or converty•convert. (23a) is also a conversion rule, however, although it involves suffixation as well as change in class membership. The morpheme -ov is an all-purpose class-less morpheme in Polish which can take on several different functions. It appears in adjectives derived from nouns (e.g., osob+ovy 'personal', osob+a'person'), in feminine forms of surnames (e.g., Paní Bušova 'Mrs. Busza'), in non-Slavic verbs containing the formant -iz ( dem'il'itaryzovać 'demilitarize'), in deverbal verbs such as malovac' 'paint' , and in denominal verbs such as kalkulovac'calculate' or cyrkulovac 'circulate' derived from non-Slavic nouns such as $k a l k u l+a C j+a$ 'calculation' or cyrkul+acj+a 'circulation' which do not have corresponding -ov adjectives (*kalkulovy, *cyrkulovy). In all these different cases, -ov has the same phonological properties.

Rather than suggesting that there are several different oov morphemes, I suggest that there is only one, but that this morpheme takes part in several different word formation rules which attach it as a suffix to stems, and which supply those stems to which it is suffixed with different class membership. For instance, (23a) affixes -ov and assigns the stem thus derived to membership in the verb class 1. Another rule affixes oov to nouns while assigning membership in an adjectival class; and so on. Affixation of -ov is thus concomitant with, or part of, rules that change the class membership of the stems which they take as input. In this sense, then, (23a) is a conversion rule just as (23b) and (23c) are; it differs from the latter two only in that it also involves affixation.

The discussion of derived verbal C-stems has shown that nominal and adjectival stems become members of particular verb classes by means of rules of word formation. Derived C -stems differ from underived verb root C-stems in that in the latter case class membership is indicated in lexical entries rather than being assigned by rule. What is significant, however, is that regardless of how class membership is assigned, all verb C-stems of a particular class have the samfe inflectional and derivational properties. Class 1, for instance, includes verb root C -stems such as $\rho^{\prime}$ 'is 'write', deverbal -ov verbs such as mal+ov 'paint', denominal -ov verbs, such as $b^{\prime}$ 'blotek+ȧ+ov 'run a IIbrary', and secondary imperfectives of Class I, 2, and 3 verbs such as $p^{\prime} / s+, v v$ 'write, ireq.' or za+mal+ov+yv 'paint over, S.I.'. Let us turn now to the formation of secondary imperfective C -stems.

### 2.2.4 Secondary Imperfectives

Secondary imperfectives are imperfective forms usually derived from simple perfective stems and usually having a frequentative or iterative meaning.21 This subsection illustrates that secondary imperfective stems are themselves C -stems and that the formation of a secondary imperfective C-stem from a simple verb is predictable from verb class membership. My analysis of secondary Imperfectives differs from earlier generative analyses (Laskowski 1975b, Gussmann 1980, Rubach 1984, Szpyra 1987b) in that I propose that there is no secondary imperfective morpheme -aj, but that instead, the presence of -aj in certain secondary imperfectives is a result of the shift in verb class membership. I suggest that the vowel alternations which occur in certain secondary imperfectives may be due to morphological, rather than to phonological processes.

### 2.2.4.1 Secondary Imperfectives and Verb Classes

(24) Illustrates the forms of secondary imperfectives associated with the verb classes postulated in (17). The stems are presented without P/N or TM markers affixed to them, and are in near-surface forms. Class 6 from (17) is not represented in (24) for reasons discussed in later sections.

## Class 1 pista

kop+a

Secondary imperfective VS-stem
za+p'is+yv+a 'write up'
od+kop+yv+a 'dig up'

21 Simple perfectives generally contain prefixes. For purposes of this section I assume that prefixes are included in C-stem constituents. In $\mathbf{2} 2.2 .5$ I provide arguments in favour of this assumption.

|  | pže+mal+ov+a | pže + mal+ov+yv+a | 'paint' |
| :---: | :---: | :---: | :---: |
|  | $z a+p, i w+o v+a$ | $z a+p ; i w+o v+y v+a$ | 'file' |
| Class 2 | čyt+aj | $v y+c ̌ y t+y v+a$ | 'read' |
|  | kox+aj | $z a+k 0 x^{\prime}+1 v+a$ | 'fall in love' |
| Class 3 | kžyk+e | $v y+k z ̌ y k+i v+a$ | 'shout out' |
|  | vid+e | $p z ̌ e+v^{\prime} i d+y v+a$ | 'foresee' |
| Class 4 | pros+i | za+praš+aj | 'invite' |
|  | skrut+1 | skrac+aj | 'shorten' |
|  | rux+i | roz+ruš+aj | 'move' |
|  | pže + sol' +1 | pže+sal+aj | 'salt' |
| Class 5 | gnet | roz+gñat+aj | 'crush' |
|  | kład | vy+kład+aj | 'put' |
| Class 7 | $g z ̌+e j$ | $r 0 z+g z ̌+e v+a j$ | 'heat' |

As (24) shows there are two types of secondary imperfectives. One affects both underived and derived verbs belonging to Classes 1-3, and involves affixation of a suffix-iv/yv22 to a stem; the resulting stem is conjugated following the pattern of Class 1 simple verbs: ${ }^{23}$
(25)
a. zap'isyvać
zap'isuje zap'isuješ '2nd sg:'
zap'isyvaw 'past, m.sg.'

[^23]The other affects underived and derived verbs of Classes 4,5 and 7. The secondary imperfectives of verbs from these classes are conjugated according to the pattern of Class 2 simple verbs:

| rozrušać | 'inf.' |
| :--- | :--- |
| rozrušaje | '3rd pl.' |
| rozrušaś | '2nd sg.' |
| rozrušaw | 'past, m.sg.' |

As (24) Illustrates, the secondary imperfectives of Classes 4 and 5 often involve vowel alternations which do not occur in Classes 1-3. I will discuss these in $\$ 2.2 .4 .2$. Classes 4 and 7 secondary imperfectives also involve alternations in the final consonants of the C -s.ems. Class 4 alternations are discussed shortly; see \$2.2.4.3 for Class 7 consonant alternations.

It is clear from the examples in (24), that the forms of secondary imperfectives of all regular verbs are predictable on the basis of the class membership of simple (im)perfective C-stems. Setting aside for a moment the vowel and consonant alternations seen in secondary imperfectives, the formation of secondary imperfectives resembles the two types of denominal and deadjectival verb-stem formation postulated above (see (23)). Class 4, 5 and 7 secondary imperfective formation seems to involve assignment of membership in Class 2 without concomitant affixation (this is similar to the formation of $i$ - and ej-stem derived verbs in which no affixation occurs), whereas Class 1-3 secondary imperfective formation seems to involve assignment of membership in Class 1, but with concomitant affixation of the suffix -iv (this is similar to the formation of orstem denominal verbs). We can assume that secondary imperfectives are derived
by rule and are not listed in the lexicon, not only because the forms of secondary imperfectives are predictable, but also because their meanings are always regular, and predictable from the meanings of the corresponding simple verbs. The rules of secondary imperfective formation, then, derive Class 1 or Class 2 C-stems. Each rule, however, takes a different kind of verbal constituent as input.

The form of the secondary imperfective of the Class 7 verb in (24) indicates that it is the VS-stem of the verb (i.e., $\underline{X}+\underset{j}{ }$ ) which serves as input to secondary imperfective formation. The consonant alternations between $/ \mathrm{s} / \sim[\mathrm{s}]$ and $/ \mathrm{t} / \sim[\mathrm{c}]$ seen in Class 4 secondary imperfectives indicate that in this case too, it is the VS-stem of Class 4 verbs which is the input to the secondary imperfective rule assigning membership in Class 2. $/ s / \sim[s ̌]$ and $/ t / \sim[c]$ only occur in the environment before a [j] (as a result of the application of the rule of lotation; see Ch 3 ). 24 The triggering [ f ] is not underlying, but instead is derived by means of a rule of $j$-formation which occurs in the environment of a sequence of two vowels of which the second is [-high]. In Class 4 secondary imperfectives, j-formation and subsequently lotation take place as a result of the affixation of the Class 2 verbalizing suffix $-a j$ to the VS-stem (i.e., $\bar{X}+1$ ) of Class 4 verbs. And, finally, in the case of Class 5 verbs, one can also assume that the input to secondary imperfective formation is the VS-stem, since Class 5 verbs are characterized by the lack of a verbalizing suffix in their VS-stems (recall that TM- and 3rd pl.-morphemes are adjacent to roots in Class 5 forms; e.g.,

[^24]gret 'crush' has the infinitive gresc, the past tense (f.) grotwa, and the 3 pl. grotg).

In Classes 1-3, the suffix -iv is affixed directly onto a C-stem and not onto a VS-stem; the input to the secondary imperfective rule for these verb classes is thus a C-stem and not a VS-stem. This is clear from the secondary imperfectives of Class 2 in particular. If the secondary imperfective formation of Class 2 verbs t.ook the Class 2 VS-stem as input, it would generate underlying forms in which -aj would be followed by -iv. On the surface, however, -aj does not appear. Thus we get vyc'ytyvac'read out, S.I.' and not *rycytajivac. If one assumed that -iv affixed to the Vsstem of Class 2 verbs, theri we would also need to postulate rules to delete the vowel and the glide of the verbalizing suffix -aj. Polish actually has independently motivated phonological rules of vowel- and [j]-deletion, but these rules would not delete both segments of the Class 2 suffix in the environment before -iv. The vowel-deletion rule applies in the environment before another vowel, but since it is ordered after j -deletion, it could not apply to delete the vowel of $-a j$. j-deletion applies after coronal consonants or in the environment preceding another consonant, but it does not apply to delete a [j] before another vowel; on the contrary, gliding occasionally occurs in the environment preceding a vowel (e.g., a form like ideta can be pronounced [ideja]). Given that: no phonological rules of Polish could apply to delete the segments of $-a j$, if we assumed that -iv affixed to the -aj VS-stem, we would also need to postulate a highly specific morphological rule to delete $-a j$ preceding -iv. However, if we assume that the reason why [af] does not surface in secondary imperfectives of Class 2 verbs is that -iv does not affix to the Class 2 VS-stem, but that, instead, Class 2 secondary imperfective formation takes a C -stem as input,
then no rule to delete $-a j$ is needed. Since the same process of secondary imperfective formation seems to apply in Classes 1, 2, and 3, we can therefore assume that in all three cases, the input to the rule is the C-stem.

The two types of secondary imperfective formation are thus similar in that both effect a change in the verb class of the form which they affect. As we have seen, however, the two processes differ in several respects: one involves suffixation as well as assignment of class membership, whereas the other merely assigns class; one affects verbs of Classes 1-3, the other affects Classes 4-5,7; and, fina!ly, one takes a verb C-stem as input, and the other takes a VS-stem.

Secondary imperfective formation provides evidence in favour of the use of diacritics to mark classes. The secondary imperfective rules crucially make reference to verbs of particular classes. The only way to distinguish classes is by means of diacritics. Although these diacritics are indeed arbitrary, as critics of such an approach point out (e.g., Lleber 1980), inflectional classes of lexical items are in themselves also arbitrary. Lieber (1980) proposes that instead of using diacritics to mark inflectional classes, unpredictable stems are listed in the lexicon along with the roots to which they are related. The relationships between the listed roots and stems are represented by means of morpholexical rules which def ine the inflectional or derivational classes. Applied to Polish verbs, Lleber's model would require listing all root and derived C -stems as well as their related VS-stems. Morpholexical rules of the form X~Xa for Class 1, or X~XI for Class 4, etc. would also be included in the lexicon to define the verb classes. Even if both C-stems and VS-stems are listed, however, without diacritics of sorne kind there is no way to single out stems belonging to different. classes to serve as inputs for rules such as those of secondary imperfective
formation. Within Lleber's model, the only way to account for secondary imperfectives is by means of morpholexical rules, since these represent relations between roots and stems of different stem-types. Thus for Class I secondary imperfectives one could propose a morpholexical rule of the form Xa~Xyva, whereas for Class 4 one could propose a rule of the form Xi~Xiaj. As defined by Lieber, morpholexical rules represent relations between listed items; only unpredictable forms are listed in the lexicon. Consequently, postulating morpholexical rules to represent secondary imperfective classes predicts that secondary imperfective stems are IIsted. However, as we have seen, the forms and meanings of secondary imperfectives are predictable; secondary imperfective stems are therefore not listed in the lexicon. Lieber's model is the most fully worked out generative model that tries to minimize the use of diacritics in morphology. Given that it makes the wrong predictions about secondary imperfectives in Polish, and given that using diacritics to distinguish verb classes allows us to account straightforwardly for inflectional and derlyational properties of verbs, we can conclude that the use of diacritics is necessary. In addition, if we use diacritics, we do not need to assume that VS-stems are listed in the lexicon. Only C -stems must be listed.

The correlation between verb class and secondary imperfective forms discussed in this section is arbitrary in the sense that it does not follow from any independent properties. However, once we know the rules of secondary imperfective formation, we can predict the secondary imperfective form of any regular verb as soon as we know its verb class. Irregular verbs, of course, require special handling. In (27)। give two irregular verbs, a Class 4 verb which forms its secondary imperfective by affixation of -iv rather than by switching to Class 2, and a Class 3 verb

Which forms its secondary imperfective by switching to Class 2 rather than by suffixation:

Simple Verb
a. $0 b+s w u z ̌+y$... 'serve, Pf.'
b. leć+e...
'fly, Impf.'

Sec. Impf. ob+swug+Iv+a... lat + aj...

In order to account ior the irregular forms of the secondary imperfectives of these verbs it is necessary to assume that the roots are marked to undergo specific rules of secondary imperfective formation, thus blocking the application of the expected rules.

Let us turn now to the vowfl alternations that occur in Class 4 and 5 secondary imperfective stems.

### 2.2.4.2 Secondary Imperfectives and Vowel Alternations

There are three types of vowel alternations in Class $4 / 5$ secondary imperfectives, resulting from two different processes. The first, affecting only a limited number of roots, involves alternations between the presence of a vowel in the secondary imperfective form of the root and the absence of a vowel in the simple (im)perfective forms (with concomitant V~ø alternations in prefixes). Roots are underlined in the following examples (just over 30 verb roots exhibit V~ø alternations; all of these have sur. ace vowels in secondary imperfective forms):
inf.
a. zervać
b. vessac
C. rozdqc
d. obḉqć
e. skioć
f. odepxngc
g. zetžec
h. zebrać
ist sg.
rozedme
obetne
zekine
zetre
inf.

| zryyać | 'tear off' |
| :--- | :--- |
| vsysać | 'suck in' |
| rozdymać | 'expand' |
| občinać | 'cut off' |
| (pže) klinać | 'swear' |
| odpyxać | 'push' |
| scerac | 'wipe off' |
| zberać | 'gather' |

'tear off'
'suck in'
expand'
'cut off'
'swear' 'push' 'wipe off'
'gather'

The quality of the vowel which surfaces in the secondary imperfectives is partly prealctaible: [e] surfaces before $/ r /$, [1] before $/ n /$, and [y] elsewhere. Since the rots Illustrated in (29) exhibit alternations between $V$ and $\varnothing$, and since, purthermore, they trigger the appearance of [e] in prefixfinal position, it is assumed in the standard generative literature that they contain underlying lax high vowels (so-called yers) which surface as [1], [y] or [e] in secondary imperfective forms as a result of the application of a rule of tensing: Derived imperfective Tensing ([e] is considered to surface as a result of a rule that lowers the tensed vowel before [r]; see Gussmann 1980, Rubach 1984, Szpyra 1987b). The rule which causer . .le surfacing of [i], [y] and [e] in secondary imperfectives affects only the smail class of verb roots exemplified in (28), however. Denominal or deadjectival verbs derived from nc:ininal or adjectival stems that also exhibit $V \sim \varnothing$ alternations are never affected by Derived Imperfective Tensing. In non-verbal forms the nomirial $a^{\prime N}+1$ adjecival stems in (29) exhibit $\vee \sim 0$ alternations in the positions marked by ' E '.

> a. ivy+konEc+1 $+a j+c /$ preit end $+V S+S i+\operatorname{lnf}$
[vykancac] 'finich off'
cf. konéec~końca 'end'


Gussmann (1980) and others have postulated that the V~0 alternations in 29), like those in (28) are due to the presence of an underlying lax high vowel. We would expect therefore that when these nominal stems appear in verbal forms, and in secondary imperfectives in particular, the lax high vowels would be tensed by DI-Tensing as they are in (28) and that the following incorrect surface forms would be derived: *vykanicac, *namydylac, and *uvidačyrac, respectively. However, no vowels surface in V~ø positions of denominal/deadjectival secondary imperfectives. This shows, then, that the process which yields surface vowels in secondary imperfect!ves of $\mathrm{V} \sim \AA \mathrm{C}$-stems is restricted to applying only in a small class of roots. Even if the $V \sim \square$ aiternations are not due to the presence of underlying yers (as I argue in Chapter 3), the conclusion that the V~0 alternation seen in the roots of (28) applies only in a small class of forms stIll holds.

The second vowel alternation also affects only a small number of roots, like griet found in grest 'knead' ~ grote '1sg.p.' which in addition exhibit an alternation between e~0. In such roots, an [a] appears if: secondary imperfectives:

[^25](30) Simple Impf.
inf.
a. gńeść 'knead'
b. m'esc 'drift'

Ist sg. Impf./Pf.
a. gńotę
b'. zm'otę

Sec. Impf.
inf.
rozgńatać
nam'atac
2nd sg. Impf.
gnécés
zm'ecess

And finally, underlying /o/ surfaces as [a] in forms of the secondary imperfective:
(31) Simple Impf./Pf.
inf.
a. top'ić 'drown'
b. zasol'ic 'salt'
c. upokožyc 'humillate'
d. gnoić 'decompose'
e. uspokolé 'calm'
uspokajacuspakajac
f. vynarodov'ic 'denationalize' vynarodav'aćnvynaradav'ac

The shift of /o/ to [a] does not affect prefix vowels, but may affect one or both of the vowels of the remainder of the C-stem.

The e~a alternation occurs only in forms in which [e] also alternates with [0]. In fact, as I argue in Chapter 3, an /0/ underlies e~0 alternations in Polish; consequently, the apparent shift of [e] to [a] is actually a shift of [0] to [a]. Thus both the e~a and the o~a alternation are due to the same process and I shall refer to it as the 0~a alternation from now on.

Unlike the secondary imperfective $V \sim \varnothing$ alternation, the $0 \sim a$ alternation is not restricted to applying only in verbal roots. The examples in (29) of denominal and deadjectival secondary imperfectives, for instance, show /0/ shifting to [a] in nominal and adjectival C-stems. We may conclude
therefore that the two types of vowel alternations are distinct processes, and must be expressed differently in the grammar. ${ }^{26}$

In addition to the distinction in the occurrence of the secondary imperfective vowel alternations-namely, that V~0 applies only in a limited number of verb roots, whereas 0~a applies both to underived and derived verbal C-stems-there is another distinction in the application of these alternations which has not yet been pointed out. In their simple (im)perfective forms, the roots which exhibit V $\sim 0$ alternations beio.ng to various classes including Classes $1-3$, whereas those exhibiting owa alternations belong only to Classes 4-5 (cf. (28), (29) and (30) above). The secondary imperfectives of the $\mathrm{V} \sim \varnothing$ set of roots are therefore irregular; given the classes to which the roots belong in their simple forms we would expect their secondary imperfectives to be derived by affixation of -iv. Furthermore, the Class 2 verbalizing suffix $-a j$ is affixed directly onto the V~ø C-stems and not onto their VS-stems. If, for example, -aj were affixed to the VS-stem of a Class $3 \mathrm{~V} \sim 0$ root such as Cer 'wipe', then we would expect the final consonant $/ r /$ to surface as [ž] in the secondary imperfective form as a result of application of lotation in the environment of the two suffixes $e+a$ ) (i.e., we would expect *scežaj! $\operatorname{Instead~of~the~}$ correct sceraje). The fact that no lotation occurs shows that - al is affixed to the C -stem and not to the VS-stem ending in $-e$. Thus although Doth the $V \sim \varnothing$ roots and the Class $4 / 5$ C-stems form secondary imperfectives by becoming Class 2 forms, the processes by which they form secondary imperfectives are clearly distinct. Secondary imperfective formation of

26 Rubach (1984) also concludes tnat the two processes are distinct. Gussmann ( 1980) and Szpyra ( 1986) consider that they are both due to one rule of Derived Imperfective Tensing.

Class 4/5 C-stems specifles that it takes as input VS-stems, that it assigns Class 2 membership to these stems, and also that it shifis an underlying /o/ to [a]. Secondary imperfective formation of V~ø roots takes as input verb C-stems, assigns Class 2 membership to these $C$-stems, and derives surface [i], ly] or [e]. 27 This latter rule is thus more complicated than the former. Presumably the $V \sim \varnothing$ roots are marked to undergo this rule. Although the two types of vowel alternations are distinct processes, they are both found only in secondary imperfectives. The following comments thus apply to both processes. Standard generative analyses, although they differ in detall, all specify that the vowel alternations are triggered by the verbalizing suffix -aj in secondary imperfective forms (see, for example, Laskowski 1975b, Gussmann 1980, Rubach 1984, Szpyra 1987b) and they assume that the rule effecting the alternations is ordered in the phonology.

The morpheme -aj itself does not actually trigger the vowel alternations. This is clear from the fact that in simple Class 2 verbs containing the -aj verbalizing suffix, no vowel shift occurs. The Class 2 root kox 'love', for instance, surfaces with the vowel [0] and not with the vowel [a] in the environment preceding the morpheme -aj (koxa) $\ell^{\prime} 3$ pl.';
*kaxa/甲). If one assumed that the alternations were triggered by $-\bar{a} j$, then one would need to postulate the existence of two distinct morphemes with the same phonological shape, $-a j s /$ and $-a j$, the first of which would trigger vowel shift, and the second of which would not. However, apart

[^26]from differences in triggering vowel-shift, the two postulated -aj s would have identical phonological forms and morphological properties. For example, both would be followed by the first person singular morpheme $-m$, rather than by the morpheme $-\boldsymbol{z}$ which occurs in all other verb classes. The only way to distinguish the morphemes would thus be by some completely arbitrary diacritic. But, even if such a diacritic were postulated, the distinction between the morphemes would still be very difficult to learn, given that they occur in identical positions and are in all other respects alike. This suggests, therefore, that there is only one morpheme -a/ and, indeed, the hypothesis set forth above, that secondary imperfectives are formed by assigning Class 4, 5, and 7 VS-stems to Class 2, assumes that this conclusion is correct.

If vowel-shift is not triggered by $-a j$, then how do we account for the fact that the vowel shift occurs only in secondary imperfective forms? Two possible hypotheses suggest themselves. The first is that vowel shift is effected by a phonological rule which is restricted to applying in forms which are specif ied morphologically as secondary imperfectives. In other words, vowel shirt is a rule of the form $X \rightarrow Y / \ldots$ Isi. Such a rule would need to be further restricted to apply only in secondary imperfectives of Class 2, however; rer.all that no vowel shift occurs in Classi -iv secondary imperfectives. The second hypothesis is that vowel shift is effected by, or part of, the morphological rule that forms secondary imperfectives of Classes 4 and 5 by assigning Class 2 membership to VS-stems of Class 4 and 5 verbs. There is no evidence that would allow us to conclude firmly that one of the two hypotheses is obviously correct and that the other is incorrect. Possible evidence in favour of the first hypothesis comes from the ubservation that the ona vowel shift never affects a prefix vowel. The
secondary imperfective of a form such as $p o+s \rho l+i+C$ 'to salt' (the root is underlined), for instance, is posalac and not *pasalac. I argue below that prefixes are phonological words and thus phonologically independent of the remainder of the morphological verb form but that they are morphologically part of the C-stem (see §2.5). Presumably, then, one would not expect a morphologically-restricted word-level phonological rule to affect prefixes, since the morphological environment required by the rule would only be found in the non-prefix part of the C-stem. If one assumes that vowel shift is a phonological rule and that prefixes are phonological words, then the fact that vowel shift does not affect the prefix vowels is explained. If one assumes, following the second hypothesis, that vowel shift is part of the word formation rule itself, then it is less clear why it does not affect a prefix vowel, since a prefix is morphologically part of the C-stem. The second hypothesis thus seems to require a stipulation to the effect that the vowel shift is restricted to applying in the non-prefix part of the derived C stem. Possible evidence that the second hypothesis is correct comes from the interaction of vowel shift with a process of prefix restructuring. Although prefixes are phonological words, in the environment before the asyllabic alternant of a verb from the small class of roots which exhibit V~ø alternations, they are "demoted" or restructured to the status of phonological morphemes. We know that in this particular environment prefixes do not function as independent phonological words, because they undergo a word-level process of epenthesis (e.g., roz+ry+a)+C 'tear, SI' decomes rozE+rv+a+C' 'SI', where 'E' represents the epenthetic vowel). Now, I suggest in Chapter 3 that this process of restructuring must be ordered in the morphological component, before any of the cyclic rules of the language can apply. Notice, however, that vowel shift must be ordered before
restructuring. The reason for this is that vowel shift provides the verb root with a vowel, making it syllabic and thereby blocking the process of restructuring. If vowel shift is ordered before restructuring, and if restructuring is in the morpnological component, then vowel shift must also be ordered in the morphological component.

We seem, then, to have evidence both for and against both hypotileses. It is significant, however, that the evidence in iavour of the phonological hypothesis comes from the o~a vowel alternation, while that in favour of the morphological hypothesis comes from the $V \sim 0$ alternation. I assume, on the basis of the evidence, that the latter alternation is indeed ordered in the morphology as part of one of the morphological processes of secondary imperfective formation. I leave open the question of whether the o~a alternation is morphological or phonological. Given that it is highly restricted morphologically, and that no phonological material is referred to in the environment of the rule, it seems likely that the alternation is in fact a phomnlogical change which take place as part of the word formation rule deriving secondary imperfectives.

### 2.2.4.3 Glide-Final Roots

As the following examples show, certain Class 5 roots and Class 7 VSstems exhibit an alternation between [j] and [v], with [j] occurring in the simple (im)perfective forms and [v] appearing in the secondary imperfective:

| (32) Simple (Im)perfective |  |  |  | Secondary Imperfective |  | Gloss |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Infinitive | 1 sg | 2 sg | Infinitive | 1 sg |  |
| a. | myc | myje | myješ | zmyvac | zmyvam | 'wash' |
| b. | Šyć | šyje | šyješ | zašyvać | zašyvam | 'sew' |
| c. | čuć | čuje | čuješ | odčuvać | odčuvam | 'feel' |
| d. | sać | seje | seješ | rozsevać | rozsevam | 'sow' |
| e. | lać | leje | lejes | rozlevac | rozlevam | 'spill' |
| f. | gžac | $g \check{z}+e . j+e$ | gžejess | ogževać | ogževam | 'heat' |

Since the Slavic [ $v$ ] is derived from a back glide [ $w]^{28}$ the alternation seen in (32) can be considered to be between two glides: an underlying /j/ and a derived $[w] \rightarrow[v]$. As in the case of the vowel alternations, the shift in the glides is restricted to the morphological environiment of secoridary imperfectives. ${ }^{29}$ Again, it is difficult to decide whether the shift should be part of a secondary imperfective formation rule or whether it should be a morphologically-restricted phonological rule. I assume the former hypothesis.

### 2.2.4.4 The Rules

The two basic rules for forming secondary imperfectives are given in (33):

[^27](33) a. SI Rule for verbs of Classes 1, 2, 3
\[

$$
\begin{aligned}
& {[\mathrm{lc} \text {-stem } \rightarrow[\mathrm{jiv}] C \text {-stem }} \\
& \text { Class } 1,2,3 \quad \text { Class } 1
\end{aligned}
$$
\]

b. SI Rule for verbs of Classes 4, 5, 7

$$
1 \underset{\substack{\text { Closss } 4,5,7}}{\text { lvs-stem }} \rightarrow[\underset{\substack{\text { class } 2}}{\text { c-stem }}
$$

In addition to these two rules, there are several sub-rules of (33b) which include the vowel and consonant alternations illustrated above:
(34) a. SI Rule for asyllabic irregular verbs like ryvarv 'tear'

$$
\begin{aligned}
{[\text { (C)CC ] [-stem }} \\
\text { Class } 1,2,3
\end{aligned} \rightarrow \quad[\text { (C)CVC ] C-stem } \underset{\text { Class } 2}{\rightarrow}
$$

b. SI Rule for Class 4,5 verbs containing /0/

$$
\underset{\text { Class } 4.5}{[X+Y \ldots 0 . . Z]_{\text {vs-stem }}^{[X+Y} \rightarrow \underset{\text { Class 2 }}{[X+Y \ldots Z]} \text { C-stem }}
$$

c. SI Rule for Class 5, 7 verbs ending in /j/

$$
\underset{\substack{\text { Class } 5,7}}{[X \ldots j]_{\text {vS-stem }} \rightarrow[X \ldots} \underset{\substack{\text { Classs } 2}}{\text { C-stem }}
$$

### 2.2.5 C-Stems and Prefixes

So far we have discussed only the morphological properties of verbal suffixes. Prefixes also play a major role in contributing to lexical and grammatical (aspectual) meanings of verbs to which they attach. In the
examples in (35), all the prefixed forms are perfective, and, in most cases, also have a different lexical meaning from that of the corresponding unprefixed verbs (see $\$ 2.5$ for discussion of prefixes and aspect).
(35)

| a. p'isać | 'write, Impf:' |
| :--- | :--- |
| nap'isać | 'write, Pf.' |
| zap'isać | 'write down, Pf.' |
| pžep'isać | 'rewrite, Pf:' |
| b. šyć | 'sew, Impf.' |
| ušyć | 'sew, Pf:' |
| vyšyć | 'embroider, Pf.' |
| C. sol'tć | 'salt, Impr.' |
| posol'ić | 'salt, Pf:' |
| pžesol'ić | 'over-salt' |
| dosol'ić | 'salt suificiently' |

From (35) we can see that prefixes do not affect the verb class membership of the verbs to which they affix: the simple imperfective and preflixed perfective forms in (35) all belong to the same verb class. Class membership thus depends on the root or derived verb C-stem with which a prefix combines. The evidence suggests, in fact, that prefixes affix to Cstem constituents, and that their affixation derives constituents which are also C-stems; thus a prefixed stem has the form: [ Prefix [ C-stem] ]c-stem.

Szpyra (1986, 1987a,b) argues that prefixes can attach orily to verbal constituents. And there is reason to helleve that at least some prefixes tend not to attach to stems which are not vertal. Prefixes such as po-, $u^{-}$, od-, and roz-, for instance, are very rarely found affixed to roots which are clearly nominal (or adjectival). They are found in words which function as
nouns, but in most cases the meanings of such nouns suggest that they are derived from corresponding prefixed verbs (roots are underlined):

| a. stćek | 'drain' | śtćekać | 'flow down' |
| :---: | :---: | :---: | :---: |
| b. naswux | 'monitoring' | naswuxać sé | 'to hear' |
| c. utarg | 'takings' | utargovać | 'gain' |
| d. spust | 'trigger' | spuscic | 'release' |
| e. otok | 'rim' | otočyć | 'surround' |
| f. pocisk | 'projectile' | pociskać | 'press (a button)' |
| g. rozdżaw | 'distribution' | rozdżelać | 'divide, break up' |
| n. odkop | 'return kick' | odkopać | 'kick back' |

Recall that Szpyra and Laskowski adopt the hypothesis that verbs are listed in lexical entries as bi-formative stems. Given this hypothesis, the minimal verbal constituent is the constituent which I refer to as VS-stemthat is, the verb form containing a verbalizing suffix. Therefore, if it is true that prefixes attach to verbal constituents, then under the blformative hypothesis, it is necessary to assume that prefixes attach to VSstems. ${ }^{30}$ And this is in fact what Szpyra assumes. In contrast, according to the analysis of verbal constituent structure proposed in this chapter, C stems as well as larger constituents of the verb are verbal; therefore, we can assume that prefixes attach to C-stems and still account for the observation that prefixes attach to verbal constituents.

Under the hypothesis that prefixes are attached to VS-stems, the nouns in (36) can only be derived by means of a rule of backformation which truncates the verbalizing suffix present in the VS-stem (see Szpyra (1986, 1987a)). Under the hypothesis that prefixes are affixed to C-stems, the

[^28]deverbal nouns must be derived by conversion rules which convert the verbclass C -stems into C -stems belonging to nominal classes. While there is no a priori reason to assume that rules of truncation should be avoided, in this instance an analysis assuming conversion is simpler than one assuming truncation. The conversion analysis postulates that there is one operation involved in deverbal noun formation, namely, changing C-stem class membership. The truncation analysis involves truncation of a verbalizing suffix, but also must involve an operation which assigns the truncated stem to a nominal class. Thus this latter analysis requires two operations, and, ceteris paribus, is therefore more complex than the former.

Additional evidence that prefixes are affixed to C-stems comes from the observation that lexical meanings of prefixed secondary imperfective forms are identical to the lexical meanings of corresponding simple perfectives.

Simple Pf. Sec. Impf.
a. zap'isać pžep"isać
b. zakoxać śę
c. dov'edzec $\$$
d. vyšyc
e. pžesollic
zap'isyvac
pžep'isyvać
zakox'ivać sę
dov'adyvac Sé
vyšyvac
pžesalać
'write down' 'rewrite'
'fall in love'
'find out'
'embrolder' 'over-salt'

In (37a-c) the secondary imperfectives are derived by means of the rule that forms Class 1 C-stems and aifixes -iv; this rule takes as its input simple verb C-stems (see (33a)). In (37d,e) the secondary imperfectives are derived by assigning membership in Class 2 to VS-stems. I argued above that verb VS-stems are formed by affixing verbalizing suffixes to C-stems of the appropriate verb classes. If it is assumed that prefixes attach to VS-
stems, then prefixation will be ordered after simple verb VS-stem formation and also after secondary imperfective C-stem and, subsequently, VS-stem formation. In the case of (37d,e), since secondary imperfective formation takes as input VS-stems, then both unprefixed and prefixed forms will serve as inputs to secondary imperfective formation. In the case of (37a-c), however, secondary imperfective formation will have to take unprefixed $C$-stems as input; prefixation in these forms will be able to occur only after secondary imperfective formation and after affixation of the Class 1 verbalizing suffix to the secondary imperfective C -stem. Consequently, in these latter cases the completely consistent correspondence in meaning between the prefixed perfectives and the secondary imperfectives will be unexpected and unexplained. If it is assumed that prefixes affix to C -stems and if it is also assumed that prefixed constituents are themselves $C$-stems, then the correspondence in meaning between secondary imperfectives and prefixed perfectives such as those in (37a-c), as well as those in (37d,e), simply falls out. In other words, in both cases, the formation of the simple (prefixed) verb form and the secondary imperfective form will have identical morphological and lexical constituents as input. We can therefore conclude that prefixes are affixed to verb C-stems.

There exist in Polish verbs in which two or occasionally even three prefixes are found:
a. $p o+z a+p$ 'isyvać
b. $o b+u+m z ̌ e c ́$
'write down, take notes, Pf.'
'waste away, atrophy, Impf.'
C. $d 0+p o+d o+$ sypovyvac 31
'add dry matter bit by bit by pouring, Pf.

Although such forms are rare, their formation is constrained to a great extent by semantic rather than by structural iactors. The fact that they exist confirms that the constituents formed by affixation of prefixes are themselves verbal C -stems. If prefixes are specified to attach to C -stems and to form C -stems by their affixation, then the fact that prefixed C stems may undergo further prefixation is predicted. If, however, prefixation were assumed to form constituents which are not C-stems, then such double- or triple-prefixed forms would either be falsely predicted not to exist, or it would be necessary to stipulate that prefixes affix to $C$ stems and also to some other type of Prefix+C-stem constituent.

### 2.3 Laskowski (1975b), Szpyra (1986,1987b)

I have referred several times to Laskowski's (1975b) hypothesis that all roots are entered in the lexicon as bi-formative structures consisting of the root plus a verbalizing suffix. In this subsection I wish to contrast the bi-formative hypothesis with my analysis of verbs.

The bi-formative nypothesis entails that word formation processes entered into by verbs must take the bi-formative stems as inputs. Laskowski and Szpyra (1987b), who follows Laskowski, thus assume that the secondary imperfective morphemes -iv and $-a j$ are always affixed to VS-stems:

31 Example taken from Piernikarski $(1969,165)$. Piernikarski reports that it occurs in the dialect/jergon of Domaniewke.
(39)
a. $v y+k z ̌ y k+e+i v+3 \ldots$
b. pže $+m a l+o v+a+i v+a \ldots$
C. $v y+c ̌ y t+a j+i v+a \ldots$
d. $2 a+$ pros $+1+a j \ldots$
e. roz+gńet $+a+a j \ldots 32$
f. $\mathrm{rOz}+g z ̌+e j+a j \ldots$

In order to account for the surface forms of Class 1-3 secondary imperfective stems, in which the verbalizing suffixes of the VS-stems do not appear, Laskowski and Szpyra postulate the existence of a morphological rule of Verb Suffix Truncation that deletes a verbalizing suffix in the environment of a derivational morpheme. The rule deleting the verbalizing suffixes must be morphological rather than phonological, since, as I pointed out above, no phonological rules of Polish could delete the suffix-aj. In addition, the rule is restricted to applying only in the environment of derivational suffixes since, as we know, the suffixes are not deleted before P/N and TM morphemes (which can be termed inflectional morphemes). In the case of Class 4 and Class 7 secondary imperfectives, such as $z a+p r o s+j+a j$ and roz $+9 z+e j+a j$, Truncation does not apply, as the surface forms zaprašaj and rozgževaj show. 33 The only way this can be accounted for within the framework used by Laskowski and Szpyra is by an ad hoc restriction on the rule of Truncation.

32 Recall that Laskowski (1975b) assumes that one of the verbalizing suffixes is a zeroaffix, but I have suggested that such an assumption is unnecessary. I include the zero-affix here to Illustrate the analysis proposed by Laskowski and Szpyra.

33 The lotated form of the C-stem final consonant/s/ indicates that -i is not deleted before $-8 j$.

As far as I can tell, the fact that the verbalizing suffixes -i and -ej surface in secondary imperfectives of Class 4 and Class 7 verbs, respectively, is an arbitrary fact about Polish. It cannot be predicted from any properties of the verbal system or of the morphemes involved and must therefore be stipulated in the grammar. Within a model of verbal morphology such as the one being proposed here, which makes a distinction between two types of constituents-verbal C-stems and VS-stems-the form of Class 4 secondary imperfectives is accounted for by stipulating that the rule deriving these secondary imperfectives takes Class 4,5 and 7 VS-stems as its input. Such a stipulation is, however, not entirely ad hoc, because it takes advantage of a distinction which is made independently in the grammar. In this sense, then, the analysis I am proposing is superior to the Truncation analysis. in addition, my analysis does not require postulation of a rule of Verb Suffix Truncation. Postulating such a rule only adds complexity to the grammar and does not provide a more straightforward account of the facts. Szpyra (1986) claims that if one assumes that biformative stems are listed in the lexicon, then it is unnecessary to postulate ad hoc verb classes. But notice that if one follows Laskowski and Szpyra, and assumes that all secondary imperfective word formation processes take as their input bi-formative stems (i.e.,VS-stems), it is still necessary to distinguish between the different classes of VS-stems and to stipulate that some classes undergo one type of secondary imperfective formation, whereas other classes undergo a different type, since the affixation of -iv must distinguish VS-stems ending in -a, for instance, from those ending in $-i$. Thus both analyses must use the same kinds of mechanisms for distinguishing between different verb classes and the same kinds of word formation processes, but my analysis requires no more than
this, whereas the Laskowski/Szpyra analysis requires in addition, a rule truncating suffixes and a stipulation preventing this truncation in two cases.

An additional truncation rule is also needed to account for deverbal nouns such as utarg 'takings' (from utargovac 'gain'), odkod 'return kick' (from odkopac 'kick back), or spust 'trigger' (from spuscic 'release'; see (37) above). Under the bi-formative hypothesis such nouns can only be derived by means of a rule of backformation which truncates the verbalizing suffix. The truncation rule needed for deverbal nouns, however, is not the same rule as that needed for deriving secondary imperfectives, since the former rule applies to stems of all classes (notice that in the case of spust, for instance, $-i$ is truncated) and does not require that the verbalizing suffix be followed by derivational morphemes (see Szpyra 1987b, 181). The fact that two rules are needed to effect essentially the same operation, and that one is restricted, while the other is not, seems rather complex and suggests that perhaps the analysis is not on the right track. The true complexity of the analysis, however, is revealed in an examination of double secondary imperfectives and forms derived from them.

Szpyra (1987b) points out the existence of a small number of forms which she refers to as Double Derived Imperfectives. These are forms in which the verb C-stem undergoes two processes of secondary imperfective formation:
$v y+m$ 'at $+y v+a+c$ $v z+1 a t+y v+a+c$

Class 5 'sweep'
b. $v z+l e c+e+c$ $v z+1 a t+a j+c$ Class 3 'fly up' (irregular)
c. $v y+p l e s+c ́ \quad v y+p l a t+a j+c \quad v y+p l a t+y v+a+c \quad$ Class $5 \quad$ 'weave'

The normal secondary imperfectives of the verbs in (40) are given in the middle column. (40b) is an irregular root in that although it is a Class 3 root in simple forms, its secondary imperfective is not the expected *vzlotyvać(which would result from the application of the rule of Class 3 secondary imperfective formation), but is rather the form vzlatac which arises as the result of the application of Class 4/5/7 secondary imperfective formation. As Class 5 roots, ( $40 \mathrm{a}, \mathrm{c}$ ) also undergo the Class 4/5/7 rule. The double secondary imperfectives are forms in which a verb C-stem that has undergone the Class 4/5/7 secondary imperfective rule then undergoes Class 1-3 secondary imperfective formation. We know that the double secondary imperfectives have indeed undergone both word formation processes because the vowels in the roots exhibit the e~a (i.e., 0~a; see $\$ 2.2 .3 .2$ above) alternation which I have postulated to be part of the word formation rule of Class 4/5/7 secondary imperfective formation.

Szpyra (1987b) who employs Verb Suffix Truncation proposes the following underlying form for the double secondary imperfective of (40b):
(41) $\quad\left[\left[v z=[\text { let }+e]_{N}+a j k+y v+a+C N\right.\right.$

To derive the correct surface form Szpyra has to assume that truncation applies twice; after its first application the rule shifting [e] to [a] applies (she considers this latter rule to be a phonological rule called Derived Imperfective Tensing), followed by the second application. VST, which is a morphological operation is thus mixed in with phonological rules. In addition, Szpyra assumes that the suffix -iv is bi-morphemic (i.e., iv+a) in order to avold having to explain why the verbalizing suffix -iv is not
affected by Verb Suffix Truncation even though it is always followed by another verbalizing suffix. ${ }^{34}$ Neither of the other two double secondary imperfectives given in (40) has to undergo two applications of truncation, but this is only because both the roots belong to Class 5 and therefore do not take a verbalizing suffix in their VS-stems. In a deverbal noun based on a double secondary Imperfective, oblatyvac 'test pllot', Verb Suffix Truncation has to apply inree times. (42) Illustrates the derivation of this form adapted from a derivation given in Szpyra (1987b; 'E' symbolizes an underlying lax high vowel; the rule of Lower is postulated to cause this vowel to lower to $[\mathrm{e}$ ] in the environment of a following E , and to delete otherwise).
$[[[]$ obE $=[$ let $+e]] v+a j] y+i v+a] v+a c ̌+E]_{N}$

First. Pass
VST
Der.Impf. Tensing
Lower
output
Second Pass
VST
output
Third Pass
VST
Lower output

$$
[[\text { obE }=[\text { let }+e]] v+a j] v
$$

0
a
$\emptyset$
$\{0 b=l a t+a j] v$
$[[0 b=l a t+a j] v+i v+a] v$
$\emptyset$
$[0 b=1 a t+i v+a] v$
$[[0 b=\text { lat }+i v+a] v+a c+E]_{N}$
0
0
[Oblatyvač]

34 Szpyra's ( 1987b) reason for assuming that this verbalizing suffix is in fact bimorphemic is that -IV/YV is always followed by $-a$ and it is necessary to encode this correlation somehow. As I pointed out in Fn. 23, however, -iv/YV is occasionally followed by -aj, something which Szpyra's analysis would not be able to explain. See also my comments in S2.2.1 on the relationship between -or and $-a$.

Notice that the rules postulated by Szpyra do not apply cyclically (in the standard sense) to the constituents created by affixation of every morpheme in the language. Szpyra in fact argues against what she calls a mechanistic cyclic approach, in which every affix brings about the application of phonological rules, and in favour of an approach in which only certain, complex lexical items possess "cyclic" structure. In the case of the double secondary imperfective forms, she claims that the presence of more than one set of brackets labelled for lexical categories such as Verb invokes cyclic rule application. The cycles are referred to as First Pass, Second Pass, etc. Szpyra's argument against the view that not every affix triggers cyclic rule application is based on her assumption that verbs have biformative lexical entries. If every affix did trigger cyclic rules, then in the case of a form such as that in (42), given the bI-formative hypothesis, the first non-prefix cycle would be created by the verbalizing suffix -e. -e normally triggers palatalization of the preceding root-final consonant (cf. let $+e+C^{\prime}$ 'fly, Impr.' which surfaces as lecec), but as we can see there is no palatalization in (42). Szpyra claims that the reason there is no palatalization in this form is that the stem containing ee is not complex and therefore does not create a cycle on which the rules can apply. It is not until the suffix -aj is added that the item is complex and a cycle is created; at this point, nowever, VST applies first, before any palatalization rules, and therefore -e does not trigger palatalization. Szpyra's analysis of double secondary imperfectives thus requires the postulation of highly complex underlying forms, and the assumption that cyclic rule application is motivated by the morphological complexity of the base. The analysis of verbal morphology proposed in this chapter permits us to postulate simpler underlying forms for the double secondary imperfectives, forms which do
not require us to assume Szpyra's notion of cyclicity. I shall not therefore attempt to argue against this latter notion here.

The existence of double secondary imperfectives provides confirmation of my proposal that the form of the secondary imperfective depends crucially on the class of the verb C-stem. Recall that the Class 4/5/7 secondary imperfective word formation rule derives Class 2 verb $C$-stems. Recall also that Class 2 C -stems become secondary imperfectives by affixation of -iv and assignment to Class 1 . This latter rule can hence apply to the output of Class $4 / 5$ secondary imperfective formation precisely because that output is a Class 2 C -stem. In other words, the derivation of double secondary imperfectives is possible because the secondary imperfective rules make reference to the class membership of the stems to which they apply. The derivation of the deverbal noun, oblatyvac'test pllot' generated by the rules of secondary imperfective formation proposed in (33) and (34) is thus as in (43a) (note that as a C-stem, oblativ can undergo a conversion rule that makes it into a nominal C-stem; see the discussion of deverbal "backformed" nouns in $\mathbf{\$ 2 . 2 . 4}$ ); (43b) is the postulated output of the morphological rules:
a. $\left[0 b+10 t \sum_{C-s t e m} \rightarrow(34 b) \rightarrow[0 b+1 a t)_{C-s t e m} \rightarrow(33 a) \rightarrow\right.$ irreguler Class 2
 Class $1 \quad \mathrm{~N}$-class
b. /ob+lat+iv+ač/

The derivation in (43) involves three distinct word formation rules, two of secondary imperfective formation, and one of deverbal noun-stem formation. The underlying form given in (43b) can be processed by the rules of the phonology, according to standard assumptions about cyclic rule application.

Notice that the derivation given in (43) assumes that the morphological processes take place before the phonological processes. While there is no evidence from secondary imperfective formation that such an ordering is crucial, there is also no evidence disproving this assumption.

### 2.4 Comments on the Semantics of Prefixation

In this subsection I discuss the role of prefixes in perfectivization, differences in the formation of perfectives and secondary imperfectives, and the need to assume that prefixes are included in the lexical entries of at least some verbs. The section is necessarily brief and speculative since it is beyond the scope of this thesis to discuss the complex problems associated with the aspectual properties of Polish prefixes. It is, however, necessary to have some understanding of the semantics of prefixation when discussing the morphology of the Polish verb.
(44) contains examples of prefixed and unprefixed forms based on three roots: $D^{\prime \prime} / s$ 'write', syy'sew', and sol 'salt' (this latter is a nominal root). Some of these examples were already presented in the section on prefixes and C -stems above.
a. pisac 'write, Impf.'

Perf.
nap'isać 'write'
zap'isać 'write down'
pžep'isać 'rewrite' dop'isać 'add a few words' odp'isać 'write back' vyp'isać 'write out' pžyp'isać 'attribute to'
b. šyć 'sew, Impf.'

| Perf. | Sec. Impf. |  |
| :--- | :--- | :--- |
| ušyć | 'sew' |  |
| zašyć | 'sew up' | zašyvać |
| pžyšyć | 'sew on' | pžyšyvać |
| vyš̌yć | 'embrolder' | vyšyvać |
| zšyć | 'sew together' | zšyvać |

c. sol'ic 'salt, Impf.'

Perf.
posol'ić 'salt'
nasol'ić 'season with salt'
pžesol'ić 'over-salt'
dosolic 'salt sufficiently'

Sec. Impf.
zap'isyvać
pžep'isyvać
dop'isyvać
odp'isyvać
vyp'isyvac
pžyp'isyvać

Sec. Impf.
zašyvać
pžyక̌yvać
vyšyvać
zšyvać

Sec. Impf.
nasalac
pžesalać
dosalac

All the perfective forms in (44) contain prefixes, reflecting the fact that in Polish prefixed simple verbs are usually perfective. In addition, in most cases prefixation seems to contribute to the lexical meaning of the verb form, although in certain forms such as nap'/sac 'write, Pf.', the only difference between the prefixed form and the corresponding unprefixed form is a difference in aspect.

One of the questions discussed in work on Polish verbal morphology is whether the lexical or the grammatical function of prefixes is primary. Is
it the case that affixation of a prefix adds the grammatical category "perfective" to a C-stem, and that prefixes are therefore basically perfective markers? On the one hiand existence of forms like nap '/sać ušyc or posol'lc, in which the prefix seems to be semantically "empty", suggest that prefives are actually perfective markers. On the other hand, there exist cases of prefixed verbs which are imperfective: 35

| (45) a. ležeć | 'recline, Impf.' | b. v'idž̌eć | 'see' |
| :--- | :--- | :--- | :--- |
| na+ležeć 'belong, Impf.' |  |  |  |
| za+ležeć 'depend, Impf.' |  |  |  |

There are also cases of unprefixed verbs which can serve as both imperfective and perfective depending on syntactic context (in the sentence in (46a), the unprefixed verb is used perfectively):
(46) a. aprobovać 'approve, Impf./Pf.'
cf. Na pevno po povroce aprcbuje tvojq decyzje He will certainly approve your decision after his return.'
b. abdykovać 'abdicate, Impf./Pf:
c. importovać 'import, Impf./Pf.'
d. impregnovac 'impregnate, Impf./Pf.'

And, finally, there exist unprefixea verbs which are perfective:

[^29]a. kup'ić 'buy, Pf:
b. Žućić 'throw, Pf.'
c. sqeśc 'sit, Pf.'
d. žec 'declare, Pf.'
e. Znalezt' 'find, Pf.'

Although the examples in (45), (46) and (47) are to some extent irregular, the fact that they exist at all indicates that prefixation and periectivization are not in a one-to-one correspondence and that therefore it would be incorrect to postulate that prefixation is a direct marker of perfectivity. One is therefore led to postulate that the basic function of prefixes is the lexical or semantic one and that the grammatical category of perfective aspect is associated with the types of meanings provided by prefixation.

Prefixation, then, has the opposite function to secondary imperfective formation. Secondary imperfectives, such as those illustrated in (44), are for the most part derived from prefixed verb forms; as pointed out above, given that the meanings of secondary imperfectives are identical to the meanings of their corresponding simple verbs, secondary imperfective formation seems to contribute no lexical content to a stem, but only to contribute grammatical information.

In a paper on Russian aspect, Brecht (1984) makes a distinction between the grammatical aspectual categories of perfective and imperfective, and the semantic aspectual categories of telic and atelic. 36 He argues that the semantic function of prefixation is to transform a basic

[^30]atelic situation into a telic situation, and suggests that since telicity is generally more compatible with perfective aspect, the creation of a telic verb by addition of a prefix to an atelic unprefixed form automatically triggers a shift in aspect from imperfective to perfective. According to Brecht the grammatical imperfective and perfective categories are supplied by marking conventions. Brecht's approach to aspectual distinctions in Russian thus assumes that prefixes are not perfective markers as such and is compatible with the remarks made above with respect to Polish prefixation. As far as secondary imperfectives are concerned, Brecht proposes that secondary imperfective formation is a grammatical process of assigning imperfective aspect to a verb form which is telic; as a result of the imperfective assignment, atelicization of the telic verb form occurs. This, of course, is exactly the opposite to cases of prefixation in which it is the telicity and not the aspect that is provided by the word formation process of prefixation. Brecht's hypothesis thus attempts to explain why most secondary imperfectives are formed from prefixed verb C-stems: prefixed C-stems are generally telic and thus available for atelicizat:on (secondary imperfective formation), whereas unprefixed C-stems are generally not telic. If Brecht's hypothesis is applicable to Polish, then it will be necessary to assume that the word formation processes of secondary imperfective formation postulated above include information specifying that they can only apply to telic verb forms.

Although perfective aspect is not usually associated with sufilxation, there are some verbs whose perfective forms always contain the verbalizing suffix -ng. These perfective verbs never serve as inputs to secondary imperfective formation.

Suffixation of the verbalizing suffix -ng is accompanted by addition of a semelfactive (i.e., momentary) meaning to the root; and semelfactivity is compatible with perfective rather than imperfective aspect. Consequently, semelfactive verbs are always perfective. ${ }^{37}$
(48)
a. vykžykng̨c
'shout out, Pf'
b. dżv'ignqć
'lift up, Pf.'
c. kopngé
d. cofné
'kick, Pf.'
'to remove, Pf:'
cf. kžyčeś 'Impf.' 3
dž̌v'igać 'Impf.' 2
kopać 'Impf.' 1
corac 'Impr.' 2

Verbs to which -ng-semelfactives are related belong to several different verb classes (as I have indicated by the numbers in (48)). The fact that a particular root forms a semelfactive by affixation of -ne is partly idiosyncratic and partly dependent on the meaning of the root; clearly not all verbs have meanings which can be made semelfactive. Given that there is some unpredictability involved, I propose that roots must be marked to undergo a word-formation rule that affixes -ng. Recall that I postulated a distinct verb class, Class 6, for verbs taking -no as a verbalizing suffix. Thus, in addition to marking a verb as semelfactive, affixation of $-n \rho$ also ensures that the verbs to which it is affixed will be conjugated like other Class 6 verbs.

Some verbs with ng-semelfactives also have preflised perfectives (e.g.,
 the prefixed C-stem can undergo the rule which affixes the semelfactive

37 -ng also forms some processual verbs from adjective or verb roots (e.g., agwhamac' 'to become deaf', zthechac' 'to become pole', urasnac' 'to grow'). According to Orzegorczykowe (1972) this type of affixation is no longer productive. In such cases -ng functions like - $\theta j$.
suffix (e.g., $v y+k \not z y k+n p+c$ 'shout out, Semel.'). If one assumed that prefixes and the suffix -ng were inherently perfective, then a form such as $v y+k \not ̌ y k+n \varrho+c$ would appear to be doubly marked as perfective. However, under the assumption that these morphemes supply meanings compatible with perfective aspect, it becomes clear that perfective is not actually marked by two different morphemes.

As examples of secondary imperfectives have illustrated, verb C-stems from which secondary imperfectives are formed are generally prefixed. In the case of a verb such as $v y^{+}+z^{z} y c+e+c / v y+k z y k+n g+c$ both the simple perfective and the semelfactive forms are prefixed. The secondary imperfective of this verb is $v y^{+} k^{*} y k^{2}+1 v+a+C$. The semelfactive verb, however, cannot be an input to the secondary imperfective formation process because secondary imperfective formation only takes verb C-stems as input and the rule forming semelfactives, by affixing the verbalizing suffix -ng to a C-stem, creates a verb VS-stem.

Consider, again, the semantic properties of the prefixes. As (44) and (45) Illustrate, the semantics of a prefix+root combination is, to a great extent, idiosyncratic. The same prefix can function as semantically empty or can contribute lexical content; compare, for instance, (44a) nap'isac write, Pf.', where the prepix is semantically empty, (44c) nasol'lC'season with salt', where its affixation changes silightly the meaning of the root, and (45a) nalezec 'belong', where the meaning of the prepix.root is completely opaque and unpredictable from the meanings of the parts. Clearly the semantic contribution of the prefix to the meaning of a C -stem depends on both the root and the prefix. Since, moreover, there is so much semantic idiosyncracy in the prefix+root combinations, this suggests that such combinations are listed as lexical entries. Additional evidence for this
hypothesis comes from the properties of semantically empty prefixes. According to Grzegorczykowa (1972), although a root may combine with more than one prefix, for any one root only one prefix can serve as semantically empty. For instance, in the case of $p^{\prime} i s$ the semantically empty prefix is na-; in the case of $s^{r} y$, it is $u$-, and in the case of sol it is po-. Which prefix serves as semantically empty, however, depends on the whole set of prefix+root combinations assoclated with a particular root. In order to determine the semantic properties of prefixes in combination with particular roots, it is necessary to know the whole list of these combinations associated with each root. This means, then, that root + prefix combinations must be listed together in lexical entries and suggests that lexical entries can be bi-morphemic.

### 2.5 The Phonology of Prefixation

In preceding sections I have argued that prefixes are affixed to and included in the verbal C-stem constituent and that prefix+root C-stems must be listed in the lexicon. Thus from the point of view of morphology and of semantics, prefixes form constituents with verbal roots. Prefixes do not, however, form phonological units with other morphemes included in the remainder of the C-stem or the verb. In fact, as I show in this section, prefixes usually function phonologically as if they were independent phonological words and not as if they were morphemes.

### 2.5.1 Prefixes as Phonological Words

Not all of the regular phonological rules of Pclish affect prefixes. It turns out that those rules which do not apply in the environment created by the concatenation of a prefix and a root are word-level phonological processes, whereas the rules which do apply in this environment are rules which apply at the phrase-level, and thus across word-boundaries (as well as within words). 38,39

Coronal Palatalization, for instance, affects the coronals $/ t, d, s, z, r, \not, n, n /$, changing them into prepalatal or 'palatalized' segments [ $\left.C, d, d, s, s, 2, r^{\prime}, l^{\prime}, n\right]$ (see Chapter 3). The rule is Imited to applying in derived environments, as in /mroz/ 'frost' $\rightarrow$ [mrozic] 'freeze', but it never affects the final consonant of a preflx (e.g., /roz+iskžyc/ 'to sparkle' $\rightarrow$ [roz'iskžyc], not *(roziskžyc]). Word-internally Polish prohibits sequences of nonprepalatal coronals followed by [1]; thus, ${ }^{*}[t 1, s l, c 1, ~ \subset 1] ~ e t c . ~ a l w a y s ~ s u r f a c e ~$ as [ty, sy, cy, čy]. 40 Given that prefixes are bound constituents, we would therefore expect to find the surface form *[rozyskžyc]. Instead what we find is the [ 2 ] surfacing as secondarily palatalized [z'], a segment which is derived only by means of the phrase-level rule of Surface Palatalization (e.g., /bez im'ena/ 'without a name' $\rightarrow$ [bez' im'ena]). In addition, the initial vowel of the root iskr-in the form rozlskžyc surfaces as [1] and not as [y]

[^31]suggesting that [i] is perceived as being in word-initial position, since there are no words in Polish with initial [y].

Similarly two processes of palatal assimilation which I shall refer to here as $A$ and $B$, differ in whether they apply in the environment of prefixes. Palatal Assimilation A applies within words to coronal stridents, assimilating them to following coronal continuants and affricates and to sonorants (see 49a-d). Across word-boundaries, however, Palatal Assimilation B rather than Palatal Assimilation A applies. B also affects coronal stridents, but is limited to occurring only in the environment of following continuants or affricates (see 49e-g). As the examples in (50) show, only Palatal Assimilation B, the phrase-level process applies across the prefix boundary (all forms in the left column are intermediate rather than underlying representations):

| $\begin{array}{ll}\text { a. } & \text { sńte } \\ \text { b. } \\ \text { mesćcte }\end{array}$ | $\rightarrow$ | [šne] 'd | 'dream, l.sg.' cf. snu 'g.sg' |
| :---: | :---: | :---: | :---: |
|  | $\rightarrow$ | [m'eśće] 't | 'town, l.sg.' cf. m'asto |
|  |  |  | 'n.sg.' |
| C. $\mathrm{gv}^{\prime} \mathrm{ezd}{ }^{\text {d }}+\mathrm{e}$ | $\rightarrow$ | [gv'eźdże] 's | 'star, l.sg.' cf. gv'azda |
|  |  |  | 'n.sg.' |
| d. masl+e | $\rightarrow$ | [maśle] 'b | 'butter, l.sg.' cf. maswo |
|  |  |  | 'n.sg.' |
| e. gwos sostry | $\rightarrow$ | [gwos sostry] 's | 'sister's voice' |
| f. las cemny | $\rightarrow$ | [las cemny] 'd | 'dark forest' |
| g. gwos ñani | $\rightarrow$ | [gwos ńanil] 'n | 'nanny's voice' |
|  |  | *[gwos n nanil] |  |
| a. $\operatorname{ros}+\mathrm{CQ} \mathrm{C}^{\text {c }}$ | $\rightarrow$ |  | 'cut' |
| b. z+dżerać | $\rightarrow$ | [żdźerać]/[zdż̇erać] | 'tear off' |
| c. bes+čelny | $\rightarrow$ | [besčelny]/[beščelny] | ] 'insolent' |
| d. $\mathrm{z}+$ niščyć | $\rightarrow$ | [zníščyc] *[żniščyc] | ] 'to destroy' |
| e. z+licyc | $\rightarrow$ | [z\|'tcyc] *[zl|'čyc] | 'count' |

The restrictions on phonological rule application in the environment of prefixes fall out if one makes the assumption that prefixes are independent phonological words. In such a case the concatenation of a prefix and a Cstem would never trigger the application of word-internal phonological processes. 41

Polish prefixes are thus examples of a mismatch or lack of isomorphism between phonological and morphological/semantic constituent structures. (51a) illustrates the morphological structure of Polish verbs containing prefixes; (51b) illustrates the phonological structure:


These kinds of mismatches between phonology and morphology have been referred to in the literature on the interaction between phonology and morphology as bracketing paradoxes. In English such paradoxes are exemplified by the form nuclear physicist. In this form, nuclear is a phonological word distinct from physicist; the suffix -ist phonologically belongs together with physic. From the point of view of the semantics and the morphology of the form, however, nuclear and physic one constituent to which -ist is affixed:

[^32]Phonological Structure
b.


Bracketing paradoxes have provoked a great deal or discussion largely because the theory of Lexical Phonology (which assumes that morphological and phonological operations function in tandem, with phonological operations following every morphological operation) predicts that the lack of isomorphism between phonological and morphological constituent structures found in the case of Polish and (some) English prefixes should not exist (see, e.g., Pesetsky 1979). In a model in which the morphological component is independent of the phonological component, the fact that there may be a lack of isomorphism between structures required by the two components is not unexpected. One would not, of course, expect the relationship between morphological and phonological structure to be completely random because the lack of isomorphism comes at a cost. And indeed, the fact that most frequently phonological and morphological constituent structure correspond shows that the relationship is not random. In addition, in both Polisn and English lack of isomorphism between the phonological and morphological structures is limited to occurring only in the case of certain (classes of) morphemes. This latter fact suggests that individual morphemes are assoclated with specific phonological properties; in other words, it is a property of Polish prefixes that they are phonological
words, whereas other bound morphemes are not phonological words but instead function phonologically and morphologically as morphemes (see Inkelas 1987a,b for a model in which the independence of phonological and morphological properties of morphemes such as that illustrated by the behaviour of Polish prefixes is encoded by assuming that morphemes have phonological subcategorization frames-which encode phonological information-as well as morphological subcategorization frames). Distinguishing phonological from morphological properties of morphemes makes it possible to characterize mismatches between phonological and morphological constituent structure in a straightforward fashion. Polish prefixes thus are morphologically bound to C-stems, but are independent words phonologically.

In Russian, as in Polish, the phonological and morphological propertles of prefixes are not isomorphic. Halle and Vergnaud have proposed to account for this lack of isomorphism by postulating that prefixes are noncyclic morphemes in Russian and that therefore in the environment created by the concatenation of prefixes and roots, noncyclic word-level rules can apply. Given the relationship between Russian and Polish, it is plausible to hypothesize that Polish prefixes are also noncyclic affixes rather than phonological words. Such a hypothesis is, however, untenable for Polish since noncyclic word-level as well as cyclic word-level rules are blocked from applying in the prefix environment. The rule retracting $/ 1 /$ to $[y]$ following coronal obstruents, for instance, is a noncyclic rule (see Chapters 3 and 4); recall that it does not apply in the environment of prefixes (thus /roz+iskr+. . ./ surfaces as [roz'iskr. . .] and not as *[rozyskr . . . ]).

One way to account for the fact that noncyclic phonological rules do not apply in the environment of prefixes would be to assume that some
underlying segment blocks their application. Analyses of Polish which assume that Polish has abstract underlying high lax vowels or yers (that are lowered to [e] in the environment preceding another lax high vowel by means of a cyclic rule (see Rubach 1984) and are otherwise lowered by means of a noncyclic rule) postulate in fact that the reason a rule such as retraction does not apply in the prefix environment is that prefixes have final lax high vowels whose noncyclic deletion is ordered after the retraction rule. Postulating final lax high vowels for prefixes is argued to be independently motivated by the fact that in a number of cases prefixes exhibit e~ø alternations (see Gussmann 1980, Rubach 1984, Nykiel-Herbert 1985, Szpyra 1987a, etc.). Although the lax high vowel-analysis does account for the blocking of retraction, assuming such vowels leads to other problems. For instance, postulating a blocking prefix-final lax high vowel could account for the fact that Palatal Assimilation A, a noncyclic rule (see above), does not apply in the environment of a prefix, if one assumed that Palatal Assimilation A was ordered before the noncyclic rule which deletes the yer. This latter assumption cannot be maintained, however, since in word-internal cases of PA-A the rule must be ordered after deletion of the vowel. (53a,b) show that the [e] in bwazen alternates with zero, and can thus be postulated to have an underlying lax high vowel. In (53b) we see that Palatal Assimilation, which causes [z] to assimilate to [n] (derived by Coronal Palatalization in the environment of the -e 'loc sg'), must be ordered after lax high vowel-deletion, since the presence of the underlying lax high vowel would block Palatal Assimilation otherwise:42

[^33]a. bwazen $+\varnothing \quad$ 'clown, n.sg'.
b. Dwazńn+e
'clown, l.sg'.

Given this problem with ordering it is clear that postulating that noncyclic rules are blocked from applying in the environment created by the concatenation of a prefix and a C-stem because of the presence of an underlying segment such as a lax high vowel is problematic. No such problems arise on the assumption that prefixes are phonological words.

Many prefixes have identical corresponding forms which function as prepositions. The behaviour of prefixes and prepositions with respect to such phonological processes as Voicing Assimilation and Devoicing, or Stress-Assignment is identical (see Bethin 1984b; Rubach and Boolj 1985). Thus, for instance, neither prefixes nor prepositions undergo the rule of Final Devoicing which applies word-finally to devoice obstruents (e.g., the [z] of roz'+iskŽyć does not devoice). Given my claim that prefixes are phonological words, one would expect them to undergo Final Devoicing. However, since prepositions also do not undergo this rule (e.g., [pod obrazem] 'under the picture', *[pot obrazem]), and since prepositions are morphologically as well as phonologically independent items, the fact that prefixes are like prepositions in not undergoing Final Devoicing is not a counterexample to the claim that prefixes are phonological words.

### 2.5.2 The em Alternation and Prosodic Restructuring

There exists in Polish a class of verbs in which the prefix behaves as if it were a phonological morpheme rather than a phonological word. Examples of such verbs are given in (54).

| (54) | Perf. Inf. | 1st sg. Pres. | Secalmof inf | Gloss |
| :---: | :---: | :---: | :---: | :---: |
|  | a. $z e+r v+a c$ | zervę | zryvać | tear off |
|  | b. $v e+s s+a c$ | vessę | vsysać | suck in |
|  | c. $\mathrm{rOz}+\mathrm{dQ}+\mathrm{c}$ | roze+dmé | rozdymać | expand |
|  | d. $0 b+c q+c$ | obe+tnę | obćinać | cut off |
|  | e. $s+k l Q+c$ | $z e+k \ln$ ę | pžekl'ínać | swear |
|  | f. ode $+p x+n q+c$ | odepxnę | odpyxać | push |
|  | g. $2 e+t z$ +ec | zetré | sc'erac | wipe off |
|  | h. $z e+b r+a c$ | zbores | zb'erać | gather |

The prefixes in (54) exhibit an alternation between [e] and [ø] which is the result of a word-level and not of a phrase-level process. 43 The alternation does occur between words in a small class of prepositional phrases (see (55)) but in all these cases the ptirases are lexicalized. As a comparison with corresponding non-lexicalized phrases in (56) shows, the alternation does not in general occur between words.
a. ve krvii
'in blood'
(cf. krev/krv'i 'blood')
b. ve mgle
'in the fog'
(cf. mgew/mgwy 'fog')
c. pžede dném
'before sunrise'
(cf. dzen/dńa 'day')
d. ze vś
'from the country' (cf. vess/vsi 'village')
(56)
a. vkrv'i ludzk'ej 'in human blood'
b v mgl'isty dzéń 'on a foggy day'

43 Prefixes ending in spirants ( $e .9,1, z$ - and raz-) suriace with final [ $\theta$ ]'s in the environment preceding roots with complex initial clusters whicse first member is a coronal
 appearance of [ $\theta$ ] in these forms is the result of a phrase-level oluster simplification rule (of which Polish has several different types; see Ruboch 1977) that applies also in the environment between prepositions and following nouns ( $0.9 .$, ze smutk' 'mn 'with sorrow'; cf. $z$ zabem 'with the tooth'). For discussion of this rule see Rubach ( 1985). The appearance of [e] in prefixes being discussed in this section is not due to this rule of cluster simplification. I shall not discuss the latter rule hers.
c. pžed dñem včorajšym 'before yesterday'
d. z vsil okol'ičnyx 'from nearby villages'

Since the alternation occurs between words only in the lexicalized prepositional phrases and not in any other cases, we can conclude that it is not a phrase-level alternation.

The existence of forms such as those in (54) in which the e~ø alternation occurs in the environment of prefixes and in which we must therefore assume that the prefixes behave as phonological morphemes rather than as phonological words, does not invalidate the hypothesis that prefixes are phonological words. The e $\sim \varnothing$ alternation in prefixes is confined only to a small class of verb roots (about 30 roots), all of which behave exceptionally in other respects. For instance, many of these roots are conjugated irregularly (e.g., odervac 'tear off' belongs to Class 1 and would therefore be expected to have a lotated form in the $1 \mathrm{st} \mathrm{sg} / 3 \mathrm{rd} \mathrm{pl}$., as it does in the other 4 persons-oderv'e '3rd sg.'; however, no palatalization of any kind occurs in 1st igg./3rd pl.-oderve '1st sg.'- suggesting that the verbalizing suffix -a is not present in the underlying form). In addition many of the roots belong to Classes 1-3 and would therefore be expected to undergo the secondary imperfective rule affixing - $/ v / y v$, but instead they become secondary imperfectives by being assigned Class 2 membership. And finally, as (54) shows, the roots which trigger the e $\sim \square$ alternation in prefixes themselves exhibit a $V \sim 0$ alternation, with a full vowel appearing in secondary imperfective forms as a result of the rule of secondary imperfective formation and no vowel appearing in simple (im)perfectives. The exceptional behaviour of these verb roots, then, suggests that the fact that prefixes benave irregularly in their environments is simply another
instance of their exceptionality and is not a counterexample to the generalization that prefixes are phonological words.

I suggest that roots such as those in (54) are specially marked to trigger a process of prosodic restructuring of prefixes, changing them from the status of phonological words to that of morphemes (see below for discussion of the rule). Polish requires a rule, referred to as Demoting (Rubach and Booij 1985), or as the Monosyllable Rule (Szpyra 1987a), to prosodically restructure a compound word whose second member is monosyllabic. Most compounds of Polish have a stress pattern in which each member of the compound is separately assigned primary stress on its penultimate syllable-the normal stress pattern for Polish phonological words; in addition, a Compound Stress Rule (see Rubach and Boolj 1985) assigns added prominence to the penultimate syllable of the head of the compound:
> a. 2

> 1
> žeč+0+znafc+a $=\left[\left(z^{2} e c ̌ 0\right)_{\omega}(z n a f c a)_{\omega} \mathbb{N}_{N} \quad\right.$ expert'
> D. 2 cudz+0+zem'ec $=\left[\left(\text { cudzo }^{2}\right)_{\omega}(\text { źem'ec })_{\omega} N\right.$ 'foreigner'
> C. $\begin{array}{llll}3 & 2 & 3 & 1\end{array}$ kulturaln $+0+0$ sf'atov+y $\left.=[\text { (kulturalno })_{\omega}\left(o s f^{\prime} \text { at.ovy }\right)_{\omega}\right]_{A}$ 'cultural educational'

When the second member of the compound is monosyllabic, however, the entire compound is stressed as if it were a simple prosodic word, rather than a compound word; primary stress thus appears on the penultimate syllable of the whole form:
a.

## 1

wam+i+strajk $=\left[\left(\right.\right.$ wami $_{\omega}(\text { strajk })_{\omega} \mathrm{l}_{\mathrm{N}} \quad$ 'strikebreaker'
D.
fal $+0+x$ ron $=\left[(\text { falo })_{\omega}(x \text { ron })_{\omega} \mathbb{N}_{N} \quad\right.$ 'breakwater'
c.
21 ćiśńeń+0+m'ež $\left.=[\text { (ćiśńeńo })_{\omega}\left(\text { m'ež̌ }^{\prime}\right)_{\omega}\right]_{N} \quad$ 'pressure indicator' (cf. 21 ćiśńeńom'eže 'pressure indicator, n.pl.' )

The stress pattern in (58) is explained if it is assumed that the monosyllabic status of the righthand member of the compounds causes prosodic restructuring of the compound. This is captured by the following rule adapted from Szpyra (1987a), which I shall call Monosyllable Restructuring:44
(59) Monosyllable Restructuring

$$
\begin{aligned}
& {\left[(X)_{\omega}(Y)_{\omega}\right] z \rightarrow\left[(X Y)_{\omega}\right] } \\
& \text { where } Y=\text { one syllable } \\
& Z=\text { lexical category }
\end{aligned}
$$

The Monosyllable Restructuring rule illustrates that prosodic restructuring sometimes takes place in the course of a phonological derivation. That Monosyllable Restructuring is itself a phonological rule and not a property of particular monosyllabic roots is made especially clear by

[^34]the fact that when a monosyllabic root is followed by an overt inflectional affix, restructuring does not apply (see 59c).

The effect of restructuring is to allow rules which could not otherwise have applied in a particular environment to apply. Returning now to the properties of prefixes, we can see that this is precisely what happens in the case of prefixes in which the e~0 alternation occurs. In such cases the prosodic words function as morphemes phonologically. In a recent paper, Szpyra (1987a) therefore proposes that the reason word-level rules apply in the environme.it of prefixes before some roots is that the prefixes are demoted from the status of prosodic words to the status of moruhemes. 45

Szpyra's analysis of the prefix behaviour is based on the assumption that Polish has the abstract lax high vowels or yers in its underlying vowel inventory. Since the roots that trigger preilx e~0 alternations themselves exhibit $V_{\sim} \varnothing$ alternations, sne assumes that these roots contain yers in their underlying representations and, furthermore, she assumes that prefix-final yers underlie the alternations in the prefixes. These assumptions lead her to propose the following mapping convention to account for the behaviour of prefixes:

[^35](60)
$$
[\text { Pref[ ] ] } \rightarrow
$$

The upper expansion of (60) states that prefixes form one phonological word with stems based on monosyllabic verb roots which contain underlying lax high vowels; the lower expansion states that in all other cases prefixes are interpreted as distinct phonological words. By specifying that the verb roots must contain an underlying lax high vowel, (60) encodes the fact that only V~Ø alternating roots cause prefixes to behave like morphemes rather than like the prosodic words they are.

In Szpyra's analysis the stipulation that the demotion of prefixes occurs only in the environment of verb roots containing lax high vowels is particularly important. The reason for this is that non-verbal roots also exhibit e~ø alternations and can therefore be postulated to contain underlying lax high vowels, but nevertheless such nominal or adjectival roots on the whole do not trigger the appearance of [e] in prefix-final position, even when they occur in denominal verbs:
a. bez+sen+n+y
b. nad+brvi+ov+y
c. $b e z+p w t+o v+y$
d. bez+den
e. bez+mex
f. nad+lv+y
g. pžed + sen

| 'sleepless' | se | 'sleep' |
| :---: | :---: | :---: |
| the brow | v ${ }^{+1}$ | 'brow' |
| ess' |  |  |
| 'byss' | den/dn+0 | bottom' |
| ce of moss' | x+u | os |
| 'superlions' | lev/lv+a |  |
| e-slee | sen/sn | eep |

46 ( $61 \theta-g$ ) are coined by Szpyra ( 1987a) on the model of other prefixed nouns.
n. od+set+ek

1. $p o d+$ šev $+k+a$
'lining'
J. pod+p'entek
'honey fungus'
set $+\mathrm{k}+\mathrm{a} / \mathrm{st}+\mathrm{o}$ 'hundred' Šev/šv+u 'stitch'
p'en/pńa 'trunk'
(62)
a. od + yşyc de-louse
b. od + pxllić 'de-flea
c. roz+wzav'ić 'draw tears'
d. $z+$ mglici $\quad$ 'become foggy
e. $v$ +迆ic sé 'dream into'
f. roz+krvav'ić 'cause to bleed'

According to Szpyra the denominal or deadjectival verbs in (62) do not trigger restructuring of the prefixes even though they are verbs which contain lax high vowels (as specified in (60a)) because they are not simple verbs, but rather are denominal and have the structure given below, which "departs from the one specified in the formulated mapping convention." Consequently, "prefixes will not be phonologically directly attached to such verbs" (Szpyra 1987a, 22).

## (63) [ [ Pref[[ $\mathrm{C}_{1} \mathrm{~V} \quad \mathrm{CN}+\mathrm{VS} \mathrm{NN}_{\mathrm{N}}$ $\left[\begin{array}{c}+ \text { hilgh } \\ \text {-tense }\end{array}\right]$

Szpyra's explanation for the non-occurrence of demotion in the case of denominal verbs requires that prefixes be able to see ir side verbs before undergoing restructuring to deterinine whether they are denominal or deverbal. Most generative theories of morphology have assumed that morphological operations are constrained to make reference only to immediately adjacent material. Allen (1978), for instance, proposes the Adjacency Condition given in (64):
(64) Adjacency Condition (Allen 1978)

No WFR can involve $X$ and $Y$, unless $Y$ is uniquely contained in the cycle adjacent to $X$.

As Allen points out, the Adjacency Condition limits the number of types of rules and conditions on rules allowed by the grammar. By using the powerful device of making reference to non-adjacent material in determining the application of a rule, Szpyra's explanation for the restrictions on prefix restructuring constitutes a weakening of a theory of morphology.

An alternative explanation for the facts, which preserves the Adjacency Condition, is simply to assume that demotion only occurs in the environment of certain roots or C -stems, and that those forms which trigger it are specially marked. Under such an assumption demotion does not need to make reference to the category or derivational history of the form to which the prefix is affixed, but instead is triggered by a diacritic. This analysis thus treats the occurrence of phonological restructuring as lexically-determined. The assumption that prefix-restructuring in Polish is lexically-determined is not an unreasonable one given that such cases exist in other languages. English, for instance, has a rule which changes the phonological status of the form man from that of phonological word to that of morpheme (see Halle and Vergnaud 1987a,b for discussion of such forms). The forms in (65a), for instance, are compound words (with compound stress) whose second member is man, whereas those in (65b) have regular word stress indicating that man is functioning like a suffix (the vowel of man in the examples in (65b) is reduced or deleted):
(65)
a. garbage man
front man
garage man
b. postman horseman salesman fireman

There are no criteria by which forms in (65b) can be distinguished from those in (65a); consequently the prosodic behaviour of man in nouns of the sort seen in (65) must be lexically-determined.

In Polish the forms which trigger prefix restructuring, although specially marked, are all characterized by a similarity in phonological form. In particular, all such forms have asyllabic alternants. Szpyra captures this characteristic by specifying that demoting roots contain underlying lax high vowels. There exist a few verbs which do not exhibit $V \sim \varnothing$ alternations and in which there is therefore no evidence for the presence of an underlying lax high vowel, but in which prefixes nevertheless surface with [e]. Examples are given in (66):
a. zexcec 'desire'
b. zelžec 'ease'
c. zetleć 'smoulder'
d. zemsclé sę 'revenge'

To preserve Szpyra's assumption that all roots which trigger demotion contain lax high vowels, we would need to assume that examples such as those in (66) also have such underlying vowels, although in such a case these vowels would be used in a purely diacritic capacity. Alternatively, we could assume that the roots in (66) are underlyingly asyllabic and that roots postulated to have lax high vowels are also underlyingly asyllabic. This
assumption would require the postulation of epenthesis rules to provide the roots with vowels in some cases. I will have more to say about these possibilities in the following chapter.

A small number of prefixed denominal verbs and prefixed nouns or adjectives also trigger restructuring (prefix is underlined):
(67)
a. rozedńé
b. zepśeć
c. odemglać
d. podešfa
e. bezecny
'be broad daylight'
dżen/dńa 'go to the dogs' p'es/psa 'devaporate' mgwa/mgew 'sole of shoe' Sef/Šfu 'infamous'
cny 'day' 'dog' 'fog' 'seam'
'worthy'

All of them conform to the phonological requirement that the roots have asyllabic surface alternants. In order to account for these forms we must assume that the derived verb C -stems in ( $67 \mathrm{a}-\mathrm{c}$ ) and the noun and adjective roots in (67d-e) are also lexically specifled to trigger prefix restructuring.

In S2.2.3 I argued that the formation of denominal or deadjectival verbs involves assigning membership in a verb class such as Class 4 to a noun or adjective. In the case of verbs such as nocovac' 'spend the night' which involve assignment of Class 2 membership to the noun noc 'night' with concomitant affixation of -ov, the resultant verb C-stem has the following structure:
(68) [ $[\text { noc }]_{N}$ ov ]class 2

In the case of verbs such as sol'ic 'to salt', I assumed above that assigning the nominal root sol 'salt' in this form involves a rule of conversion as in (69):

```
(69) [ sol NN+Class 4
```

If the denominal verb formation is indeed a result of conversion, then it provides evidence in favour of my proposal that prefix restructuring is lexically-determined rather than constrained not to apply in denominal verbs. Obviously if restructuring needs to make reference to the denominal status of a verb, it needs to be able to see the categorial marking on the nominal/adjectival root or stem from which the verb is derived. However, a rule of conversion removes the underlying categorial marking of the form to which it applies. Recall that prefixes are affixed to verb C-stems. If denominal verb formation involves conversion, then at the foint at which the prefix is affixed to the C-stem, and at which restructuring can apply, the denominal verb $C$-stem will have exactly the same morphological structure as a deverbal verb C-stem. Consequently, the restructuring process will not be able to make reference to the denominal character of the C-stem.

## 3. Concluding Remarks

In this chapter we have seen that the semantics and morphology of verbs are not necessarily isomorphic. I argued, for instance, that nonpast tense is not supplied by any one morpheme of the language, but is det.ermined from the structure of the whole verb form. We have seen too,
that the phonological behaviour of prefixes is independent of their morphological behaviour and that therefore the phonological constituent structure is not isomorphic with the morphological structure. Finally, we have seen that the morphological component has its own rules and restrictions on structure. The consistent lack of isomorphism between morphological structure and semantic and phonological structure is evidence against the assumption, made in the model of grammar set forth in the theory of Lexical Phonology, that the rules of morphology are mixed in with the rules of phonology and that morphology and phonology are ordered in the same lexical component, and is therefore evidence in favour of the hypothesis that morphology is a component distinct from the phonology. The analysis of secondary imperfective formation, and in particular of double secondary imperfectives, in as much as it is a successful analysis, suggests further that the rules of the morphological component apply in a block before the rules of the phonology.

I argued in $\$ 2.4$ that prefix $+C$-stem combinations must be listed in the lexicon since the grammatical and semantic properties of such combinations are often idiosyncratic. If this is correct, then it is evidence that polymorphemic structures may be inputs to the phonological component. Significantly, such polymorphemic structures are treated as derived environments by the cyclic phonological rules of Polish, even though the actual affixation is not ordered directly before the phonological rules. in Chapter 3 I suggest that prefixes are demoted to the status of morphemes in the morphological component, and hence before any of the cyclic rules apply. Now, in those cases where prefix restructuring occurs, the cyclic rule of epenthesis applies to insert a vowel in the environment created by the concatenation of the prefix plus the C -stem. Since, however, prefixes are
listed as part of the lexical entries of verbs, and since, furthermore, the restructuring process takes places in the morphological component, this means that the cyclic epenthesis rule is not fed directly by a morphological rule; the fact that the epenthesis rule applies here indicates that the environment counts as derived. We can conclude, therefore, that the environment created by the juxaposition of two adjacent morphemes may in fact count as derived, even when the input to the phonology is a fully derived morphological form.

## Chapter 3 <br> The Cyclic Component: Palatalization Rules

The term palatalization in Polish refers to several different series of consonant alternations affecting underlying labials, coronals and velars. Most generative work on the palatalizations has assumed that they are triggered by [-back] vowels and/or the [-back] glide [j]. The most thorough recent work on the palatalizations, Rubach (1984), claims that all but one of these processes are effected by cyclic rules which are subject to the Strict Cycle Condition. In this chapter I argue that many of the palatalizations are not, in fact, phonologically-conditioned, since the morphologically-derived environments in which they apply do not constitute a phonologically-defined class. I suggest, therefore, that the rules are morphologically-conditioned, but that they are nevertheless ordered in the cyclic component of the grammar. In addition, several vowel alternations are phonologicallyconditioned, but are restricted to applying only in a subset of words whose forms meet the structural descriptions of the rules which effect them.

Thus it appears that a great deal more morphological and lexical information needs to be stipulated in the phonology of Polish than has previously been assumed.

I begin the chapter by presenting the different serles of palatalizations. $\$ 2$ presents evidence that the palatalization rules are not phonologically-triggered, and $\$ 3$ argues in favour of the hypothesis that the rules are morphologically-conditioned rules of the phonology. Finally, in $\$ 4$,
lexical conditioning of phonological rules is discussed through an examination of four different vowel alternations.

## 1. The Palatalizations ${ }^{1}$

The underlying consonants of Polish given in Table 1 are repeated from Chapter 1 (see Chapter 1 for underlying feature representations):

TABLE 1: UNDERLYING CONSONANTS OF POLISH

| LABIAL | LABIO-DORSAL FRONT | CORONAL DENTO-ALVEOLAR | ALVEOPALATAL |  | CORONO-DORSAL |  | DORSAL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | PREPAL |  |  |
| $p$ f | $p^{\prime} f^{\prime} \quad W$ | $t s c$ | ¢ | § | $t^{\prime} s^{\prime}$ | J | k x |
| b v | $p^{\prime} \mathrm{V}^{\text {c }}$ | d z dz | dž | $z$ | $d^{\prime} z^{\prime}$ |  | g |
| m | $\mathrm{m}^{\prime}$ | $n$ |  |  | n' |  |  |
|  |  | r $\quad$ r |  |  |  |  |  |

This subsection describes the alternations affecting the underlying consonants, and is not concerned with the environments in which these alternations occur.

Of all the consonants in the underlying inventory, the labials have the least complicated palatalization properties. They undergo only one type of palatalization alternation, namely fronting or secondary palatalization.

[^36]Thus the outputs of Labial Palatalization are identical to the underlying palatal labials. Preceding all vowels but the high front [i], both underlying and derived front labials are usually pronounced with an off-glide; preceding other consonants and in word-final position, both types of front lablals are depalatalized² (in (1f), for exariiple, even though, as (ie) indicates, the morpheme $-c$ triggers palatalization, the palatalized [p'] surfaces as depalatalized):3
a. słup+e
swup'(j)e
'pole, l.sg.'
b. $\mathrm{rob}+\mathrm{i}+\mathrm{c}$
rob'ic
c. džev+e
džev'(j)e
'to make'
d. Żem+ist+y
zem'isty
'tree, l.sg.'
e. skqp+c
skgp'(j)ec
'sallow'
f. skgp+c+a
skgpca
'miser'
'miser, g.sg.'

The alternation undergone by lablals as a result of palatalization is represented in (2):
(2) Lablal Palatalization


2 This depalatalizaition occurs in der ived and under ived environments and is therefore due to a noncyolic process; I shall not discuss it further here.

3 All the examples in this subsection are given in intermediate forms, with the examples in the leftmost column being closer to under lying representations, and those in the rightmost column being closer to surface representations, In (1) the parentheses around [j] indicate that this segment is created in the course of cie derivation and is not underlying.

Three different types of palatalizations are assoclated with the coronal obstruents: Coronal Palatalization, lotation, and Affricate Palatalization. 4 in all three of these palatalizations, the affected consonants remain as coronals, but undergo changes in exact place and/or manner of articulation.

Coronal Palatalization adds a dorsal [-back] articulation to the dento-alveolar segments $/ t, d, s, z, r, \downarrow, n /$, changing them into corresponding [-back] corono-dorsals [t', d', s', $\left.z^{\prime}, r^{\prime}, l^{\prime}, n^{\prime}\right]: 5$
(3) Coronal Palatalization

Root
Place
Coronal
Dorsal

[-back]

As the examples in (4) and (5) indicate, however, the surface forms of palatalized coronals are not simply the coronals with a [-back] secondary palatalization derived by (3).
(4)
a. Kob'et+e
kob'jence
'woman, d./l. sg.'
b. $x o d+1+c$
xodžić
'to walk'
${ }^{4}$ A fourth coronal palatalization, Strident Palatalization, changes $/ \xi /$ or $/ x /$ into [ $\delta$ ]. 1 do not discuss this rule here:
8. $m y$ ž +1
mysi
'mouse, adj.'
b. $g r o s ̌+i v+0$
grosivo
'monetory unit, aug.'
c. kepeluš +1 isk +0
kepolusisko
'hat, aug.'
d. mnix +1
mnísi 'monks, m.pl.'

5 see Chapter 4 for evidence that the prepalatals are co-articulated coronal-dorsal segments.
c. s̃oste Šośe 'road, d./l. sg:
d. mroz+n+y mroźny 'icy'
(5)
a. Żon+e
b. obron $+c+a$
c. zasłan $+(\mathrm{j}) \mathrm{i}+\mathrm{aj}+\mathrm{q}$
d. $s t a r+(e) c$
e. $s t a r+c+a$
f. $k a r+(j) a+e$
g. škoł+e
h. stoł+isk+0

1. nasf'et $\}+(j) i+a j+q$
j. mebl+i

As I pointed out in Chapter 1, the corono-dorsal obstruents surface as prepalatal segments, characterized by the presence of a cavity under the tongue (i.e., as [+Lower Incisor Cavity]). The presence of this cavity is a predictable property of [-back] coronal obstruents, and is therefore assigned by means of a redundancy rule which applies in the noncyclic component of the grammar. Another predictable property of the palatalized coronal obstruents is that the stops surface as affricates. This affrication or spirantization of stops is a feature of all the palatalization processes of Polish (compare, lotation, and First and Second Velar Palatalization below). Again, since it is predictable, it can be represented by means of redundancy rules and does not need to be stated as part of the rules of palatalization.

The rule which supplies [+LIC] applies noncyclically at the word-level. We know that it applies noncyclically because it affects both morphemeinternal underlying corono-dorsals, and corono-dorsals appearing in derived environments which are derived by palatalization. We know that it applies at the word-level and not at the phrase-level because [-back] coronal
outputs of a rule of Surface Palatalization which is ordered at the phraselevel do not become [+LIC]. (6) gives examples of outputs of Surface Palatalization; these are secondarily palatalized coronal segments and not prepalatals:
a. bralt' i] Sostra
b. gwo[s' I]reny
'brother and sister' *[c i]
'Irene's voice'
*[si]

In the case of the palatalized sonorant coronals, the actual surface forms are different for each type of consonant. / $n$ / surfaces as a prepalatal [ń], both / $\$ /$ and $/ 1 /$ surface as [!'] before [1] and as [1] elsewhere, and,$\cdot 1$ surfaces as alveopalatal [ž] (5d) unless it is followed by a consonant (5e). The alternation between (5d) and (5e) provides evidence in favour of the hypothesis that Coronal Palatalization supplies a [-back] feature to coronal corisonarits, and that later redundancy or spell-out rules derive correct surface forins. If we assumed that / $r$ / went directly to [ž] , then we would also have to assume that the depalatalization which takes place preconsonantally changes the derived [ž] back into [r]. However, assuming that /r/first becomes [r'] makes it possible to state depalatalization as a simple delinking of [-back], a rule which also applies in the case of palatalized labials (see above) an i palatalized laterals.
lotation affects only the coronal obstruents and is only triggered by the segment [j] (see \$3.3). Following Rubach (1984), I assume that the inputs to lotation are coronal obstruents that have already undergone Coronal Palatalization. The outputs of lotation are less straightforward than those of Coronal Palatalization. /s',z'/ and the clusters /s't', z'd'/
 alveolar affricates $[c, d z] .6$

| a. zapras $+(\mathrm{j}) 1+\mathrm{aj}+\mathrm{q}$ | zaprašaj¢ | 'they invite, Sec. Impf.' |
| :---: | :---: | :---: |
| b. $k a z+(j) a+e$ | kaže | 'he orders' |
| C. pwat $+(\mathrm{j}) 1+\mathrm{e}$ | pwace | 'I pay' |
| d. $\mathrm{v}^{\prime}\|d+(\mathrm{j})\|+\mathrm{Q}$ | vidze | 'they see' |
| e. post $+(\mathrm{j}) \mid+\mathrm{Q}$ | poš̌̌q | 'they fast' |
| f. $g v^{\prime \prime} i z d+(j) i+e$ | gv'ižuže | 'I whistle' |

As in the case of Coronal Palatalization, the lotated forms of the coronal stops are affricates. The rule of lotation is given in (8). To make the statement of the rule as simple as possible, I assume that the clusters [ $\left.s^{\prime} t^{\prime}, z^{\prime} d^{\prime}\right]$ are perceived by speakers of Polish as [+cont]:

6 In a small number of verbs, all of which belong to Class 1 and most of which denote sounds, /t/ may be lotated to [ x ]. There is considerable lexical idiosyncrasy in that in some verbs the siveupalatal lotated form is the only possible alternant, in others it is the primary alternant, but coexists with the alveolar lotated form, and in still others it is rare.
a. turkot $+(\mathrm{j}) \mathrm{a}+\mathrm{e}$
turkoc e-turkoce
'it rumbles'
b. $\operatorname{rext}+(\mathrm{J}) \mathrm{a}+8$
rexce-rexce
'It grunts'

One of the characteristics of a large number of rural dialects of Polist is the mazurzenie or the regular replecement of the alveopalatals by the dento-alveolars (i.e., Standard Polish /z,zz, ̌, ç̌/ are pronounced [s,2,c, 叏]. Gladney ( 1983 ) suggests that in forms such as those in ( $a, b$ ) the regular output of lotation of $/ t /$, namely [c], is for some reason felt to be a mazurzanie pronounciation; the alveopalatal pronounciation is thus according to Gladney a hypercorrection.
(8) Iotation
Place

The redundancy rules for [ $\pm$ LIC] specify the [-anterior] output of ( 8 ) as $[+$ LIC] and the [+anterior] output as [-LIC].7

Affricate Palatalization ${ }^{8}$ affects only the alveolar affricates /c,dz/ changing them into alveopalatals [č,dž].
a. cuk'ernic $+k+a$
b. zajec +1 isk+0
c. $k s_{\imath}^{2} d z+1 k$
d. p'eńodz+n+y
cuk'ernička
zajqと̌ysko
ksę̨(d)žyk
p'eñę(d)žny
'sugar bowl, dim.'
'hare, aug.'
'priest, dim.'
'money, adj.'

7 As the examples in (4) and (5) indicate, [ [] also triggers Coronal Palatalization. Unlike the coronal obstruents, pelatal ized sonorsits have the same surface forms before [j] es they do in other polatalizing environments.

8 Affricate Palatalization was first proposed os a rule of Polish in Rubach ( 1984). Ear lier analyses of Polish (e.g., Lightner 1963, Steele 1973, Gussmann 1978, Laskowski 1975a) assume that the offricates which participate in Affricate Palatalization derive from underiying velars, and that "Affricate Palatalization" is thus actually application of First Velar Palatalization. The dental affricates [ $\mathrm{c}, \mathrm{c}$ ] are assumed to be derived by means of a rule of Progressive Velar Palatalization (or Baudouin de Courtenay Palatalization, named by Steele after the Slavic progressive palatalization from which this alternation descends). Rubsch argues that the progressive palatalization is not a synchronic rule of Polish and that therefore the affricates
 occur in exactly the same environments as First Velar Palatalization (see S2 and S3), I follow Rubach in assuming that there is a distinct rule of Affricate Palatalization.


In ( $9 \mathrm{c}, \mathrm{d}$ ) derived [ď̌ㄱ becomes [ž] as a result of a rule of Spirantization. Spirantization affects the voiced outputs of both Affricate Palatalization and First Veiar Palatalization (see below), in the environment of a preceding sonorant:
(11)
a. drob'azg+k drob'aždžek 'detail, dim.'
b. rog +k
rožek
'horn, dim:'
c. $\mathrm{skarg}+1+\mathrm{c}$
skaržyc
'to complain'

Velar consonants can undergo three different types of palatalizations.
First Velar Palatalization which is the most common velar palatalization, changes $/ k, g, x /$ to alveopalatals [č, dž, š] (recall that [dž] can surface as [ž]).
a. ręk + nilk ręčńlk 'towel'
b. $k z ̌ y k+e+c ́$
kžyčeć
C. płak+(j)a+e
pwače
'shout'
d. mazg+1+c
m'aždžic
'he cries'
e. śńeg+isk+0
śńežisko
'crush'
f. $\mathrm{lg}+(\mathrm{j}) \mathrm{a}+\mathrm{e}$
wže
'snow, aug.'
g. mux+e
muše
'he tells lies'
h. $u x+a s t+y$
n. uxtast+y ušasty 'ear, adj.'
'ply, d./l.sg.'
i. brex+(j)a+e breše 'he fibs'

The rule of First Velar Palatalization is given in (13). As in the case of Coronal Palatalization, and lotation, the fact that the stops become affricates as a result of palatalization is predictable and therefore not stated in the rule itself.
(13) First Velar Palatalization


Second Velar Palatalization changes the velar stops $/ k, g /$ to $[c, d z]$ in the environment of a small number of morphemes of the nominal inflectional system. In these same environments the velar fricative becomes an alveopalatal [š].
a. Žek+e
žece
'river, d./l.sg.'
b. v'elk+1
c. nog+e
velcy
'great, n.pl. m. adj.'
d. $\operatorname{drog}+1$
nogze
'leg, d./l.sg.'
e. mux+e
drodzy
'dear, n.pl. m. adj.'
muše
'fly, d/l.sg.'


Velar Fronting affects only the velar stops, causing them to become fronted to $\left[k^{\prime}, g^{\prime}\right.$ ]:
a. v'elk+ego v'elk'ego 'great, g.sg. m. adj:
b. drog+emu
drog'emu 'dear, d.sg. m. adj.'
(17) Velar Fronting

Root

Place
Dorsal


Rubach (1984) argues, on the basis of examples such as those in (18), that all the palatalizations presented in this section apply only in derived environments at the word-level (except Surface Palatalization). In (18) we see words in which underlying labials, coronals, or velars precede morpheme-internal instances of the [-back] vowel [e]. Since, as we have seen above, many of the morphemes in whose environments the
palatalizations do apply begin with initiai [e]'s, and since Rubach assumes that the palatalizations are triggered by front vowels, then the fact that the palatalizations do not apply morpheme-internally preceding [e] is taken by Rubach as evidence that the rules apply only in derived environments and are hence subject to the Strict Cycle Condition:
(18)
a. bez 'lilac'
b. deptać 'trample'
c. serce 'heart'
d. rexotać 'croak'
e. kelner 'waiter'
f. xerlavy 'sickly'

## 2. Palatalization in Morphologically-Derived Environments

In (19) are listed examples of palatalized consonants before suffixes whose initial segment provides the expected [-back] environment for palatalization; (20) shows cases where exactly the same consonant alternations as those found in (19) occur, but the suffixes are consonantinitial on the surface: ${ }^{9}$
a. $x w o p+i s k+0 \quad x w o p$ 'isko 'fellow, aug.'
b. $\quad r y b+i+a$
ryb'ja
'fish-like'
c. $\quad$ wot + ist+y
zwocisty 'golden'
d. stoł+isk+o stolisko 'table, aug.'
e. swug+1+c swužyc 'to serve'

[^37]f. gmax $+i s k+0$ gmašysko 'building, aug.'
(20)
a. pan+stv+0 państvo 'state'
b. ane ${ }^{\text {l }+s k+1 ~ a n e l s k i ~ ' a n g e l i c ' ~}$
c. ręk + ñik
d. $\operatorname{strax}+n+y$
e. $n o g+k+a$
ręčñik
strašny
nužka
'towel'
'terrible'
'leg, dim.'

Gussmann (1980), Rubach (1984) and many others have assumed that suffixes such as those in (20) have initial underiying abstract [-back] lax high vowels which trigger palatalization and which surface either as [e] or are deleted (see below for discussion). Evidence for the presence of a lax high vowel in consonant initial suffixes is claimed to come from the fact that two of the suffixes in (20), $-k$ 'diminutive', and $-n$ 'adjective', have alternants with surface [e]:
a. nog+k nužek 'leg, dim., g.pl.'
b. cuk'r+k
cuk'erek 'candy, n.sg.'
c. viin+n
v'ińen
'guilty, short-form adj., n.sg.'
d. $g o d+n$
godżen worthy, short-form adj, n.sg.'

If the consonant-initial suffixes were the only affixes in Polish without surface initial front vowels which trigger palatalization, then the nypothesis that they have abstract underlying initial front vowels would indeed explain their unexpected palatalizing properties. However, as I show in this section, the consonant-initial suffixes are not the only suffixes with unexpected palatalizing properties: not all front-vowel-initial suffixes trigger palatalization, and several back-vowel-initial suffixes do. Furthermore, following Gorecka $(1986,1988)$, I argue that the e $\sim \varnothing$
alternation seen in (21) is due to epenthesis, and not to the presence of an abstract underlying vowel. Postulating underlying initial front vowels for consonant-initial suffixes does not therefore explain the palatalizing properties of suffixes in general. We need an alternative hypothesis that accounts for the palatalizing properties of all Polish suffixes. Such a hypothesis is provided in $\$ 3$. Let us turn now to an examination of the palatalizing properties of suffixes. 10

### 2.1 The i-y Alternation

Polish has a number of morphemes which in initial position exhibit an alternation between [i] and [y]. As the examples in (22) show, some of these morphemes trigger palatalization (22a-f), whereas others do not (22g-n) (for the moment I specify all alternating iny's as 'I' in underlying representation):

| a. gmax $+I$ Isk+0 | gmašysko | 'building, aug.' |
| :--- | :--- | :--- |
| b. $k o t+I s k+0$ | koćisko | 'cat, aug.' |
| c. $0 s o b+I s t+I$ | osob'isty | 'personal' |
| d. perł+Ist $+I$ | perl'isty | 'pearl, adJ.' |
| e. student $+I$ | studenćl | 'students, n.pl. m.' |
| f. kozak $+I$ | kozacy | 'Cossack, n.pl. m.' |
| g. čarn $+I x$ | carnyx | 'black, g./l.pl.' |
| h. dobr $+I x$ | dobryx | 'good, g./l.pl.' |
| i. rIb $+I$ | ryby | 'fish, n.pl. f.' |
| f. mas $+I$ | masy | 'mass, n.pl. f.' |

10 Gussmann (1987) has independently arrived at several of the conclusions given here regarding the palatalizing properties of suffixes, and presents much of the same data. Since I had access to his paper before the final version of this chapter was written I have been able to refer to his work.
k. cex+I
l. curk +I
m. tań ImI
n. $\mathrm{mI} \uparrow+\mathrm{ImI}$
cexy
curk'
tanim'i
miswmil
'feature, n.pl. f.'
'daughter, n.pl. f.'
'cheap, i.pl.'
'nice, 1.pl.'

In works such as Gussmann (1980) or Rubach (1984), it has been assumed that the distinction between the two types of morphemes is due to a distinction in the underlying initial vowel: namely, those morphemes which trigger palatalization have an underlying /// and those which do not trigger palatalization have an underlying high unrounded back $/ y /$. In this subsection I show that the distinction between the two types of morphemes cannot be a distinction in the underlying representation of the initial vowel.

The most important argument against assuming an underlying distinction in $/ \mathrm{l} /$ and $/ \mathrm{y} /$ is that the two segments are in complementary distribution: [1] occurs in onsetless syllables, following [-back] segments, and following the velar stops, and [y] appears elsewhere.


The distribution of [i] and [y] is the same regardless of whether the preceding consonants are underlying or derived. In (22a), for instance, the underlying velar fricative is palatalized to the alveopalatal [š]; consequently, [y] rather than [i] surfaces in the initial position of the palatalizing morpheme. Conversely, in (22g, $n, 1, n$ ) [y] surfaces following
underlying unpalatalized coronals; following the velar stop $/ \mathrm{k} /$, however, in (221), an nonpalatalizing iny surfaces as [1]. There are no native or borrowed words in Polish that begin with [y]; in the environment following vowels, [i] rather than [y] surfaces, even in the case of one of the nonpalatalizing iny morphemes (e.g. Genua 'Genoa', Genui 'g.sg'; cf. ryba 'fish', ryby 'g.sg.').

The fact that both [i] and [y] surface after labials in word-internal positions has been taken as additional evidence that the two must be distinct underlyingly (cf., e.g., byc 'to be' and b'IC 'to beat'). Differences such as those between byc and b'ic were thus attributed to a distinction in the vowels, and not in the underlying labials (see Gussmann 1987 for discussion). However, the existence of words such as those in (24), in which the morpheme-internal occurrences of [-back] labials are unpredictable, provides evidence that it is necessary for independent reasons to assume that labials are underlyingly distinguished as [-back]:11

```
(24) a. vadr +0 'pall'
b. miud
'honey'
c. b'odr+o
'hip'
```

We can therefore assume that differences such as those between the two verbs are not due to a difference in the vowels, but rather to a difference in the onsets to those vowels. Rubach (1984) suggests that the underlying [-back] labials are really underlying labial+[]] sequences; with this hypothesis it is possible to assume both that there is no set of

[^38]underlying [-back] labials (thus the consonant inventory is kept smaller) and that labials can be distinguished as either [-back] or [+back]. In borrowed forms containing [b]+[1] sequences, these sequences are always interpreted as [b'i]. French bibliotheque 'library', for instance, has been borrowed into Polish as b'ibl'oteka. Although one could suppose that the initial labial in such forms is interpreted as a [bji] sequence, to which a rule removing the [j] then applies, it is more likely that in fact the sequence is intepreted as containing a [-back] lablal [b']. More important, there is a small set of words which has an underlying [-back] labial in stem-final position. In the nominative. sg., for example, the adjective root gwup' 'foolish' has the form [gwup'i]; if the root ended in a nonpalatal labial then one would expect the form [gwupy] (cf. gruby 'fat'). The root 'foolish' can thus be postulated to have one of two possible underlying forms: /głupj/, after Rubach (1984), or /głup'/. In \$2.4.2 I provide evidence that Polish codas are governed by constraints which prohibit sequences of stop+glides, and that epenthesis applles to break-up III-formed codas. Given the coda-constraints, we would expect that a sequence of stop+glide would undergo epenthesis if followed by a consonant-initial suffix (e.g., /lesbj+sk+1/ surfaces as lesbijski; 'lesbian' with an epenthetic [i] derived 'rom [e] in the environment of / $\mathrm{j} /$ ). /gwup+stv+0/, however, surfaces as gwupstvo and not as *gwupijstvo. The lack of epenthesis in this form can be accounted for if one assumes that there is no underlying final $[p j]$ sequence, but rather that the final segment is an underlying [-back] labial.

The velar fricative $/ x /$, in native words is always followed by $[y]$ both in underived and derived environments. 12 Comparing (22k) and (221), for example, indicates that in the same environment in which we get the sequence $\left[K^{\prime} i\right]$ with the velar stop, the velar fricative $+I$ sequence surfaces as [xy]. In borrowings, however, both [x'i] and [xy] are found (examples are frum Gussmann 1987; the [ h ] in these forms is interpreted as a velar fricative):
a. hycel 'dog-catcher'
b. hymn
'hymn'
c. x'iny
d. h'ipnoza
'China'
e. h'ig'ena
'hypnosis'
'hygiene'

Gussmann suggests that the surfacing of [1] following [ $x$ ] in a small subset of cases is due to a [-back] diacritic lexically marked on the roots. This is equivalent to saying that a [-back] /x'/ is a marginal segment in the underlying inventory of Polish.

Given that [1] and [y] are in complementary distribution and that their distribution following labials can be attributed to a distinction in the underlying labials and not to an underlying distinction in [i] and [y], we can conclude that [1] and [y] are surface variants derived from one underlying representation. We need now to consider how the surface variants are derived.

[^39]Gussmann (1987) proposes the following analysis for the distribution of iny. ${ }^{13}$ He argues that /i/ is underlyingly unspecif ied for [back]; in fact, he postulates that all the vowels of Polish are underspecified for [back] and are distinguished only by [high], [round], and [low]. Prepalatal consonants and [-back] labials are specified as [-back] in underlying representations whereas other consonants receive the value [+back] by means of a rule of Consonant Backness which states that a consonant unspecified for [back] is [-back]. A rule of Surface Velar Palatalization assigns the feature [-back] to the configuration: velar stop + [-round, -low] vowel. Finally, the value for [back] is supplied to the underspecified vowel /I/ by one of two rules, Backness Linking, which causes the vowel to assimilate the [back] value from the preceding consonant, or Vowel Backness, a default rule that supplies [-back] to [-round] vowels and [+back] to [+round] vowels.

The [-back] consonants of Polish are the [-back] lablals and the prepalatals. In both cases we can justify specifying these consonants as [-back]: in the case of the labials this is the primary feature which distinguishes the [-back] labials from the nonpalatal labials; in the case of the prepalatals, a process of decomposition (discussed in Chapter 4) decomposes these segments into [j] plus consonant (e.g., /słonce / [swojnce] 'sun'), indicating that they are coarticulated coronal-dorsal segments.

[^40]Specifying the nonpalatal labials as [+back], however, is more difficult to justify. There is no evidence of coarticulation in these cases. in fact, in Gussmann's analysis the [+back] feature is used as a diacritic to make a symmetrical rule of [tback] assimilation. Gussmann's analysis of the iny alternation also relles cruclally on the assumption that Polish vowels are unspecified for [ $\pm$ back] at the underlying level. Recent work in underspecification theory by Steriade (1987) and Calabrese (1988) suggests that segments should be specified at the underlying level for those of their features which are distinctive. For a typical 5 vowel system, such as that of Polish, it is generally assumed that it is [ $\pm \mathrm{back}$ ] which is the distinctive feature in the non-low vowels and not [ $\pm$ round]. And in fact, given that in Polish the feature [-back] is distinctive for the consonant system it would be very surprising if it played no underlying role in the vowel system.

The distribution of the high vowel variants suggests that Polish has an underlying phonotactic constraint against the appearance of [i] in a syllable in which the onset is not [-back]. If this is the case, then we must assume that different classes of segmenis which violate this constraint resolve the violation differently. In the case of the velar stops, the ungrammatical sequences ${ }^{*}[k 1]$ and $*[g 1]$ are fixed up by fronting the velars (probably by delinking the dorsal node from the velar and spreading the dorsal node of the vowel creating a structure linked through the dorsal node; this may be an Obligatory Contour Principle effect (see, for example, McCarthy 1986)); thus from $/ \mathrm{ki}, \mathrm{gi} /$ we get $\left[\mathrm{k}^{\prime} \mathrm{i}, \mathrm{g} \mathbf{i}\right]$. In the case of the nonpalatal labials, the nonprepalatal coronals and [x], the sequences ${ }^{*} \mathrm{Cl}$ are fixed up by delinking the [-back] value of the vowel. Later (default) rules specify the high unrounded vowel as both lower and retracted in relation to [i]. In those cases where [1] surfaces word-initially or following a vowel the constraint does not apply
since there is no onset and consequently no delinking of the [-back] value of the vowel is required. Making the appearance of [i] dependent on a [-back] consonant exclusively avoids postulating [+back] specifications where there is no phonetic evidence for them. It also makes it unnecessary to assume the underspecification proposed by Gussmann for the vowels. The processes which effect the retraction of $/ \mathrm{I} /$ must be noncyclic as they affect both word-internal instances of /i/ and /i/ which occurs in environments derived by affixation. Since they are noncyclic, the fact that they apply after all they palatalization rules have applied is accounted for without additional stipulation.

Whatever the correct analysis of the iny alternation, it is clear that the two segments are in complementary distribution and that therefore the occurrence or lack of palatalization in the environment of morphemes exhibiting inis alternation in initial position cannot be accounted for by postulating an underlying distinction in $/ 1 /$ and $/ \mathrm{y} /$. Additional evidence that this is the case comes from morphemes which exhibit the iny alternation but have variable palatalizing properties. Before the morpheme but not Coronal Palatalization occur. Notice also that we find [ $\left.x^{\prime} 1\right]$ and not the expected [xy] $h_{1}$ (26d).
(26)
a. graf'ińi
'wife of a graf'
b. gospodyńi
'landlady'
c. čwonk'ińi 'member, f.'
d. monarx'ini 'monarch, f.'
e. doradčyńi 'adviser, f.'
(cf. doradca 'adviser')

Rubach (1984) postulates that this morpheme has an underlying initial $/ y /$ and that therefore it does not trigger Coronal Palatalization. He assumes, however, that it does trigger a rule, that he calls Fronting, which causes $/ y /$ to become (i] following velars (in this case including the velar fricative). While this analysis certainly accounts for (26b, c, d), it cannot explain why the labial is palatalized in (26a) and why the affricate /c/ is palatalized to [ C$]$ in (26e) since, under this analysis, the morpneme provides no environment which could trigger any palatalization rules. Another morpheme which exhibits behaviour similar to that of - if $-/$ is the Latinate -ist-a (not to be confused with the Polish -ist-y before which palatalization always occurs):
a. sylab'ista
b. balladysta~ballackzista
c. millitarysta
d. frank'Ista
e. anarx'ista
'author of syllabic verse'
'writer of ballads'
'militarist'
'member of an 18th C. mystic sect' 'anarchist'

This morpheme has the following properties: palatalization of the labials always occurs before it, palatalization of coronals occurs in some cases but not in others (witness the alternative form in 27b), and fronting of the velars, but not First Velar Palatalization takes place. Again it is necessary to assume that the underlying representation of this morpheme has an initial /I/, even though palatalization does not occur before it in all cases. If we assumed that it had an underlying /y/ws. would not be able to account for the different palatalization effects.
$-1 n^{-1}$, , -ist-a, and the morphemes in (22) must thus be postulated to have initial underlying $/ 1 /$. Their palatalizing properties are therefore
independent of their underlying representation. This independence of phonological form and palatalizing properties is seen in other types of morphemes as well.

## 2.2 e-Initial Suffixes

Consider another set of morphemes beginning with a front vowel: e-initial morphemes. There are three types of e-initial morphemes (excluding both the verbal 'Ist sg.' and the nominal 'acc.' $e$ which never trigger palatalization of any kind): before one we find Labial Palatalization, Coronal Palatalization of both sonorants and obstruents, and Second Velar Palatalization (28a-c); before another, Labial Palatalization, Coronal Palatalization and First Velar Palatalization (28d-f); before a third, only Velar Fronting ( $28 \mathrm{~g}-1$ ):

| a. zęb+e | zęb'e | 'tooth, l.sg.' |
| :--- | :--- | :--- |
| b. Kot+e | koce | 'cat, l.sg.' |
| c. ręk+e | ręce | 'hand, d./l. sg.' |

d. $s i v+e j+q$
siv'ejq
'they become grey'
e. wys $+\mathrm{e}+\mathrm{t}$
wyśejg
'they become bald'
f. villk $+e+c$
villéec
'to become wolf-like'
g. zęb+em zębem 'tooth, i.sg.'
h. kot+em
kotem 'cat, i.sg.'
l. krok+em
krok'em 'step, l.sg.'

Rubach (1984) has postulated that Second Velar Palatalization is marked to occur in the environment of only a few morphemes with initial front vowels, including the e-initial morphemes in (28a-c); First Velar

Palatalization applies in all the other palatalizing environments. He has accounted for the third set of morphemes by postulating that they have an initial underlying mid back unrounded vowel $/ \gamma /$ which is pronted to [e] in the environment of the velars and then later, at the phrase-level (see Rubach and Booij 1987) triggers the fronting of the velars.

There are only a few morphemes of the language for which underlying $/ \gamma /$ would need to be postulated. Rubach does argue that the postulation of an underlying $/ \gamma /$ is independently motivated by certain facts about nasal vowels. Nasal vowels can alternate between surface [ $\ell$ ] and [ę] in verbs and in nouns (e.g., sklewam - sklow 'I swore - he swore; zob - Zebjf 'tooth: nom.sg.-- nom.pl.; see §4). To account for the alternations in the verbs, Rubach proposes that underlying lax high vowel+nasal becomes $\gamma+$ nasal, and that this $[\gamma]$ is later spelled out by a noncyclic rule of Vowel-spellout ([ $\gamma]$ -$-\lambda 0] / \ldots C C^{*},[\gamma]-x(e]$ elsewhere $)$. In the case of the nouns, Rubach initially postulates that some nouns contain $/ \gamma \mathrm{N} /$ in underlying forms, and that this $/ \gamma /$ is spelled out post-cyclically (only 16 nouns actually require $/ \gamma /$ underlyingly). Later in the book, however, he argues that if syllablestructure is taken into consideration, then no $/ \gamma /$ is required to account for the nouns exhibiting nasal vowel alternations, but that, instead, nouns too can be analyzed as containing underlying high lax vowel+nasal sequences. Rubach thus argues in favour of postulating an underlying $/ \gamma /$ in morphemes such as those in (28g-1) on the basis that such a vowel is needed to account for nasals, in any case; however, he undermines his own argument by arguing later that $/ \gamma /$ is not needed to explain nasal vowel behaviour. More important, in Chapter 41 argue that nasal vowels are not vowel+nasal sequences. Rubach's analysis is therefore inadequate in accounting for nasal
vowels and cannot be considered independent evidence for the postulation of a mid unrounded vowel.

Rubach claims that the underlying form of both morphemes which are spelled $-e_{2}$ ' 1 p sg. pres.' and 'acc.sg.f.' is $/-\gamma \mathrm{m} /$ ( $p$. 146). Although he does not return to these morphemes later in the book, when he argues that z+nasal sequences are really high lax vowel+nasal sequences, his statement of the Vowel-shift and Vowel-Spellout rules would not be able to derive the surface forms of these two morphemes if they contained underlying high lax vowels. I therefore conclude that he intended to have both these morphemes represented as $/-\gamma \mathrm{m} /$ in underlying form; if this is true then they have the same underlying forms as that postulated for -em 'i.sg.' in (28). However, Rubach's rules do not derive the correct surface forms in those cases where the $-\varepsilon$ morphemes are affixed to velar-final stems. Thus, drog $^{+} \varepsilon^{\prime}$ road, acc $s g^{\prime}$ has the following derivation:

| (29) |
| :--- |
| Fronting |
| Lab/Vel j-ins |

Surf. Pal. other rules

## $/ d r o g+\gamma m /$ <br> e <br> J

$g^{\prime}$
$\emptyset$
*[drog'e( $\tilde{W})] \quad c f . \quad[d r o g e(\tilde{W})]$

The correct form has no fronting of the velar. Rubach cannot derive or explain the difference between the alternation occurring in the environment of $-\rho$ and the alternations occurring in the environment of -em and morphemes like it. Similar problems would face any analysis that tried to account for the difference in the palatalizing properties of the e-initial morphemes in terms of different underlying representations.

The e-initial morphemes thus present a similar puzzle to that posed by the 1 -initial morphemes, namely although they all seem to have the same initial segment, they have different palatalizing properties. In fact, as it turns out the same conclusion can be drawn for back-vowel initial suffixes.

### 2.3 Back-Vowel Suffixes

As far as back-vowel suffixes are concerned, while palatalization does not occur in the environment of all such suffixes (e.g., -ov or -av never trigger palatalization), it does occur in the environment of suffixes beginning with all three back vowels, [u], [0] or [a].
a.
a. torb+ast+y
torb'iasty 'baggy'
b. $k f f^{\prime} a t+a s t+y$
kf'acasty
C. kžak+ast+y
kžačasty
d. palc + ast $+y$ palčasty
e. farb+až
f. $g r a b+a z$
farb'až
grabaž
vewriaz
n. p'ls + až
l. dax $+a z$
p’saž
daxaž
fajčaž~fajkaž
j. fajk+až
k. xleb+ak
l. słom+ak
m. ps+ak
xlebak
swom'ak
pśak
n. łys+ak
0. mlek+ak
wysak
p. twust+ox
twuscox
q. upart+ux
uparćux
'flowery'
'bushy'
'digltal'
'colourer'
'grave-digger'
'wool maker'
'writer'
'rooter'
'pipe-smoker'
'haversack'
'straw bee-hive'
'pup'
'bald man'
'suckling'
'fatty, squab'
'stubborn one, dim.

With the exception of the adjective suffix -ast-y in whose environment labials, coronals, velars and affricates always palatalize, the palatalizing back-vowel suffixes have variable palatalizing properties. For instance, labials and coronals are more likely to be palatalized in the environment of -až 'nom.', than are velars (see Gorska 1985); by contrast, before -ak 'nom.' velars are always palatalized, whereas coronals are palatalized less often, and lablals less often still. Coupled with the fact that palatalization does not occur in the environment of all front-vowel suffixes, the fact that palatalization may occur in the environment of backvowel suffixes suggests strongly that the palatalizing properties of suffixes are independent of their underlying phonological form. In earlier work on Polish, various hypotheses have been proposed to account for the palatalizing properties of back-vowel suffixes. Rubach (1984), for instance, assumes that the lexical representations of these morphemes contain initial back-vowels and that [i] is inserted into morpheme-intial position by an allomorphy rule in lexically governed contexts. Górska (1985) also suggests that [i] is inserted, but she considers that the insertion is partly phonologically determined and that the inserted [i] is an "inter-morph" inserted between the stem and the back-vowel suffix. If all other environments in which palatalization takes place contained front vowels, then we would be justified in considering solutions such as those of Rubach and Górska. As we will see next, however, palatalization also takes place before consonant-initial suffixes.

### 2.4 Consonant-Initial Suffixes: The e~0 Alternations

There is at least one consonant-initial suffix which is nonpalatalizing: - l'iv-y 'adj.' In the environment of this morpheme we find unpalatalized labials, coronals and velars. Only the two coronal fricatives $/ \mathrm{s} /$ and $/ \mathrm{z} /$ surface as prepalatals before -liv-y. This palatalization of the fricatives is clearly due to the noncyclic rule of Palatal Assimilation discussed in Chapter 2 by which /s/ and /z/ become [ $\$$ ] and [ $\langle$ ] in the environment of fronted coronal sonorants and obstruents (see Ch. 2, S2.5.1):14
a. osob+l'iv+y osobl'ivy 'peculiar, singular'
b. Škod+lilv+y Škodl'ivy 'harmful'
c. jęk + lív+y jęklivy 'whining'
d. kox+l'iv+y koxl'ivy 'amorous'
e. zaraz+l'iv+y zaraźl'ivy 'infectious'

We have already seen consonant-initial suffixes in whose environnients palatalizations take place. Before all of them except the diminutive $-k$, Labial Palatalization, Coronal Palatalization, and First Velar Palatalization occur. Before the diminutive morpheme neither labials nor coronals are palatalized. 15 in the environment of $-k$, First Velar Palatalization and Affricate Palatalization do occur.

[^41]a. snop+ek snopek 'small sheaf'
b. $k o t+k+a$
c. $u x+k+0$
d. $\operatorname{arog}+k+a$
e. zajqc + k
kotka
uško
aružka
zajqček
'small cat, g.sg.'
'small ear'
'small road'
'small hare'

## The existence of suffixes which trigger palatalization, but which on

 the surface have initial consonants has been explained by assuming that Polish has underlying lax high vowels, front /T/ and back/F/ (see Gussmann 1980, Rubach 1984; also for an earlier analysis along these lines see Laskowski 1975a). This hypothesis requires rules that lower the high vowels to [e] in environments preceding another lax high vowel, and that delete the vowel elsewhere. Such abstract vowels have also been postulated to account for e~ø alternations such as those in (33):16,17palatalized liquid /r/ Defore a consonant (cr. stazar' 'old man', starca 'g.sg.'). Depalatalization of coronal prepalatals is, to some extent, morphologically restricted since, although it takes place in the environment of most consonant-initial suffixes, it does not take place in the environment of -c as does depalatalization of [ $r^{\prime}$ '] (cf. kastere 'skeleton, kostia ' $\mathbf{g} . \mathrm{sg}$.'). Depalatalization is ordered after the palatalization rules since it affects the outputs of these rules.
$16 V-\varnothing$ alternations are characteristic of all Slavic languages; but in different languages the "fleating" vowel may have different surface forms. The alternation has its roots in the fall of the Common Slavic short vowels known as yers-rb, the back yer, and 8 , the front yer-by which a yer in a metrically weak position was delated and a yer in a metrically strong position followed by another yer remained. In Polish the strong yers developed into [e]. After the historic foll of the yers (which occurred around the 11 th century; see Kuraszkiewicz 1972), the alternation of a vowel with zero took on a life of its own in the sense that many borrowings into Polish were reanalyzed in such a way as to contain the alternation. English 'sweater', for instance, has the forms sveter 'n.sg.', svetra 'g.sg.'

17 Recently several alternatives to the lax high vowel hypothesis have been proposed, Spencer (1986), for example, has suggested that these vowels are actually underlying empty yslots which are either assigned the features of a default vowel [e], or are deleted (a similar position is adopted in Gussmann's latest work (1987)). Such a hypothesis involves the further assumption that the palatalizations are not triggered by these vowels. Kenstowicz and Rubach (1987, for Slovak) and Rubach and Boolj (1987, for Polish) argue that the yers are floating yowels, specified on the melodic tier with no underlying position on the skeletal tier.
a. mg'ew
b. pweć
c. v'ertew 'borer, g.pl.'
'carrot'
mgw+a n.sg.
pwć+1 'g.sg.
v'ertw+0 'n.sg.:
marxv+1 'g.sg.'

It has been claimed that the position of the e~0 alternation in a word is unpredictable and must therefore be specified underlyingly. In this section I examine evidence provided in Gorecka $(1986,1988)$ that the position of the e~ø alternation is in fact governed to a great extent by constraints on syllable structure. I conclude that Gorecka is correct in assuming that the e~ø alternation is in fact the result of epenthesis. Given that the lax high vowels are not needed to account for e~ø alternations, the argument that seemingly consonant-initial suffixes before which palatalization takes place have initial lax high vowels is considerably weakened. 18

Rozwadowska (1987) does not specify what the form of the vowel(s) underlying the alternation is, but she proposes that rather than being trigeered by the presence of a following vowel, the surfacing of [e] is dependent on syllable-structure and in particular on whether or not it appears in a closed syllable.

18 other properties of Polish which are accounted for by making cruciel reference to the presence of underlying lax high vowels include the nasal vowels and nasal-vowel front-back alternations, the distribution of allomorphs of the imperative morpheme, and the blocking of certain processes scross affix boundar ies (see Gussmann 1980, Rubach 1984, Nykiel-Herbert 1985, Szpyra 1986, and Rubach and Boolj 1987). I discuss alternative analyses of these properties elsewhere in the thesis. In Chapter 4, I show that the nasal vowels are underlying nasal diphthongs and not lax high vowel -nasal sequences. Bethin ( 1987) has argued that the distribution of the imperative is syllable-dependent and not dependent on lax highi vowels (see below). And, in Chapter 2, I argued that prefixes are phonological words and that it is for this reason that various processes do not apply in their environments.

### 2.4.1 Constraints on Codas

Gorecka $(1986,1988)$ shows that the position and occurrence of the e~® alternations (in the nominal system in particular) is correlated with constraints on the forms that syllable codas can have in Polish (see \$2.4.2 for some discussion of syllabification rules). Specifically, e~0 alternations occur stem-finally between consonants which, if they cooccurred in the same coda, would violate either the Sonority Sequencing Parameter ${ }^{19}$ or a constraint on the cooccurrence in a coda of two sonorant segments$*[l+$ son $][+ \text { son } l]_{c o d a}$. Conversely, e $\sim \emptyset$ alternations are rarely found between consonants whose cooccurrence in a coda violates no constraints. Compare the forms in (34) and (35):

| a. Sv'atwo | 'light' | sv'atew | 'g.pl.' |
| :--- | :--- | :--- | :--- |
| b. gumno | 'barn' | gum'en | 'g.pl.' |
| c. sosna | 'pine tree' | sosen | 'g.pl.' |

(35)
a. blask 'glare'
b. skrypt 'script'
c. žart 'joke'

In (34a, c), the stem-final consonant is more sonorous than the consonant preceding it; if the two consonants were in the same coda, then the Sonority Sequencing Parameter would be violated. In (34b) the two stem-final consonants are sonorants; their inclusion in the same coda would

[^42]violate the $*[l+$ son $][+$ son $]]_{\text {coda }}$ constraint. In (35) in all three examples the final consonant is either less sonorant, or of equal sonority to the consonant preceding it and therefore the two consonants can occur in the same coda. The correlation between coda-constraints and the occurrence of e $\sim \varnothing$ alternations is seen most clearly in polysyllabic nominal roots as illustrated in Table 2.

TABLE 2: OCCURRENCE OF [E] BETWEEN 2 FINAL CONSONANTS OF POLYSYLLABIC STEMS 20

| $\text { ist } C^{2 n d C}$ | Stop | Fricative | Nasal | Liquid | Glide |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Stop | no | yes | yes | yes | yes |
| Fricative | no | no | yes | yes | yes |
| Nasal | no | no | yes | yes | yes |
| Liquid | no | no | yes | yes | yes |
| Glide | no | no | yes | no | data |

Exceptions to the pattern exhibited in Table 2 do occur. Thus we find [e] alternations between two consonants which violate neither codaconstraint (e.g., valk+a 'fight'~ valk 'g.pl., but valec $+n+\gamma$ ), and $\emptyset$ occurs in positions in which [e] is predicted (e.g., kolumn 'column, g.pl.', Dubr 'beaver'). More exceptions of the latter type occur than of the former type. In addition, the exceptions of the latter type are to a great extent systematic. Thus, for example, roots or stems ending in $[k, s, v, r]$ and the nasals may exhibit exceptional behaviour. [m]-final stems, for instance, never contain [e] between the last two consonants in word-final position (e.g., tasm, rekkop'ism, plazm). In other cases, whether a stem behaves

[^43]exceptionally is more arbitrary (as in the case of [r]-final stems), and is partly dependent on the grammatical or lexical category of the stem. Final stop $+[v]$ sequences, for example, are not split by [e] (even though they violate the SSP) in masculine and neuter nouns, but in feminine nouns [e]'s occurrence is either optional or obligatory. As Gorecka points out, an important fact about the exceptions to the coda-constraints is that they are largely confined to word-final position. In a position preceding a suffix, words whose final consonant cluster violates a constraint almost invariably surface with [e] even if this [e] is not present in underived forms. The underived forms of the left column in (36), for example, violate the constraints, whereas corresponding derived words do not. $(36 f, g)$ illustrate examples of words in which [e] shows up in buth word-final and wordinternal position:
(36)
a. form 'form'
b. kolumn 'column'
c. sarin/saren 'deer, g.sg.'
d. litv 'lithuanian,g.pl.'
e. srebr 'silver,g.pl.'
foremny 'adj.'
kolum'enka 'dim.'
sarenka 'dim.'
litevka 'dim.' 21
sreberko 'dim.'

The fact that [e] does not always surface in word-final positions but does surface when followed by derivational affixes leads Gorecka to suggest that some word-final consonants may be extrasyllabic and thus not visible at the time when the coda-constraint violations are fixed up.

The hypothesis that the e~ø alternations are represented underlyingly by segments or $V$-slots and may be deleted cannot account for the

[^44]distributional regularities exhibited in Table 1. Under such a deletionhypothesis, the fact that no e $\sim \varnothing$ alternations ever occur in a consonant cluster in which the final consonant is a stop, for instance, is simply an unexplained oddity. In contrast, if it is assumed that the alternation is due to a rule of epenthesis, this fact is both explained and expected.

The e~0 alternation is not the only process of Polish which is governed by constraints on coda-formation. The forms of the imperative and comparative morphemes are governed by the coda-constraints as well (Bethin1987, and Rubach and Boolj 1987, who follow Bethin). Both morphemes have two surface forms, 0 or $-i j / y j$ in the case of the imperative, and $-s^{*}$ or -ejs in the case of the comparative. In both cases the syllabic form is chosen if the fitwal consonant c'uster of the preceding stem would violate one of the coda-constraints, otherwise the asyllabic alternant is chosen. Examples are given in (37)-(40) (see § 3.3.2 for an analysis of the imperative):
(37) infinitive imperative
a. uštyvnic uštyvnij 'stiffen'
b. rozdrobnic
rozdrobnilj
c. UJažmićc
ujažm'l!
'crumble'
d. naglic
nagl'ij
e. upraktyčnić
upraktyčnilj
'subJugate'
a. ureelbić
b. vetpic
uv'elb
vetp
zviliz
'urge'
'make practical'
(38)
'adore'
c. zvillžyć
comparative
a. Cemn+y
cemńtejš̀y ' 'dark(er)'
b. medr+y
medž $\times \mathrm{e}^{\mathrm{s}} \mathrm{s}+\mathrm{y}$ - 'wis(er)'
a. tvard $+\mathrm{y} \quad \mathrm{tvard}+\varsigma^{〔}+\mathrm{y} \quad$ 'hard(er)'
b. prost+y
prost+š̀y 'simpl(er)'

The fact that the coda-constraints play a role in several different areas of Polish provides additional justification for the argument that they determine the position of the e $\sim \varnothing$ alternation and that this position is therefore predictable. I conclude that the e~ø alternation arises as a result of epenthesis.

### 2.4.2 Epenthesis

The fact that the e $\sim 0$ alternations occur consistently in monomorphemic roots between consonants whose inclusion in the same coda would violate one of the two constraints on codas discussed in \$2.4.1 is not the only predictable property of the distribution of the alternations. As Gorecka also points out, the alternation always appears before (or after) the edge-most consonant in a sequence of consonants. In the following examples, for instance, e $\sim 0$ appears in the environment CC_C, but not in the environment C_CC. In prefixes, furthermore, it always appears following the leftmost consonant.
a. pwec
b. krev
c. pañtstev+k+o
d. $z e+r v+a+c \quad$ 'tear off'
'sex'
'blood'
'nation, dim.'
pwét
krv'1
pań+stv+o
z+ryv+a+ć 'tear off, SI'

In addition, as we saw in Chapter 2, the e $\sim \varnothing$ alternation occurs in prefixes only before verb roots which have asyllabic alternants. In this
subsection I briefly present Gorecka's account of epenthesis $(1986,1988)$
and discuss a consequence of this analysis for the prefix restructuring
postulated in Chapter 2.
Following Steriade (1982), Gorecka assumes that Universal Grammar provides three basic syllabification processes: the CV Rule which puts one consonant together with a following vowel, the Onset Rule, which adjoins unsyllabified consonants to the left of the CV sequence, and the Coda Rule which incorporates consonants to the right of the CV sequence into the Rhyme. She also assumes that Polish has a Resyllabification rule that may override previously-assigned syllable structure. Following Kiparsky (1985), she assumes that the CV, Onset and Coda rules are not constrained by Strict Cyclicity, since they are structure-building, but that Resyllabification and Epenthesis are constrained by Strict Cyclicity, since they are structurechanging (see Chapter 1 for a brief discussion of the difference between structure-building and structure-changing rules). ${ }^{22}$

[^45]Consider the examples in (42) and (43).
(42)
a. las+ek 'small wood'
las $+\mathrm{k}+\mathrm{u} \quad$ 'g.sg.'
b. vortek 'small sack'
vortk+a
'g.sg.'
c. gońtec 'errand-boy'
goń+c+a 'g.sg.'
(43)

| a. blask | 'glare' | blask +u | 'g.sg.' |
| :--- | :--- | :--- | :--- |
| b. kark | 'nape' | kark+u | 'g.sg.' |
| c. sworic | 'sun,g.pl.' | swon'c+e | 'n.sg.' |

In (42) we have epenthesis applying between two consonants which, as the examples in (43) testify, could form a well-formed coda. The difference between the two sets of forms is a difference in derived and underived environment, respectively: in the first set the final consonant is a monoconsonantal suffix and thus provides a derived environment, while in the second set, the final consonant is included in the monomorphemic root
$a d+r y+a+c$ can be derived just as well on the assumption that lax high vowel-lowering applies noncyclically as on the assumption that it applies cyclicaily. There are two verb forms, however, which show that Lower may indeed be cyciic, if one accepts Rubach's assumption about the lastcyclic status of prefixes (which, as Pesetsky (1979) and others have pointed out is a morphologically unjustified structure): these are forms like /[ VE [šEd $+\uparrow+a]$ ]/ veots 'she came in' vs. /[vE+[క̌Ed+i+E] ]/ rseaff 'he came in' (the same facts are found in the case of the root sEx 'dry'; 'E' denotes a lax high vowal). According to Rubach, in the case of the masculine singular, if the rules apply cyclically, on the innermost brackets first, then the correct form is derived. A third argument suggests that Lower is subject to Strict Cyclicity. In the morpheme -Estev found in paristivo - paristerka 'nation, dim.' the first lax high vowel never surfaces although its presence is assumed because the morpheme trigers palatalization of preceding consonants. If the rules applied noncylically, then one would expect the first lax high vowel to surface. However, If one assumes that Lower is subject to Strict Cyclicity then the first lax high vowel should not surface because it never appears in an environment that is derived. I show below that although this morpheme does trigger palatalization the fact that it does so is not due to the presence of an initial lax high vowel. Thus, the argument that Lower is subject to Strict Cyclicity becomes less compelling. The other three arguments presented by Rubach are not as significant as the three just discussed.
and hence the environment is underived. Given that Epenthesis is a structure-changing rule and is therefore subject to Strict Cyclicity, the fact that it does not apply in an underived environment is not surprising. What needs to be explained, however, is why Epenthesis applles before $-k$ and $-c$. If one assumes that the syllabification rules are ordered before Epenthesis, then on the second cycle monoconsonantal obstruent suffixes like $-k$ and $-c$ could get syllabified into the same coda as preceding stemfinal consonants. Gorecka accounts for the fact that such suffixes do not get syllabifled with preceding consonants by assuming that cyclic Epenthesis is ordered before the Coda rule. At the point at which Epenthesis applies, then, a monoconsonantal suffix is unsyllabified, and therefore stray, and can trigger Epenthesis. Polyconsonantal suffixes such as -sk 'aug.' in Cel+sk+o 'carcass' ~ Celsk'g.pl.'do not trigger Epenthesis. Given that Epenthesis always applies in the environment of an edgemost consonant, it does not insert a V -slot preceding a bi- or tri-consonantal suffix (see 4 lb ). Moreover, a V-slot cannot be inserted cyclically before the final consonant of such a suffix, since it is prevented by Strict Cyclicity, from applying morpheme-internally.

From the examples in (42) we can see also that whether or not [e] surfaces depends on the phonological material supplied on a later adjacent cycle. Specifically, [e] does not surface in those forms in which the consonant before which Epenthesis could apply is syllablifled into the onset of a syllable created on a later cycle. Other examples are given in (44):
a. mg'ew
b. sen
C. sf'atew 'light, gpl.'

| mgw+a | 'n.sg.' |
| :--- | :--- |
| snu | 'g.sg.' |
| sf'atw+o | 'n.sg.' |

To account for the fact that the surfacing of $[\mathrm{e}]$ is dependent on the foilowing cycle, Gorecka proposes that epenthesis takes place in two steps: first, insertion of a prosodic element, a vowel slot, and second, insertion of a melody. Feature-Filling, by which the melody is inserted, is assumed to apply at the phrase-level and to be dependent on the syllabic status of the following consonant: if the consonant following the inserted V -slot is syllabified as part of the following syllable, Feature-Filling does not apply. Resyllabification must thus apply to the consonant following an inserted prosodic slot to resyllabify it from a coda to an onset. Since the [e] derived by Epenthesis and Feature-filling triggers the noncyclic rule of Velar Fronting (see $\$ 4.3 .3$ ), I suggest that it is ordered in the noncyclic component and not, as Gorecka suggests, at the phrase-level.

| lasek | lasku |
| :--- | :---: |
| 'small forest' | ' g.sg.' |
| las $+k$ | las $+k+u$ |

ROOT

CV,On
Co

## $\stackrel{\text { las }}{V}$



Cycle A
CV, on
EP
Co
Cycle B CV,On,Resyllab.
Ep
Co

## Noncyclic

F.F.
lasek lasek

-
lasku

In order to account for forms such as those in (44) and (46) below, in which Epenthesis applies morpheme-internaily, Gorecka proposes that the epenthesis rule also applies noncyclically
(46)

| a. sen | 'sleep' | $s n+u$ | 'g.sg.' |
| :--- | :--- | :--- | :--- |
| b. v'ader | 'pail, g.pl.' | v'adr+o | 'n.sg.' |
| c. p'es | 'dog' | ps+a | 'g.sg.' |

Gorecka's rule of Epenthesis, given in (47), states that a nucleus position is inserted before the (rightmost) stray or unsyllabif led consonant within a constituent (the asterisk specifies that the consonant is stray, the \% that the rule is a mirror image rule, and that therefore leftmost and rightmost consonants also be stray):
(47) Epenthesis (Cyclic and Noncyclic)

$$
\begin{gathered}
N \\
\vdots \\
\mathrm{I} \\
\mathrm{X} / \mathrm{C} \ldots{ }^{*} \mathrm{C} \%
\end{gathered}
$$

(48) Illustrates two derivations, one of Epenthesis applying in an underived environment, and the other of a derived form in which two V-slots are inserted, but only one [e] surfaces:

| cuk'er | senny |
| :--- | :---: |
| 'sugar' | 'sleepy, adj.' |
| cukr | $s n+n+y$ |

## ROOT

CV,On
Co


Cycle A
CV, on
EP
Co

## Cycle B

CV, On,Resyllab.
EP
Co

## Noncyclic

EP
F.F.
other rules

## cukVr

cuk'er
sn Vny
--
sen $V$ ny
senny

Recall from \$2.4.1 that there exist forms in Polish in which epenthesis does not apply as predicted by the coda-constraints in a word-final cluster, but does apply when this same consonant cluster is followed by another morpheme: ${ }^{23}$
a. forem+n+y
'form, adj.'
form
b. kolum'en+k+a 'column, dim.'
kolumn
'form'
C. saren $+k+a$
'deer, dim.'
sarn/saren 'deer, g.sg.'

[^46]Gorecka accounts for such cases by assuming that the final consonant is made extrametrical by a rule which applies after Epenthesis, but before the Feature Filling Rule. At the point at which the Feature Filling Rule applies, then, an extrametrical word-final consonant is not visible to the rule, and therefore the environment in which the rule can apply is not met. 24

The epenthesis analysis of e~ø alternations carries over to prefixes. 25 Recall that I argued in Chapter 2 that prefixes are phonological words but that in a small set of forms they are demoted from the status of phonological words to that of morphemes. As phonological words, they do not undergo Epenthesis since they never provide a suitable environment for it to apply. Therefore no e~0 alternations are normally seen in prefixes:
a. bez+sen+n+y 'sleepless'
b. nad+brv'+ov+y 'over the brow'
c. bez+pwć+ov+y 'sexless'
d. bez+deń 'abyss'
e. $v+$ śńlć sé 'dream into'
f. roz+krvavic 'cause to bleed'

In the small class of cases in which prefixes are demoted, however, e~ø alternations do occur preceding roots with an asyllabic alternant. The examples in (51) are repeated from Chapter 2 :

24 Evidence that Extrametricality influences the application of the Feature Filing Rule, but not of the $V$-slot insertion, comes from examples such 85 ( $a$ ) vrǔ' $b$ 'foreboding' vs.
(b) rrǘr $^{2}+b+n+y^{\prime} a d j$.' We know that Extrametricality affects the nominalizing suffix -b in (a) because the surface form is not the predictec "rrueat. Gorecko $(1986,1988)$ argues that since Epenthesis is not sensitive to what follows - $b$, it must apply on the -b cycle. Consequently, it must be the case that Extrametricality affects the Feature Filling Rule.

25 Gorecka ( 1986,1988 ) doos not assume that prefixes are phonological words. The presentation here thus departs from her analysis.

| (51) | Perf. inf. | 1st sg. Pres. | Secimpf.inf | Gloss |
| :---: | :---: | :---: | :---: | :---: |
|  | a. $z e+r v+a c$ | zervę | zryvać | tear off |
|  | b. $v e+s s+a c ́$ | vessę | vsysać | suck in |
|  | c. $\mathrm{rOz}+\mathrm{d} q+\mathrm{C}$ | rozedmę | rozdymac | expand |
|  | d. $O b+c q+c$ | obetnę | obcínać | cut off |
|  | e. $s+k l Q+c$ | zekinę | pžeklinac | swear |
|  | f. ode $+p x+n ¢+c$ | odepxnę | odpyxać | push |
|  | g. $z e+t z ̌+e c$ | zetrę | scerać | tear off |
|  | h. $z e+b r+a c$ | zb'ore | zb'erac | gather |

Examples such as the 1 st sg. Pres. of (5ic) provide evidence that demoted prefixes are processed by the phonology on the first non-root cycle. In other words, the constituent structure followed by the phonology after prefix restructuring is identical to that provided by the morphology. The morphological structure of a verb stem containing a prefix is given in (52a); as I argued in Chapter 2, prefixes affix to C-stems. 26 In (52a) on the prefix cycle the root is unsyllabified, as is the final [z] of the prefix. We therefore have three unsyllabified consonants in a row. At this point, a V-slot is inserted between [z] and [d], allowing an epenthetic vowel to surface as required by the form. (Recall that according to Gorecka's Epenthesis rule, the V -slot is always inserted at the edgemost segment, which in prefixes is after the leftmost consonant in a cluster).

[^47](52)
a. [ [ roz [dm]c-stem ]ę]
b. $\{\operatorname{roz}[[\mathrm{dm}] \varepsilon]\}$

The demotion of the prefix cannot occur late in the cyclic or in the noncyclic phonology, since if it did, then the prefix would be processed on the last cycle or in the noncyclic component and incorrect surface formis would be derived. (52b) illustrates the phonological structure that would be followed by the cyclic rules, if the prefix were processed on the last cycle or in the noncyclic component. In (52b), although the root is asyllabic and does not therefore undergo syllabification on the root cycle, on the second cycle both [d] and [m] are syllabified as part of the onset to the desinential vowel. Consequently on the prefix cycle there is no environment in which epenthesis could apply to derive the correct surface forms and thus the incorrect *rozdme would be generated.

The fact that prefixes must be processed on the first cycle in order to derive the correct surface forms shows that the rule which demotes prefixes from phonological-word status is ordered before cyclic rules such as those of syllabification and epenthesis. Given the extent to which demotion is lexically-governed I suggest that it be ordered in the morphological component rather than as an early cyclic rule.

It is possible to account for e~ø alternations in all but two forms in which prefixes are demoted. The relevant forms are given in (53); the ' $X$ ' indicates that the underlying form of these roots is in question:
a. všedw
$/ v+5 x d+1 /$
$/ v+s ̌ X d+\uparrow+a /$
/roz+sXx+1/
$/ r o x+s X x+ł a /$
'he came in'
'she came in' 'he drled up' 'she dried up'

Since the prefixes and roots in these forms exhibit e~ø alternations, we can assume that the roots 'come' and 'dry' belong to that class of roots which triggers demotion of the prefixes and that therefore these roots have asyllabic alternants. Roots with asyllabic alternants have corresponding syllabic alternants only in secondary imperfectives; these are derived by means of the rule of secondary imperfective formation. If we assume therefore, that the underlying forms of these roots are asyllabic then the feminine forms in (53b,d) can be derived by our rules. The masculine forms, nowever, cannot; we would predict the forms *vesw or *vesxw. The question then is how do we derive the [e] that surfaces in the masculine forms. If we assume that the roots are underlyingly/sed/ and/sex/ respectively, then we cannot derive the correct feminine forms. As Laskowski (1975a) points out, these roots are irregular in other forms as well (compare, for instance, sedwem 'I walked' with sxwem 'I drled', where the two roots behave differently in the same morphological form). One way to account for the forms in (53), then, is to assume that these two verbs have two alternants /sed~šd/ and /sex~sx/, respectively, which are used idiosyncratically in different grammatical forms.

In Fn. 22, I pointed out that the masculine forms in (53) constitute evidence that the rule of Lowering which derives [e] from lax high vowels is a cyclic rule in Rubach's (1984) framework, on the assumption that prefixes are processed on the last cycle and that the desinential morpheme of the masculine singular (in (53a,c)) is an underlying lax high vowel. If Lowering applied noncyclically, then, given that these forms have three yers in a row (in the prefix, the root, and the desinence: / $\mathrm{VE}+\mathrm{SEx}+1+\mathrm{E} /$ ), the surface form would be * vesexw. If Lower is cyclic and prefixes are processed on the
last cycle, then the root lax high vowel will be lowered to [e] before the prefix cycle and therefore the prefix lax high vowel will not lower. Halle and Vergnaud (1987a,b) account for similar forms in Russian by assuming that prefixes are noncyclic and that Lowering is both a cyclic and a noncyclic rule. I have shown, however, that, if demoted, Polish prefixes are cyclic in all but the two cases in (53). I suggest that these forms do not constitute a counterexample to my claims but should rather simply be treated as exceptional. 27

### 2.4.3 Word-Internal Palatalization and em Alternations

Some word-internal instances of the e~ø alternation are preceded by palatalized consonants whereas others are not.
a. sen
b. v'ęzeń 'sleep'
snu
c. p'es 'prisoner'

V'ęžna
'g.sg.' 'dog'
psa
'g.sg.'
d. bez
'Illac'
bzu
'g.sg.'
e. mg'ew
'fog, g.pl.' mgwa
'g.sg.'
f. isk'er 'spark, g.pl.' iskra
g. pxew 'flea, g.pl.'
pxwa 'n.sg.'

## g

27 alternations behove exceptionolly. In the examples in (i) and (ii), for instance, although both words are derived from the same root $z v$ 'call' (cf. $z 2 v^{\prime}$ 'call, Sec. Impf.'), one of them has [e] in both the form with no overt desinence and that with a vocalic desinence, whereas the other exhibits the expected e- $\varnothing$ alternation:
 Clearly these deverbal nouns derive historically from the prefixec asyllabic alternants of the verd 'call'. As nouns they used to undergo the regular rules of epenthesis; however, over time the [e] has become underlying in (ii), but not in (1). In the form odzeva the root seems to have idiosyncratically triggered demotion of the prefix in the nominal form, on the pattern expected for verbs der ived from this root. aczev and odezva cannot be darived synchronically by the regular rules of the grammar and must simply be listed in the lexicon in their correct surface forms.

The differences in the forms of consonants preceding the vowel alternation have been attributed to the front or back quallty of the lax high vowel postulated to underlie the vowel alternation (see Gussmann (1980)). Thus (54d) is given the underlying form $/ b \neq z-/$, whereas ( 54 C ) is given the form /pTs-1. An analysis which assumes that there are no underlying lax high vowels in Polish must obviously account for these palatalization facts.

Assuming that underlying vowels account for the presence or absence of palatalization in the environment of the e $\sim \varnothing$ alternation in word-internal positions implies that whether or not palatalization occurs preceding e~ $\quad$ is idiosyncratic and must be learned for each form. In fact, however, palatalization in the environment $0^{*}$ this alternation is predictable in the case of coronals and velars, and in the case of lablals can be argued to depend on the quality of the lablal and not on the vowel.

Setting aside the labials for the moment, one can make the following generalizations about the behaviour of coronals and velars before the e~ø alternation. Velar stops are always fronted (as in (54e, f); see $\$ 1$ ), the velar fricative never is (54g), and coronals are alveolar or alveopalatal and not [-back], unless, as in the case of (54b), the stem-final coronal consonant is underlyingly prepalatal. Rubach (1984) has argued that palatalization of coronals before /e/ is accomplished by a cyclic rule. Evidence for this claim comes from the observation that in underived environments unpalatallzed as well as palatalized coronals are found before /e/.
(55)
a. deptać
'to tread'
b. dżecko
'child'
C. te
'these'
d. ceb'e
'you, g.sg.'
e. serce 'heart'
f. seć
g. zešyt
'net'
n. Zem'a 'exercise book' 'earth'

Unless one were io postulate an underlying difference between the [e] in those words in which palatalization occurs and the [e] in those forms in which no palatalization occurs, a difference for which there is no independent evidence in the language, the forms in (55) illustrate that Coronal Palatalization of coronals before/e/ does not take place in underived environments. By contrast, such palatalization does take place between morphemes (e g., /sens+e/ sense 'sense, l.sg.'). Palatalization of coronals is thus a cyclic process. The fact that it does not occur before the e~Ø alternation is readily accounted for by Gorecka's analysis of Epenthesis. Epenthesis is a cyclic process in Gorecka's analysis, but it only inserts a Vslot. The features of [e], which could be assumed to trigger the Coronal Palatalization rule, are not filled in until the noncyclic component. Consequently, at the point at which Coronal Palatalization applies, in the cyclic component, the V-slot has no features with which to triager nalatalization. Those few forms in which a coronal is palatalized before a derived [e] as in the case of (55d) vezten 'prisoner' can be accounted for by assuming that they ave underlying prepalatals. In (56), the fact that the underlying prepalatals surface as unpalatalized in the genitive singular form: is due to the ruli of depalatalization discussed in Fn. 15.
a. díeńn 'day'
dńa
'g.sg.'
b. kt ećen
'april'
kf'etńa
'g.sg.'

The fronting of the velar stops before derived [e] is due to a noncyclic rule, which must be ordered after the Feature-Filiing rule. Evidence that the fronting of the velar stops to $\left[k\right.$ ', $g^{\prime}$ ] before /e/ is noncyclic comes from native words or early borrowings in which the velar stops are always fronted before $/ e / ; / x /$, however, is never fronted. In the environment of a small set of [e]-initial morphemes $/ k, g /$ also become fronted without exception: 28
(57)
a. k'epski
b. k'ešeń
c. g'ętki
d. g'ewda
e. xewbotá
f. xewpić
(58)
a. krok+em krok'em
D. v'elk+emu velk'emu
c. dwug+ej dwug'ej
'poor'
'pocket'
'elastic'
'stock exchange'
'splash'
'boast'
'step, instr.sg.'
'great, dat.sg.m;'
'long, gen.sg.f.'

In the case of the labials, the two forms in ( $54 c, d$ ) illustrate that both [-back] and non-dorsal labials occur preceding the e~@ alternation. Since, as I argued in S2.1, the [-back] quality of morpheme-internal labials must be specified in some underlying representations, then clearly it could also be specified in the case of forms such as (54c) p'es in which the [e] following the labial is derived by epenthesis and feature-filling. The suggestion that the fronting of labials before e $\sim \mathfrak{i}$ alternations follows from the quality of an abstract underlying vowel is thus unnecessary.

[^48]I began this section by discussing consonant-initial suffixes in whose environments palatalization applies and by pointing out that the palatalizing properties of these suffixes have been explained by postulating that they have an initial underlying front lax high vowel. In this section I have argued, however, that there is no independent motivation for the presence of lax high vowels in the underlying inventory of Polish. The palatalization of consonants before word-internal derived [e] can be explained without postulating an abstract underlying vowel and therefore the argument that palatalization before e~0 in word-internal environments requires us to postulate underlying high lax vowels in Polish is at best weak. Furthermore, as we saw in the preceding subsection, the position in which e~ $\varnothing$ alternations occur is predictable, and therefore [e] is derived as a result of epenthesis, and is not due to the presence of an underlying high lax vowel. Given that there is no independent evidence to suggest that Polish has high lax vowels, the hypothesis that consonant-initial suffixes in whose environments palatalization occurs have an initial underlying front high lax vowel, which never surfaces, is untenable. Just as in the case of frontvowel suffixes and back-vowel suffixes, the palatalizing properties of consonant-initial suffixes are independent of their underlying phonological form.

The palatalizing properties of the suffixes discussed in this chapter are summarized in Table 3. The Table Illustrates which consonant alternations occur in the environments of which morphemes. Under Type I are listed several adjective forming and nominalizing morphemes beginning with back vowels in whose environment palatalization never occurs. in
some instances, in the case of the desinential morphemes, one or two morphemes representative of a whole class are given:

TABLE 329

Type Labials Coronals Velars Morphemes

1

11

III
$\mathbf{P}^{\prime}$
$T$ (ć)
$K^{\prime}$
$-i n ̃-i / y n-i,-i k / y k,-i s t-a / y s t-a$

IV
P/P'
T/C
$K / C ̌$
-ak, -až, -arń, -an, -k, $-i n-a / y n-a, \quad-1 z m / y z m$

V

VI P'
c
c
$-1 / y,-e$
${ }^{29}$ The alternations are specified in terms of the outputs of the underlying vaiceless stops which are held to be representalive of the whole group to which they belong. ()'s indicate that While this alternation occurs, it is not the primary aliternation. The dash (/) indicates that both Illustroted alternations occur consistently, or that both surface forms of a morpheme are predictable. 'VS' indicates that the morpheme is a verbalizing suffix.

## 3. Morphologirally-Conditioned Phonological Rules

In $\$ 2$ we saw that there is a considerable degree of idiosyncrasy in the occurrence of palatalizations both in the sense that the morphemes in whose environments palatalizations apply are not phonologically dist inguished from nonpalatalizing morphemes, and in the sense that even in the environment of palatalizing morphemes different palatalizations may or may not apply. At the same time, the palatalizations are completely regular in the sense that in the environment of a palatalizing morpheme the palatalizations associated with that morpheme always apply. These facts suggest that the palatalizations are effected by rules and that the rules are morphologically governed. We need now to consider whether this implies that the rules are ordered in the morphological component of the grammar, or whether they are phonological rules which are morphologically conditioned. I shall argue below in favour of the latter hypothesis. First I wish to consider briefly two hypotheses which must be rejected.

### 3.1 Cyclic and Noncyclic Affixes: A Rejected Hypothesis

Recently Halle and Vergnaud (1987a,b), Halle (1987), Cole (1987) have argued that affixes as well as rules may be specified as cyclic or noncyclic (they also assume, following standard assumptions about cyclicity, that only cyclic affixes trigger the application of cyclic rules, whereas noncyclic rules apply in a block after all the cyclic rules; see Chapter I for discussion of this hypothesis). The cyclic or noncyclic status of a morpheme is independent of that morpheme's morphological properties and
thus of its position within the constituent of the word in which it occurs; cyclicity is instead a stipulated phonological property of a morpheme.

The behaviour of the iny alternating morphemes lends itseif well to explanation in terms of the cyclic/noncyclic morpheme hypothesis. Recall that not all morphemes with an initial /1/ trigger palatalization. Given that Rubach has postulated that the palatalization processes are cyclic (see this chapter, S1), one could postulate that those iny morphemes in whose environments palatalizations apply are cyclic while those in whose environments no palatalizations apply are noncyclic. Since only cyclic morphemes trigger cyclic rules, it is only in the environments of the cyclic iwy morphemes that the palatalization processes will apply.

Like the iny morphemes, the e-initial morphemes fall into two classes: those before which palatalization rules apply, and those before which labials, coronals, and the velar fricative [ $x$ ] remain unpalatalized whereas the velar stops undergo Velar Fronting. One could postulate that the distinction between the two classes of morphemes is parallel to that suggested for the lmy morphemes and that the first ciass of e-initial suffixes is cyciic and thus triggers the cyclic palatalization rules, whereas the second class before which only Velar Fronting occurs is noncyclic. It is also necessary, however, to stipulate that two of the e-initial morphemes trigger Second Velar ( $/ k / \rightarrow[\mathrm{c}]$ ), rather than First Velar Palatalization ( $/ k / \rightarrow[\check{c}]$ ).

In the case of suffixes which do not have initial front vowels, assuming a cyclic/noncyclic distinction explains nothing on its own. One could assume that Type I sut, ixes from Table 3 are noncyclic and that would certainly explain why they do not cause palatalization to apply. All the other suffixes which do cause palatalization would thus be cyclic. But it
would still be necessary to postulate for all these cyclic affixes some kind of phonological representation which would trigger palatalization.

Furthermore, as we have seen, the palatalizing properties of several of these suffixes are variable. For a suffix such as the diminutive $-k$, to take a straightforward example, one would need to assume either that it is both cyclic and noncyclic and that it behaves cyclically only following stems ending in alveolar affricates and velars; or that it has two allomorphs one containing a palatal trigger and cooccurring only with the affricate and velar stems, and the other containing no palatal trigger and appearing elsewhere; or, finally, that -k is simpiy marked to trigger only First Velar and Affricate Palatalization. Other variably palatalizing affixes would require similar types of devices.

The distinction between cyclic and noncyclic affixes would also not be able to account for the behaviour of a suffix such as the secondary imperfective -iv/yv. Before this suffix the labials and the coronals remain unpalatalized, suggesting that this is a noncyclic suffix. The velar stops are fronted to [ $k^{\prime}, g^{\prime}$ ], as the result of the noncyclic resolution of a constraint prohibiting velar stop plus (1] sequences (see \$2.1), again suggesting that the suffix is noncyclic. However, the velar fricative $[x]$ is also fronted to [ $x$ '] in the environment. of this morpheme:
(59) a. ułamyvać 'break off, Sec.Impf.'
b. zap'isyvac 'write down, Sec.Impf.'
c. podskak'ivac 'jump up and down, Sec.Impf:'
d. obsług'ivać 'serve, Sec.Impf.'
e. nasłux'ivac 'listen intently, Sec.Impf.' (cf. mux+y 'fly, n.pl.')

The fronting of the velar fricative cannot be the result of a noncyclic process, since, as we have seen, in the vast majority of cases $/ x /$ is
followed by [y] morpheme-internally as well as in morphologically derived environments. Thus the fronting of /x/ before -iv/yv must be accomplished by a cyclic rule, suggesting that this morpheme is cyclic. But this contradicts its otherwise noncyclic behaviour. To account for the fronting of $/ x /$, we must assume that -iv/yv is a cyclic, but basically nonpalatalizing morpheme, which triggers only one cyclic "palatalization rule", a rule fronting $[x]$.

The distinction between cyclic and noncyclic affixes is thus not sufficient to account for the palatalization facts of Polish. One cannot assume that all palatalizing morphemes are cyclic, whereas nonpalatalizing morphemes are noncyclic since, as it turns out, nonpalatalizing morphemes may also be cyclic. In the verbal system the ' 1 st sg. pres.' morpheme $-\varepsilon$, does not trigger palatalization (in Class 5, for instance, if added to a VSstem such as griot 'crush', it yields the form griote and not the palatalized *gno $c_{\varepsilon}$ ). It does, however, trigger j-formation and Vowel Deletion, both of which are, as I show in a following section, cyclic rules. Thus, clearly, not only is the property of being a palatalizing suffix not sufficient to determine the cyclic or noncyclic status of a morpheme, but neither is the property of being nonpalatalizing. Given, then, that the cyclic/noncyclic distinction does not explain the palatalizing properties of Polish morphemes in general, we can assume the null hypothesis that all Polish morphemes have the same (cyclic or noncyclic) status. In $\$ 2.4 .2$ we saw that the rules of syllabification apply cyclically; since, for purposes of syllabification, each affix constitutes a cyclic domain in Polish, we can assume that for other rules of the phonology affixes also constitute cyclic domains.
Therefore all affixes in Polish can be considered to be cyclic. This conclusion does not imply that there are no noncyclic rules in the word-
level component of the phonology. On the contrary, as we will see in Chapter 4 , and as I have already suggested in $\$ 1$ of this chapter, Pollsh does have noncyclic word-level rules in addition to cyclic rules.

In Czaykowska-Higgins (1987), I suggested that the affixes of Polish are organized into two cyclic levels, one including derivational affixes, and the other including inflectional affixes, and that different phonulogical rules are associated with each block of affixes. This hypothesis was based on the assumption that the palatalizations take place in [-back] palatalizing environments and also on the assumption that both morphological and phonological rules are ordered in the lexicon. Since in Chapter 21 argued that morphology is a component distinct from ohonology, the hypothesis that the affixes are organized into levels which reflect their palatalizing properties is ruled out in principle. Furthermore, given that the palatalizing properties of affixes are independent of their phonological forms, a levelordered hypothesis explains little. Notice, also, that in any case palatalizing and nonpalatalizing affixes do not constitute coherent morphological classes. For instance, palatalizing and nonpalatalizing iinitial affixes are both derivational and inflectional morphemes (e.g., -i 'n.pl.' does not trigger palatalization, while -i'm.pl' does trigger palatalization, including Second Velar Palatalization, and -i'Class 4-VS' also triggers palatalization, but it triggers First Velar and not Second Velar).

### 3.2 Floating Features: A Rejected Hypothesis

Gussmann (1987) claims that palatalization across morpheme boundaries must be regarded as a phonological process " . . . If only because
it applies with the regularity and generality of low phonetic rules" (p. 46). He suggests therefore that the palatalizing properties of the morphemes are due to the presence in the underlying representations of these morphemes of a floating [-back] autosegment. The float ing autosegment is anchored or associated with the final consonant(s) of the preceding (lefthand) morpheme (p.48). This hypothesis cannot be correct, however. Floating or free autosegments, because they are not bound to a particular position do not exhibit the kinds of local effects seen in the case of Polish palatalization but rather are free to associate wherever universal conventions will allow them to do so (see, for example, Goldsmith 1976 on Igbo tonal morphemes). Ito and Mester (1986) reject the hypothesis that [+voice] is a floating autosegment in Japanese Rendakl for the same reason that I reject such a hypothesis for Polish [-back], namely in Japanese [+voice] associates to undergoing consonants only in particular positions and in this sense behaves as if it were bound to a particular position. To account, for this behaviour of [+voice] they propose the existence of a [+voice] autosegment which is bound to its skeletal anchor, thus marking a position in the phonological string, and which is inserted in a certain morphological context.

Even the hypothesis that palatalization is triggered by a [-back] autosegment which is not floating but is rather bound to a skeletal anchor is not entirely apprcpriate for Polish, however, although it does get around the problem posed by postulation of a floating l-back] autosegment. In Japanese, the effect of inserting a [+voice] autosegment is to trigger volcing of those consonants which can undergo a rule that spreads voicing. Spreading of the inserted feature may be blocked by the presence of another [+voice] segment in the string. Thus, once the [-volce] bound autosegment is inserted its behaviour is phonologically regular. In the case of Polish,
nowever, the outputs of palatalization rules are idiosyncratic. Consider, for instance, Labial Palatalization, Coronal Palatalization and First Velar Palatalization. In the case of the labials, palatalization can be accounted for simply by assuming that a hypothetical [-back] segment is assoclated to the Place node of a labial yielding a labial-dorsal coarticulated segment. In the case of the coronal obstruents, a similar assumption is possible; the actual surface outputs of the palatalization of [r] for instance (recall that palatalized [r] surfaces as [ž]) can be accounted for by assuming that there are noncyclic "spell-out rules" (see Rubach 1984). In the case of the velars, however, the change to aiveopalatal consonants must take place in the cyclic component; 1 , other words, the output of First Velar Palatalization is not simply a fronted velar that later becomes an alveopalatal. Evidence for this point comes from the fact that a cyclic rule such as Spirantization may apply to the alveopalatal outputs of First Velar Palatalization (see \&1 for discussion of Spirantization).

In addition, as we saw above, in the environment of some morphemes Second Velar Palatalization and not First Velar Palatalization applies. These kinds of differences in the palatalization outputs suggest that the structural changes effected by the palatalization rules are not simply phunologically automatic results of spreading a [-back] feature, but rather are partially lexicalized and must therefore be stipulated by the grammar. Furthermore, postulation of a [-back] bound autosegment would not be sufficient to account for the palatalizing properties of such morpismes as the diminutive $-k$ which trigger only some palatalizations. Just in the case of a cyclic/noncyc!ic distinction, then, a distinction between morphemes with which a [-back] bound autosegment is assoclated and inose
not associated with such an autosegment is not sufficient to explain the facts of Polish.

### 3.3 Palatalizations are Morphologically-Conditioned

The data presented in $\mathbf{\$ 2}$ and the discussion in $\mathbf{\$ 3 . 1}$ and $\$ 3.2$ make clear that both the occurrence of stem-final palatalization and the type of palatalization depend on the suffix adjacent to the stem. This suggests that the application of a particular palatalization rule is conditioned by the adjacent suffix. Since each palatalization rule occurs in the environment of more than one suffix, we can assume that palatalization rules include in their structural descriptions a list of the suffixes which condition them.

Recall that nominalizing suffixes such as -až or -ak are varlably palatalizing, with the former triggering Labial and Coronal Palatalization more frequently than First Velar Palatalization, and the latter triggering especially First Velar. Both these affixes also occur with nonpalatalized labial, coronal and, in the case of -a亡̌, velar stems. From Table 3 and the description of palatalizing properties of different suffixes it is clear that the property of conditioning palatalization is inherent to a particular suffix. But forms containing variably palatalizing suffixes reveal that whether the stem to which a palatalizing suffix is added actually surfaces as palatalized also depends on the properties of that stem. In other words, although suffixes such as $-a z$ and $-a k$ are palatalizing in some cases the stems to which they are affixed block application of palatalization. This suggests that particular roots are lexically marked as to whether or not they will undergo palatalization rules.
(60) contains the palatalization rules specified according to the suffixes which condition them (the suffixes are those from Table 3).
(60) Labial Palatalization

| $-i n ́-i$ | $-a s t$ |
| :--- | :--- |
| $-i k[+v]$ | $-i z n$ |
| $-i s t-a$ | $-i c$ |
| $-a k$ | $-i s t$ |
| $-a z ̌$ | $-i s k$ |
| $-a n$ | $-i v s$ |
| $-i n-a$ | $-e v s$ |
| $-i z m$ | $-e j v s$ |
|  | -1 |
|  | $-e$ |

Coronal Palatalization
-ik
-ist-a
$--a k$
$-a z ̌$
$-a n$
$-i n-a$
$-i z m$

| -ast | -sk |
| :--- | :--- |
| -izn | -stv |
| -ic | $-n i k$ |
| -ist | $-n$ |
| -isk | $-c$ |
| -ivs |  |
| -evs |  |
| $-e j v s$ |  |
| $-i$ |  |
| $-e$ |  |

First Velar Palatalization

| -ast |  | $-e$ |
| :--- | :--- | :--- |
| $-i k$ | $-i z n$ | $-i$ |
| $-i s t-a$ | $-i c$ | $-n i k$ |
| $-a k$ | $-i s t$ | $-n$ |
| $-a z ̌$ | $-i s k$ | $-c$ |
| $-a n$ | $-i v s$ | $-k$ |
| $-i n-a$ | $-e v s$ | $-s k$ |
| $-i z m$ | $-e j v s$ | $-s t v$ |

```
            Affricate Palatalization
        -iń-1
    -k
    Second Velar Palatalization
    -1
-e
```


### 3.4 Palatalizations are Phonological Rules

Although the palatalization processes mentioned in (60) are morphologically conditioned, they are neverthless ordered in the phonological and not in the morphological component of the grammar. Evidence for this claim comes from the observation that in one case several of the palatalizations, including lotation, must be ordered after a cyclic phonological rule of j-formation. lotation thus turns out to be one of only two palatalization rules which are exclusively phonologically triggered (the other being Velar Fronting, which is a noncyclic rule). 30 The other palatalization rules which apply in the same environment as iotation, namely Labial Palatalization, Sonorant Palatalization, and First Velar Palatalization, are, as (60) indicates, largely morphologically conditioned.

[^49]The [j] environment is the only phonologically motivated environment in which they occur.

### 3.4.1 J-Formation

The process of $j$-formation is itself not an entirely automatic phonological alternation, but it does apply in a specific phonological environment. In most cases the [j] which results from j-formation does not surface; its effects are seen in the application of Iotation and other palatalization rules. There is one set of cases, however, in which [j] does surface: this is in present tense forms of Class 1 verbs containing the suffix - ov and in Secondary Imperfective Class 1 verbs containing the suffix -iv/yv.
(61) infinitive 3 rd sg. pres.
a. $k u p+o v+a+c$
'buy'
/kup+ov+a+e/
kupuje
b. mal $+0 \mathrm{v}+\mathrm{a}+\mathrm{c}$ 'paint'
/mal+ov+a+e/ maluje
c. $p^{\prime} i s+1 v+a+c$
'write,SI'
/D'Is+1v+a+e/
pisuje

As the examples in (61) show, in the present tense the morphemes -ov and -iv suriace as -uj. The final [j] of $-u j$ is derived by means of $j$ formation (I discuss the derivation of $-u j$ shortly). In other Class I verbs in the present tense we find stem-final Labial Palatalization, Iotation, Coronal (sonorant) Palatalization, and First Velar Palatalization:
(62)
a. $k o p+a+e$
b. $k a z+a+e$
C. $k a r+a+e$
d. płak+a+e
kop'je
kaže
kǎ̌:
pwače
'he digs' 'he orders' 'he punishes' 'he cries'
d. $\quad \mathrm{Y} y+a+e$
f. brex+a+e
wže
breše
'he tells lies'
'he fibs'

The other environments in which j-formation occurs are marked in (63) with an asterisk and by indicating in bold the outputs of lotation. The fact that lotation takes place in these forms is evidence that j-formation has also taken place:

| (63) | Presen |  | PPP | Ger | Sec. Impr. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Class | 3 rapl | 2nd sg |  |  | inf. |
| 1 | $\begin{gathered} { }^{*} p^{\prime} i s+a+q \\ {\left[p^{\prime} 1 s_{\ell}{ }^{2}\right]} \end{gathered}$ | *p'is $+a+e+$ š [ ${ }^{2}$ 'iseš] | $p^{\prime} i s+a+n+y$ <br> [ $p^{\prime}$ isany] | ${ }^{*} p^{\prime} i s+a+q c$ <br> [ $p^{\prime} \mid \mathrm{I}_{\mathrm{S}} \mathrm{Q} \mathrm{c}$ ] | $p^{\prime}$ is $\mathrm{s}+\mathrm{yv}+\mathrm{a}+\mathrm{c}$ ' write' [p'isyvać] |
| 3 | ${ }^{*} v^{\prime} i d+e+q$ <br> [vidzes] | $v^{\prime \prime} 1 d+e+1+s$ <br> [ $v^{\prime} \mid d \underline{2}$ iš] | * $v^{\prime} 1 d+e+e n+1$ <br> [vildzeni] <br> vild + + $+n+a$ <br> [v’idźana] | ${ }^{*} v^{\prime} 1 d+e+q C$. [vidzqc] | $v^{\prime} 1 d+y v+a+c ́ s$ see [v'idyvać] |
| 4 | $\begin{gathered} \text { *pros }+1+q \\ {\left[\text { prose }_{\ell}\right]} \end{gathered}$ | pros $+1+1+$ š <br> [prosiš] | *pros+1+eń+1 [prošení] | *pros $+1+$ qc [prošç] | *zapras $+1+a+c ́$ <br> [zaprašać] 'ask' |
| 5 | gniot +8 [grioto] | gnot $+\mathrm{e}+$ క̌ [gneceš] | *gnot + eń+1 <br> [gnecenil] <br> gróot + en +1 <br> [gnećony] | gnot + ec <br> [gnotec] | vygnat $+a+c$ 'crush' [vygnatac] |

From (61)-(63) we can see that when in the underlying form of a verh we have a sequence of two vowels, if the second of the two vowels is [-high], j-formation occurs. In those cases where there is no vowel sequence or where the second vowel is high, no j-formation takes place. The only exception to this generalization occurs in the masculine plural (but not in other forms) of Class 5 Past Passive Participles of a few verbs ending in the dento-alveolar stops (e.g., gneceni); in these cases lotation occurs even though there is no vowel sequence which would trigger j-
formation. Significantly, however, Class 5 verbs which end in dentoalveolar fricatives do not show lotation reflexes but rather undergo the expected Coronal Palatalization (e.g., /griz+en+1/ [gryzenil] 'bite, PPP.'). We can thus assume that the occurrence of lotation in Class 5 verbs is not derived by regular rules of Polish but must be treated as exceptional. Notice also that in Class 3 verbs, the masculine plural of the Past Passive Participle undergoes lotation (i.e. vildzenf), whereas the feminine singular (and all other forms) undergo Coronal Palatalization (i.e., v'idjłana). In (63) i nnstulated different underlying forms for the participle suffix in masculine plural, thus ensuring that in those forms where lotation does occur the environment for j-formation is met. I will have more to say about this in s3.4.3.

There have been several different formulations of the rule of $j$ formation; most recently Rubach (1984) and Rubach and Boolf (1987) have suggested that the rule involves insertion of [thigh,-back] features. In Rubach (1984) it is assumed that it is a glide which is inserted in the environment preceding the two vowels, whereas in Rubach and Boolj's work, it is assumed that there are no underlying glides in Polish and that consequently the [1] is inserted and then syllabified as an onset to a following vowel, thus surfacing as the front glide [j]. As the examples in (63) Indicate, the first of the two vowels in a sequence is deleted whether or not that sequence triggers j-formation. This is accounted for in Rubach and in Rubach and Booij by assuming that after j-insertion, a rule of vowel deletion applies. Formulation of the rule of vowel deletion as delinking of the vowel melody from the skeleton allows us to assume that j-formation does not involve insertion of the [-back, +high] features in the environment preceding a two vowel sequence but that instead it involves supplying the
skeletal position left behind after vowel delinking with [-back, thigh]. The rules of Vowel Delinking and [-back, +high] insertion are given in (64) and (65). I have called the insertion rule i-insertion; recall that no glide is actually present until after the rules of syllabification have applied (the process of j-formation is thus accomplished in two steps, insertion and syllabification; see \$2.4.2):
(64) VowelDelinking

| $V$ | $V$ |  | $V$ | $V$ |
| :---: | :---: | :---: | :---: | :---: |
| $\sim$ | 1 | $\rightarrow$ |  | 1 |
| $[\alpha F]$ | $[\beta G]$ |  |  | $[\beta G]$ |

(65) i-Insertion

| V | V | V | V |
| :---: | :---: | :---: | :---: |
|  | $1 \rightarrow$ | 1 | 1 |
|  | [-high] | [+high] | [-high] |
|  |  | [-back] |  |

In all cases of Iotation except those in Class I verbs, the input to lotation is a cororial obstruent that has already been palatalized. Consider, for example, a form like /pros+1+ę/ prosse 'ask, Ist p.sg.'. Since, as I show below, the rules apply cyclically, on the second cycle the verbalizing surfix -1 triggers Coronal Palatalization, ylelding a [-back] coronal segment. On the third cycle, when j-formation and lotation apply, the input to lotation is a [-back] coronal obstruent. In the case of Class I verbs, nowever, the verbalizing suffix -a triggers no palatalization rules, and therefore after jformation the coronal obstruents are not palatalized. Rubach (1984) accounts for these facts by postulating that Coronal Palatalization is ordered after j-formation and is triggered by f-iormation, and that,
furthermore, lotation applies to [-back] coronal obstruents. Since the coronal sonorants undergo palatalization in the environment of Iotation, I follow Rubach in assuming that lotation applies to the [-back] coronal obstruents and is ordered after Coronal Palatalization. The rule of lotation is given below:
(66) lotation


Condition: applies only in verbs
lotation is constrained to apply before []] only in verbs (and in a few nouns and adjectives, see Fn. 30). In denominal adjectives formed by affixation of the suffix -i, for instance, on the ifnal (desinential) cycle, the adjectivizing suffix [i] is turned into a glide by the rules of syllabification. Iotation, however, does not apply:
(67)
a. $r y b+1+a$
ryb'ja
'fish, adj.f.'
b. kot+1+a
koća
'cat, adj.,p.' (cf. *koca)
c. lis+i+e
liśe
d. $v^{\prime} l k+1+1$
d. v'ilk+i+i v'ilčy 'wolf, adj.m.'
'fox, adj,n.'
(cf. liše)

The [j] that triggers lotation and the other palatalization rules exemplified in the forms in (62) does not surface following the outputs of Iotation, Coronal Palatalization and First Velar Palatalization, although it does surface following the palatalized labials. It is thus necessary to assume that Polish has a rule deleting [j]. Following Rubach (1984) I assume that j-Deletion takes place in the environment following coronal consonants. This rule only applies in derived environments, as is clear from the fact that forms such as d'jabew 'devil', or t'jara 'tiara', in which [j] appears following morpheme-internal coronals, occur. Rubach also postulates that j -deletion applies word-finally and preceding a consonant. The word-final application is meant to account for cases such as the 3 rdsg . of Class 2 verbs where forms such as underlying /kox+aj/ surface as koxa 's/he loves'. In the case of imperatives of Class 2 and Class 7 verbs (e.g., koxaj 'lovel', wysej 'go baldi') j-deletion is claimed to be blocked by the abstract vowel underlying the imperative morpheme. The application of j deletion preceding a consonant is meant to account for forms such as the following in which the final [j] of the stem is deleted before the consonant of the adjacent suffix:
(68)

| a. $m y j+t+y$ | myty | 'wash, p.part.'(cf. myje 'wash, Jrd sg') |
| :--- | :--- | :--- |
| b. čyt+aj+ć | cytać | 'to read' |
| c. $\ngtr y s+e j+1$ | wyśaw | 'bald, past, m.' |
| d. cyt $+a j+m$ | čytam | 'read, 1st sg.pres.' |

It is not always the case, however, that [ j ] is deleted before a consonant even in a derived environment:
b. olej+n+y olejny 'oil, adj.'
c. złodžej+sk+1 zwodžejski 'thief, adj.'

Rubach accounts for cases such as those in (69) by assuming that the presence of an abstract underlying vowel in the initial position or the suffixes in (69) blocks j-deletion. This explanation is impossible given the hypothesis that Polish has no such abstract underlying vowels. There are two possible explanations for the nonoccurrence of [j] word-finally and before consonants in examples such as those in (68). First, notice that all the forms in (68) are verbs. One could postulate that the deletion of [j] is limited to occurring only in verbs. But this does not explain why [j] is deleted in the 3 rd sg. pres. in word-final position, but is not deleted wordilnally in the imperative morpheme -ij (the occurrence of [j] in the imperatives of Class 2 and Class 7 forms could be explained by assuming that j-deletion is ordered before Imperative Deletion). The second possible explanation is that most front gilde-final verbal morphemes, whether roots or suffixes, have two allomorphs one or which has a final glide, the other or which does not, and that the gilde-rinal allomorph is selected only when the following suffix is vowel-initial. The selection of the correct form of the morpheme would take place in the morphological component. Whichever is the correct explanation, I suggest that the deletion of [j] following coronals is distinct from and more general than the process by which [ J ] is prevented from occurring in glide-pinal verbal roots and suffixes.

To conclude this section let me return to the derivation of the present tense forms of Class 1 -ov and -iv verbs. I repeat examples of such verbs in (70):
infinitive
a. kup $+o v+a+c$ 'buy'
b. mal $+0 \mathrm{v}+\mathrm{a}+\mathrm{c}$ 'paint'
c. p'is $+i v+a+c ́ \quad$ 'write,Sl'

3rd sg. pres.
/kup+ow+a+e/ kupuje $/ m a^{\prime}+o w+a+e / \quad$ maluje /p'is+iw+a+e/ pisuje

As mentioned above, the [ $j$ ] that surfaces in the present tense forms is derived by means of j-formation. The [u] is derived by means of rules that are specific to these two morphemes. The underlying forms of the suffixes -ov and -iv contain a final back glide [w] which becomes [v] by means of a late noncyclic rule (see Chapter 4 for justification of this hypothesis). After j-formation has applied one vowel and two glides are adjacent to each other. In this configuration, the vowel is deleted and the back glide [ $w$ ] gets vocalized. It is necessary to assume that this process takes place only in the environment of these morphemes to prevent its application in forms such as /łow+1+e / wov'je 'pish, ist sg.pres.'. In this form, j-formation applies on the third cycle yielding the configuration: vowel followed by [w] and [J]. If the vowel deletion and [w] vocalization rules applied here then we would get the incorrect form *wufe.

### 3.4.2 Cyclic Vowel-Delinking and Imperative Formation

Evidence that 1 -Insertion, and hence the whole process of j-Formation, is cyclic comes from the fact that i-Insertion follows Vowel Delinking, a rule which must apply cyclically. 31

[^50]Although Rubach (1984) claims that the palatalization rules and the rules of j-insertion and Vowel Deletion (equivalent to (64) and (65) above) apply cyclically, the derivation of verbal forms which he examines do not actually force us to assume that the rules apply cyclically. Consider the derivations in (71) based on the rules given in Rubach (1984):32
found only in borrowed words where they occur both in derived and underived environments (e.g., ide $+8^{\prime}$ idea', ite $+\rho^{\prime}$ 'acc.', tastr 'theatre', etc.)

32 Rubach's (1984) Rules
0. $j$-insertion ( $=114$ )

$$
\theta \rightarrow 1-V \vee[-\operatorname{tanse}]
$$

b. Vowel Deletion $(=147)$

$$
V \rightarrow \varnothing /-V
$$

c. First Velar Palatelization ( $=160$ )

$$
\begin{array}{r}
k, g, x \rightarrow \check{c}, \dot{\delta}, \check{z} /-[- \text { cons }] \\
{[- \text { bock }]}
\end{array}
$$

d. Coronal Palatalization $(=103)$

$$
\begin{array}{rl}
t, d, s, z, n, r, t \rightarrow c, \notin z, ~ s, ~ z, ~ n, ~ n, ~ \\
r^{\prime}, 1 & 1
\end{array} \quad[- \text { cons }]
$$

e. lotation $(=111)$
f. j-Deletion ( $=143$ )

$$
1 \rightarrow \infty /\left\{\begin{array}{c}
{[+ \text { coronoll }]} \\
-c \\
\#
\end{array}\right\}
$$

| (71) a. | pišes 'you write' | b. leciš 'you fly' | c. ježdžq 'they drive' | d. krǒ̌gc 'stepping' | e. $K O D^{\prime} j e$ 'I kick' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| UR | $p^{\prime} i s+a+e+s$ | let $+e+1+s$ | jezd+1+c | krok $+1+0 \mathrm{C}$ | $k O p+a+e$ |
| Cycle 2 | $s+a$ | $t+e$ | zd+1 | $k+1$ | $p+a$ |
| j-inser | - | - | - | - | - |
| $V$-del | - | - | - | - | - |
| FVP | - | - | - | Č+1 | - |
| $C P$ | - | $c+e$ | $2 d z+1$ | - | - |
| lot. | - | - | - | - | - |
| j-del | - | - | - | - | - |
| Cycle 3 | $s+a+e$ | $c+e+1$ | $z z^{2} \dot{z}+1+0$ | $c+1+0 c$ | p+a+e |
| j-inser | $s+j a+e$ | - | zdy ${ }^{\text {c }}+11+0$ | C $+j 1+Q C$ | $p+j a+e$ |
| $V$-del | $s+j+e$ | $c+1$ | źdz $+j+0$ | $c+j+q c$ | $p^{\prime}+j+e{ }^{\text {a }}$ |
| FVP | - | - | - | - | - |
| CP | $s+j+e$ | - | - | - | - |
| 10t. | $s+j+e$ | - | žqž + j + Q | - | - |
| j-del | Š+e | - | ždž+0 | $\mathrm{C}+\mathrm{Q}$ | - |
| Cycle 4 |  | $\underline{C}+1+\frac{}{\zeta}$ | - | - | - |
|  | p'isess | leciš | ježdža | kročoc | kop'je |

Almost all the rules in these derivations actually apply only on the third cycle; no rules ever apply on cycle 4, and only Coronal Palatalization and First Velar Palatalization apply on cycle 2. Obviously the reason for this is that it is only on the third cycle that affixation of the connecting morpheme creates the environment for j -insertion. Given that j -insertion is ordered first, and that in Rubach's system [j] triggers both Coronal Palatalization and First Velar Palatalization, it is not actually necessary to have cycle 2. And, as the derivations in (72) show, if it is assumed that all the verbal morphemes are affixed before any phonological rules apply and that the rules apply noncyclically in the order given below, the correct
surface forms are in fact derived. In addition, the entirely vacuous insertion and deletion of [j] seen in (71d) is avoided.

| (72) | a. p'išeš | b. lecis | c. ježdžq | d. kročęc | e. kop $j e$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| UR | $p^{\prime} 1 s+a+e+s$ | let $+\mathrm{e}+1+$ ¢ | jezd $+1+\mathrm{Q}$ | krok $+1+2 \mathrm{C}$ | kop $+\mathrm{a}+\mathrm{e}$ |
| $j$-inser | s+ja+e+s | - | $2 \mathrm{~d}+\mathrm{j}+\mathrm{q}$ | $k+j i+Q C$ | p+ja+e |
| V -del | $s^{+j}+\mathrm{e}+$ s | $t+1+\check{s}$ | $2 \mathrm{~d}+\mathrm{j}+\mathrm{Q}$ | $k+j+8 \mathrm{C}$ | p+j+e |
| FVP | - | - | - | $\check{c}^{+}+\mathrm{j}+\mathrm{Q}$ C | - |
| CP | § $+\mathrm{j}+\mathrm{e}+$ ¢ | c $+1+$ ¢ | zdiz+j+q | - | - |
| 10 t . | š $+j+e+$ ¢ | - | žaž $+j+Q$ | - | - |
| j-del | š $+\mathrm{e}+{ }_{\text {ch }}$ | - | ždž + Q | čac | - |
|  | p'išeš | leciss | ježdžg | kročqc | kopje |

Most of these verb forms, then, can be derived by means of one noncyclic application of the rules. There is thus no direct evidence from these forms for cyclic rule application.

Such evidence can be found, however, in the derivation of imperative forms. (73) exemplifies imperative forms of verbs belonging to the different verb classes:
(73)

| Class | 3rd sg.pres. |
| :--- | :--- |
| 1 | p'iše |
| 2 | čyta |
| 3 | viddží |
| 4 | xodži |
| 5 | kwadže |
| 6 | kžykńe |
| 7 | wyseje |

imperative

| p'Iš | 'write' |
| :--- | :--- |
| čytaj | 'read' |
| v'id́żz | 'see' |
| xodż | 'come' |
| kwadż | 'put down' |
| kžykńij | 'shout, sem.' |
| wyśej | 'go bald' |

In most cases the form of the imperative is basically the form of the nonpast verb stem. Thus in Class 1 and 6, the imperative form ends in a
consonant that has undergone lotation; in all the other cases no lotation takes place although the other palatalization of coronals, Coronal

Palatalization does. In addition, in Class 6, and in other forms in which the stem ends in a complex consonant cluster that would violate one of the two coda constraints if syllabified as part of the same coda, the imperative surfaces with a final -ij (see $\$ 2$ ). In the examples in (74) (taken from Bethin 1987) the two final consonants violate either the Sonority Sequencing Parameter ( $74 \mathrm{a}, \mathrm{e}, \mathrm{f}$ ) or the constraint which prohibits two sonorants from occurring in the same coda $(74 \mathrm{~g}, \mathrm{~h})$. As Bethin points out, sonority violations are less tolerated than violations of the constraint on cooccurring sonorants, hence alternating forms such as those in (74g) exist:33
(74) 3rd sg.pres. Imperative
a. vytńe
b. dm'e
c. vyrv'e
d. snil
e. zapevní
f. nagl'i
g. oznajmil
vytńij
dmilj
vyrvij
n. scéemńl
snilj
zapevńlj
nagl'ij
oznajmilj/oznajm
sćemnilj
'cut out'
'blow'
'tear out'
'dream'
'make certain'
'urge'
'announce'
'darken'

33 Earlier generative accounts of the imperative (Rubach 1984, 1985, Oussmann 1980a) argued that the - if form of the imperative is selected if the ;ireceding stem contains an underiying lax high vowel. As Bethin points out, even in a framework which assumes that Polish does indeed have such undarlying lax high vowels, this analysis is inedequate since many stems which do not contain yers ( $e . g, 74 f$ ) also surface with $-i j$. The hypothesis that the complexity of the final consonani cluster determinos the form of the imperative is the traditional view (see, for instance, Szober 1963, and more recently Gladney 1983), although as far as I know, Bethin (1987) is the first to suggest that the complex clusters require a following - I/ only if they violate syllable constraints. Bethin doos not formulate the syliable constraints as constraints on codas although she does discuss sonority violations and constraints against the occurrence of two adjacent sonorants in the same syllable.

The forms in (74) must be contrasted with forms whose stems end in complex codas in which no coda constraint violations occur. In such cases the imperative -ij does not surface:
(75) 3rd sg.pres. imperative

| a. votp'i | vqtp | 'doubt' |
| :--- | :--- | :--- |
| b. xewp'i | xewp | 'boast' |
| c. up'ękšy | up'ękš | 'beautify' |
| d. uisć | uiść | 'pay' |

In providing an analysis of the imperative there are therefore two sets of facts which need to be accounted for. First, it is necessary to account for the occurrence or nonoccurrence of -ij in the imperative. And second, we must explain how the stems undergo palatalization.

Gussmann (1980a), Rubach (1984, 1985) and Rubach and Boolf (1987) propose that the underlying form of the imperative morpheme is basically an abstract front vowel which is affixed to the VS-stem of a verb form (e.g., $/ p^{\prime} i s+a+E /, / C \check{y t}+a j+E /, / k z ̌ y k+e+E /$ etc., where $E$ represents the abstract vowel). In the work of Gussmann and Rubach this abstract vowel is a high lax vowel, whereas in Rubach and Boolj it is a mid front [e] which lacks a skeletal position. This abstract vowel serves two purposes: it provides an environment for $j$-insertion and thus for application of lotation and the other palatalizations in Class 1 verbs, and it triggers palatalizations (but not lotation) in verbs of the other classes. 34 However, as pointed out in

34 Rubach (1984, 1985) assumes that j-insertion applies in the environment of two vowels if the second vowel is lax; in Rubach and Booij (1987), however, since the abstract yowels are distinguished from other vowels by not being linked to a skeletal position it is

Rubar.h (1984, 1985), while the postulated imperative morpheme correctly provides an environment for j-insertion in Class I verbs, it also incorrectly provides such an environment in Class 3 and Class 4 verbs since the sequences of the verbalizing suffixes -e or -i followed by the abstract vowel should trigger j -insertion. That j -insertion has not applied is clear from the fact that Coronal Palatalization and not lotation is the palatalization affecting stem-final coronal obstruents of Class 3 and 4 imperatives. Rubach proposes to account for the lack of lotation in Class 3 and 4 forms by means of a rule of Front Vowel Truncation which deletes -e and -i preceding the imperative morpheme. To account for the appearance of $-i j$ he proposes a rule of Imperative Allomorphy which inserts -ij preceding the $-E$ of the imperative morpheme in the environment of certain types of stems (see Fn. 33); in Rubach and Boolj (1987) this insertion is made sensitive to the syllable structure of the language.

I have argued throughout this thesis that postulation of an abstract underiying vowel does not account for facts of Polish such as the e $\sim 0$ alternations; consequently we can assume that such a vowel is also not the underlying form of the imperative morpheme. Following Bethin (1987)। assume that the underlying form of the Imperative is $-i j, 35$ Bethin suggests
unnecessary to assume that the abstract vowels are lax and high. j-insertion thus takes place preceding two vowels if the second vowel is [-high], just as in (66) above.

35 Gladney (1983) suggests that the underlying representation is $/ 1 /$, following the historical form of the morpheme (which is preserved in other Slavic languages such as Russian). This representation requires postulation of a rule spectíc to the imperative to derive the final glide. In Class 3 and 4 3rd sg. nonpast tense verbs and in several cases in the nominal system, desinential -i morphemes do not surface with final glides. Since, as in the case of j-formation, front glides in Polish are usually derived as a result of syllabification requirements, it is probably the cese that the imperative morpheme is underlyingly a sequence of two high front vowels /II/, the secand of which becomes a glide. I shall refer to this morpheme as -ij below.
that while the morpheme is present in underlying form, it is syllabified only if the nature of the preceding consonant cluster requires it; otherwise the $/ \mathrm{ij}$ / remains unassoclated and therefore unpronounced (but see below). She does not, however, account for the different stem-final palatalizations that occur in the imperative forms.

The important point about the phonological alternations seen in the forms of the imperative is, as I mentioned above, that the form of the imperative is actually the form of the nonpast tense stem. Analyses such as those of Rubach, etc. fall to capture this fact because they assume that the imperative morpheme is affixed to the VS-stem of a verb. Glven the constituent structure of verb forms proposed in Chapter 2, it is possible to assume instead that the imperative morpheme is affixed not to the VSstem, but to the nonpast TM-stem of a verb. This assumption allows us to account for the palatalization effects seen in the imperative. In particular, the nonpast TM-stem of Class 1 and 6 verbs will trigger j-formation and subsequently lotation and the other associated palatalizations, whereas the TM-stems of verbs in other classes will not trigger j-formation. In (76) the underlying nonpast TM-stems of the imperatives of each Class are given:
(76) Class 1
2

Only the Class 1 and Class 6 stems provide the environment in which $j$-formation can occur. It is for this reason, then, that lotation shows up only in such verbs.
(77) gives partial derivations of imperative forms. Notice that to derive the correct surface forms, Vowel Delinking must apply cyclically. In (77a) if both the [a] and [e] were delinked at the same point in the derivation (even if Delinking applied iteratively from left to right), then there would be no environment for $i$-insertion since after Vowel Delinking the empty vowel slots would precede the [1] of the imperative, a high vowel (iinsertion applies only before nonhigh vowels). Notice also that it is not until after Vowel Delinking has applied on the cycle of the imperative morpheme that it is possib!e to determine whether or not to syllabify -ij, since it is only at this point that $-i j$ is adjacent to the stem (the asterisk specifies a syllabically stray segment).

Cycle 2

Syll.




Bethin (1987) assumes that the imperative morpheme is not actually deleted in forms like (77a), but rather remains unsyllabified and consequently unpronounced. The problem with this hypothesis is that if the morpheme is unsyllabified in the cyclic component but is not deleted, then in principle it should be avallable to the rules of syllabification that apply at the phrase-level and could therefore be syllabified at that level, ylelding incorrect forms such as *p'š/j. In the case of the morpheme -ejs 'comparative', it is also necessary to assume that deletion has to apply. As pointed out in S2, the comparative morpheme has two forms, -ejs and $-s$. The restrictions on the appearance of the two morphemes are similar to
those governing the form of the imperative; namely, -ejs surfaces if the final consonant cluster of the stem to which it is affixed cannot be analyzed as a well-formed coda. (78) repeats examples from $\$ 2$ :
a. Cemńtejš+y 'darker' (cf. Cemn+y 'dark')
b. mqdž+ejš+y 'wiser' (cf. mqdr+y 'wise')
c. tvard $+\grave{s}+y$ 'harder' (cf. tvard +y 'hard')
d. prost + Šty 'simpler' (cr. prost +y 'simple')

As in the case of the imperative, we can assume that [e]] is syllabiried only if it is needed, and that otherwise it is deleted. If it were not deleted on the cycle of the comparative morpheme, then again the noncyclic or phrase-level syllabification rules would be able to syllabify it.

Close examination of the derivationis in (77) reveals an interesting aspect to the conditions under which -ij is deleted. On the imperative cycle, after Vowel Delinking has taken place, both the final consonant of the stem $\rho$ ' $s$ š and the final $-n$ of kžykn are unsyllabified. At this point, then, in both cases the final consonants of the stem are stray and avallable to syllabify as onsets to the imperative morpheme. However, in the former case, the final consonant can be syllabified as part of the coda of the preceding syllable and therefore it allows $-1 /$ to deleie, whlle in the latter case the final consonant cannot be syllabifled with the preceding syllable. Since this consonant would remain stray if $-i j$ were deleted, deletion is blocked. The rule deleting $-1 / j$ is thus restricted by a condition imposed on its output. It cannot apply if it would leave a stray segment behind.36,37

[^51]We have seen, then, that Vowel Delinking must apply cyclically. Given that application of i-insertion is dependent on the previous application of Vowel Delinking, i-insertion and thus j-formation in general must also be cyclic. Finally, given that Labial Palatalization, Coronal Palatalization, lotation, and First Velar Palatalization all take place in the environment of the derived [ $j$ ], we can conclude that all these palatalization rules are cyclic phonological rules, even though to a great extent the environments in which they occur are morphologically conditioned.

### 3.5 Comments on a Morphological Analysis of Palatalization

Since, in the preceding section, I focused on lotation to argue that palatalizations such as Labial, Coronal and First Velar apply in the cyclic component of the phonology, in this section I shall also focus on lotation to

## "antigemination" effects thus involve the same kind of condition on outputs as that ooverning the

 Imperative Delinking in Polish.37 An alternative hypothesis is provided by Rubach and Booij (1987). In attempting to deal with this condition on the form of the imperative, Rubach and Booij suggest that after deletion of the final stem vowel, the syllabification rules reapply, in the middle of the cycle, to syllabify the final consonant of a verb like pis as part of the coda of the preceding syllable. The insertion of -ij is ordered after this resyllabification has taken place (in the case of the analysis suggested here, the deletion of -ij would have to be ordered after the resyllabification of the final consonant into a coda). They use the facts of the imperative as evidence that syllabification applies constantly throughout a cycle after every operation on that cycle. Since Vowel Delinking is ordered before Imperative Deletion, the input to the Imperative Deletion rule is a stem with a well-formed final syllable. Given a structure such as /pros $+i+1 /$, Rubach and Booij's analysis requires that on the third cycle, after deletion of the leftmost [1], the final [s] of the stem is first resyllabified as part of the coda of the stem syllable. Clearly, however, the word surfaces as fully syllabified with the stem-final [s] serving as the onset to the final vowel. Therefore, immediately after [s] is resyllabified as part of the coda of the stem, it must be resyllabified again as the onsat of the final yowel. In this thesis I have assumed, following Gorecka (1986,1988), that syllabification rules apply only once on a given cycle, and that they are ordered with respect to phonological rules. Rubach and Boolj's analysis of the imperative is thus incompatible with my assumptions.
discuss an alternative analysis in which palatalization rules are not considered to be morphologically conditioned phonological rules.

Although, as we saw above, the insertion of [1] is not an automatic phonological alternation, it does take place in a clearly defined phonological environment. Any analysis which assumes that the palatalization rules triggered by j-formation are not part of the phonology, but rather are either entirely morphological in nature or apply in a component of the grammar which is pre-phonological, would miss this generalization. Nevertheless, if it were possible to show that assuming that lotation and other palatalizations are non- or pre-phonological processes allows us to capture other significant generalizations about Polish which are not captured in the phonological analysis of palatalizations, then the fact that the environments in which lotation, etc. occur are phonologically regular would become less significant.

Recently Spencer (1986) has argued that the palatalization rules of Polish are not phonological rules at all but are rather morpholexical rules, where by the term "morpholexical rule" Spencer means a context- free rule applying before the cyclic rules of the phonology (at what he calls Level 0 ) to derive from underlying representations of roots and suffixes the variants or allomorphs of these morphemes that "figure in morphologically complex contexts" (p.270). He accounts for the fact that particular palatalizations occur in the environment of particular affixes by assuming that affixes select appropriately palatalized stem allomorphs; thus, for instance, the affixes in whose environments Second Velar Palatalization occurs select Second Velar allomorphs of stems ending in velars.
in Spencer's framework, then, at the point at which affixation takes place, the palatalization rules have already applied to derive palatalized
stems such as those of the Classes $1,3,4$, and 5 verbs listed in (79). Notice that velar (and also labial and coronal sonorant) stems have only one palatalized variant, whereas stems ending in coronal obstruents have two palatalized variants, one exhibiting lotation, the other exhibiting Coronal Palatalization. Only Class 5 verbs ending in coronal stops have lotated stems; Class 5 lotated stems are thus very limited in occurrence (see §3.4 above).
(79)
Pal[lot.] Pallcp.]

(80) Illustrates the morphological forms in which lotated stems occur.

| (80) | Present Ppp |  | Ger | Sec. Impf. inf. | 'write' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Class | 3 rapl | 2nd sg |  |  |  |
| 1 | $p^{\prime} 1 s+a+8$ | $p^{\prime} i s+a+e+s$ | $p^{\prime \prime} i s+a+q c$ |  |  |
|  | [ $\mathrm{p}^{\text {'issen }}$ ] | [ $\mathrm{p}^{\prime}$ IŠeš] | [p'işoc] |  |  |
| 3 | $v^{\prime} 1 d^{\prime}+e^{+} \mathrm{Q}$ | $v^{\prime} 1 d+e+e n+1$ | vid ${ }^{\text {d }}$ - $+2 c$ |  | 'see' |
|  | [vildzo] | [viidzenil] | [vidzec] |  |  |
| 4 | pros $+1+8$ | pros+1+en+1 | pros+i+qc | zapras $+1+a+c$ |  |
|  | [proš)] | [prosenil] | [prosęc] | [zaprašać] | 'ask' |
| 5 |  | grot + ent 1 |  |  | 'crush' |
|  |  | [gnecenil] |  |  |  |

For Spencer's assumption that morphemes select the stems to which they affix to work, the morphological constituent structure of verbs
proposed in Chapter 2 cannct be entirely correct. Specifically, it cannot be the case that morphemes such as the Connecting Morpheme, the 1st sg. and 3rd pl., and the Gerund attach to stems ending in the verbalizing suffix (i.e., to VS-stems). If these morphemes did attach to VS-stems, then the fact that the forms in which they occur are always palatalized could not be attributed to selectional restrictions on the morphemes, since they would never be adjacent to the palatalized stems. One would need to assume instead, for instance, that the distinction between C-stem and VS-siem is not that the latter contains a verbalizing suffix whereas the former does not, but rather that the latter is "palatalized" whereas the former is not. It would then be necessary to assume in addition that there is another constituent corresponding to the VS-stem that contains a verbalizing suffix to which are affixed the past tense and infinitive markers.

Consider now the selectional restrictions on affixes such as the Connecting Morpheme, 1st sg. and 3 rd pl . and the Gerund. In Class I the Connecting Morpheme affixes to a palatalized, lotated stem. In Classes 3, 4 and 5, it affixes to a coronal palatalized stem:


Recall that I pointed out in Chapter 2 that there is one Connecting Morpheme which affixes to the constituent VS-stem, whose form depends on the form of the verbalizing suffix of the VS-stem ( $-i$ appears if the verbalizing suffix is [-back], -e appears elsewhere). In Spencer's framework it is necessary to assume that there are three different Connecting

Morphemes: -e which affixes to lotated Class 1 stems, $-j$ which affixes to Class 3 and 4 Coronal Palatalized stems, and te which affixes to Class 5 Coronal Palatalized stems.

In the case of the 1st sg. and the 3 rd pl., I postulated that these suffixes are affixed to the VS-stem constituent. Spencer needs to postulate that in Class 1, 3, and 4, they affix to lotated stems, but in Class 5 they affix to unpalatalized stems:

| Class 1 | p'iš ${ }^{\text {ceg }}$ | '1st sg.' |
| :---: | :---: | :---: |
| 3 | v'idz+ę |  |
| 4 | proš+ę |  |
| 5 | gnot + e |  |

And, similarly, in the case of the Gerund, in Classes 1,3, and 4 the Gerund affixes to lotated stems, but not in Class 5:
(84) Class 1 piš+qc 'gerund.'

3 vidz 2 Q
4 proštqc
5 gnot Q Q

Spencer's framework thus results in a loss of generalization about the selectional restrictions on the affixes. It also makes it more difficult to account straightforwardly for the Secondary Imperfective formation of Class 4 and Class 5 verbs. Verbs of these classes become secondary imperfectives by being assigned membership in Class 2. In the case of Class 4 verbs, the secondary imperfectives have a lotated stem; Class 5 verbs, however, have no palatalization in the secondary imperfective:

## (83) Class 4 zapraš+aj+Q 'invite, Sl., 3 rd pl.' <br> Class 5 rozgńat + aj+q 'crush, SI., 3rd pl.'

The fact that in both cases secondary imperfective formation results in assignment to Class 2 and also causes alternations in the vowels, suggests that the same process is at work in both Class 4 and Class 5 (the same process also occurs in Class 7 verbs). In Chapter 21 argued that since Class 5 C-stems are identical to Class 5 VS-stems, if we assume that secondary imperfective formation takes Class 4 and 5 VS-stems as input and assigns the VS-stem to Class 2 membership, then we can account for the similar secondary imperfective forms in the two classes. The lotation effects in Class 4 are a result of the juxtaposition of two verbalizing suffixes, the -i of Class 4 and the -aj of Class 2. In Class 5, since there is no verbalizing suffix, -aj is simply affixed to the VS-stem, and no palatalization occurs. In Spencer's framework the similarities in the assignment of class membership and in the vowel alternations in the secondary imperfectives of both classes become simply accidental: it is necessary to assume that in Class $4-a j$ selects a lotated stem, while in Class 5 it does not. Since in Class 2 forms -aj actually never selects a palatalized stem (e.g. čyt+aj+) the simple generalization that Class 4 and 5 verbs are conjugated like Class 2 verbs in the Secondary Imperfective becomes much inore difficult to state.

In addition to making it difficult to state generalizations about morphological structure, Spencer's framework does not provide a more straightforward account of irregular lotation effects than does the framework. in which palatalizations are assumed to be phonological rules. In S3.4.1 i pointed out that in Class 3 Past Passive Participles Iotation
occurs unexpectedly in the masculine plural; all other person/number forms exhibit Coronal Palatalization (the parentheses around [j] indicate that this consonant does not surface):

Past Passive Participle ${ }^{38}$
m.sg.

Class
1
2
3
4
5

| m.sg. | m.pl. |
| :--- | :--- |
| p'isany | p'isańı |
| čytany | Čytańi |
| v'idżzany | v'idzeńi |
| prošony | prošeńi |
| gryżony | gryžení |

f.sg.
p'isana
čytana
v'idż́ana
prošona
gryżona
f.pl. p'isane čytane v'idźane prošone gryżone

In terms of the morphological constituent structure developed in Chapter 2, the forms of the past passive participle can be accounted for as follows. In Class 1 and Class 2 the suffix $-n$ - is added to the VS-stem; in Classes 4 and 5 the suffix -ent-on is added also to the VS-stem as we can see from the fact that in Class 4 lotation has taken place (the vowel alternation in this latter suffix is due to a lexically governed process which has no bearing on the discussion here; see $\mathcal{S} 4$ ). In Class 3 we appear to have a hybrid past passive participle. The Class 3 verbalizing suffix -e alternates with [a] (e.g., in the past tense we get vildgaw 'he saw' but $v$ 'ldక́e/'/ 'they saw, m.'). This suggests that in the non-masculine plural forms, the suffix $-n$ - is added to the VS-stem $X+e$ to form the participle. In these cases, as expected, the verbalizing suffix triggers Coronal Palatalization. In the masculine plural, we can account for the lotation effects if we assume that the Class 4 and 5 participlal suffix -enfon is

[^52]added to the VS-stem. The sequence of two vowels triggers j-formation because the second vowel is [-highj; consequently lotation is also triggered.

In Spencer's framework exactly the same hypothesis, namely that Class
3 past participles are formed according to the pattern for Class $1 / 2$ verbs and also in the plural masculine according to the pattern for Class $4 / 5$ verbs, is needed to accounted for the facts. He cannot assume that Class 3 participles are formed from affixation of one suffix, such as, for instance, an -en/an alternating suffix because then he would not be able to explain why this suffix selects both Coronal Palatalized and lotated stems. So Spencer's assumptions about palatalization rules and selectional restrictions on morphemes make it difficult to capture generalizations about verbal morphology and make it no easier to account for idiosyncratic facts. 39

[^53]
## 4. Lexically-Conditioned Phonological Alternations

In previous sections of this chapter I have focused on morphologically conditioned phonological alternations and in particular on the consonant alternations or palatalizations. In addition to these alternations Polish has four sets of vowel alternations which apply in specific phonological environments, but which are lexically conditioned in the sense that they apply only in a subset of the words which meet the phonological environments of the rules. These alternations are: $\mathrm{e} \sim 0, \mathrm{e} \sim \mathrm{a}, 0 \sim \mathrm{u}$, and $\mathrm{e}^{\sim} \sim \mathrm{Q}$. In this subsection I describe and provide rules for the alternations to Illustrate the types of lexical conditioning that seem to be at play in Polish. This discussion, however, is not intended as a definitive account of the alternations (for more extensive discussion see Gussmann 1980).

The most straightforward of these alternations are the first two, e~0 and e~a. Both are found in nouns and verbs. In nouns [e] surfaces in the environment of a preceding [-back] consonant and a following palatalized coronal; if the following coronal is unpalatalized, [0] or [a] surfaces. There also exist forms which meet the environment for the rule but in which the alternations do not occur:40
(86)
a. ćast+o
b. las
c. $o b^{\prime} \mathrm{ad}$
d. añow
l.sg.
cesć+e
'cake'
'wood' leś+e 'dinner' ob'edj+e
'angel' ańel+e

40 Most of the examples in this section are taken from Gussmann (1980).

|  | e. pšod+y | 'front,n.pl.' | pšedžze |
| :--- | :--- | :--- | :--- |
| f. neb'osa | 'heaven, n.pl.' | neb'eśex (pl.) |  |
| cf. | g. m'od | 'honey' | m'odžze |
| n. b'odro | 'hip' | b'odže |  |
|  | j. v'adro | 'pail | v'adže |

The examples in (86) are of underived nouns in the sense that the nominal root is followed only by an inflectional/desinential affix. There are also noun (and some ãdjective) roots which have [a] or [0] in underived forms throughout the paradigm even if the desinential affix triggers palatalization of the stem-final coronal consonant, but which surface with. [e] when followed by a derivational affix that triggers palatalization; as (87) indicates, denominal and deadjectival verbs of ten contain [e]:

| a. podżaw | 'division' | podżal + e | 'lisg: | podzzel'ic | 'verb' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| b. stšaw | 'shot' | stšal+e | 'l.sg.' | stšel'ić | 'verb' |
| c. san +0 | 'straw' | sańte | '1.sg.' | senny | 'adj.' |
| d. slad | 'trace' | sladju+e | '1.sg.' | sledzićc | 'verb' |
| e. b'aw+y | 'white' | $\mathrm{b}^{\prime} \mathrm{al}^{\prime}+1$ | 'm.pl.' | bel'ec | verb' |
| f. motw+a | 'broom' | motl+e | 'l.sg.' | m'etlisko | 'aug:'41 |
| g. anow | 'angel' | ańel+e | 'l.sg.' | anelski | 'adj' |
| h. Jazda | 'drive' | ježdż+e | 'l.sg.' | jeżdżec | 'driver' |

Before consonant-initial palatalizing suffixes, [e] surfaces (although see Fn .41 ). Before the consonant-initial diminutive suffix, however, the situation is different: alternating roots always surface with [o] or [a]. This

[^54]is true even of roots which have underlying final [-back] coronal corisonants (recall that $-k$ triggers depalatalization of such stems; see Fn. 15):

| a. ańow | 'angel' | anele | 'l.sg.' | ańowek | 'dim.' |
| :--- | :--- | :--- | :--- | :--- | :--- |
| b. śano | 'hay' | Śenny | 'adj.' | sanko | 'dim.' |
| c. kam'eń | 'stone' | kam'enny | 'adj.' | kam'onek | 'dim.' |
| d. p'erścen | ring' | p'erscenny | 'adj.' | p'erśonek | 'dim.' |
| e. ńedžv'edź 'bear' |  |  | nedżv'adek | 'dim.' |  |
| f. gv'azda | 'star' | gv'ezdny | 'adj.' | gv'azdka | 'dim.' |

There is a small number of verb roots which have e~o alternations. In all but one case (89d) the final consonant of the root is coronal. As in nouns, [e] surfaces if the pinal consonant is palatalized, otherwise [0] surfaces. One verb, (89f), has an e~a alternation.
(89) infinitive 1st.sg.pres. 2nd.sg.pres. past.f. past.m.
a. gnesć 'crush' gnotę gneces gnotwa gnetlil
b. v'esć 'lead' v'odę v'edzzeš v'odwa v'edl'i
c. ńeść 'carry' nosę neseš noswa neśl'i
d. vec 'drag
e. brać 'bring'
f. jexać 'go
vloke vieceš vlokwa vlekl'i b'orę b'ežes braw bral'i42 jadę jedžeš jexaw jexal'i

Finally, e $\sim 0$ and $\mathrm{e} \sim \mathrm{a}$ are found in several suffixes of the verbal system. The Class 3 and the Class 7 verbalizing suffixes $-e$ and $-e j$ alternate with [a], and the Class 4 and 5 past passive participial suffix alternates between -on and -en:

[^55](90) infinitive Ist.sg.pres. past.f. past.m. p.p.p.sg. nominal
a. wyšeć 'go bald' wyśeje wyśawa wyśl'i
b. kžyčeć 'shout' kžyčę kžyčawa kžyčel'i kžyčany okžyčeńe
c. nest 'carry' nosę noswa nesl'i nesony nesene

Gussmann (1980) suggests first, that there must be two distinct front vo'wels underlying these alternations. The vowels must be front according to Gussmann because the consonants preceding the alternations are always [-back]. Since there are two distinct alternations, there must be two vowels underlying them. Gussmann thus postulates that Polish has an underlying tense/e/ that alternates with [a] and that lax/と/ alternates with [0]. To derive [a] and [0] there is a rule of Backing that applies in the environment of an unpalatalized coronal. Notice, however, that it is actually unnecessary to postulate that the vowels underlying these alternations are front vowels. As we have seen, it is necessary to assume that Polish has underlying [-back] labial and coronal consonants; given that rules which derive [-back] consonants are all morphologically conditioned rules, root-internal instances of such consonants must be considered to be underlying. Thus in all the root-internal cases of e~a, e~0 alternations, the preceding consonants must be underlyingly palatalized. We are therefore not forced to postulate that the alternations are front vowels underlyingly. In those cases where suffixes exhibit the alternations (in the verbal system; see (89)), since suffixes do not necessarily have to have front vowels to condition palatalization there is also no need to assume that in these cases there are underlying front vowels. I conclude then, that the vowel uriderlying the e $\sim 0$ alternation is / / / and that underlying the e~a alternation is [a]. Fronting of these vowels occurs when the following (almost invariably coronal) consonant becomes [-back] as a result of
application of a palatalization rule. This fronting, or Vowel Palatalization, is lexically-conditioned in two senses: first, not all forms which meet the environment for the application of the rule undergo it , and, second, in most cases it takes place only in the environment of non-desinential or derivational morphemes-only a few roots undergo the rule if it is triggered by nominal inflectional/desinential suffixes.

Interestingly, [ 0 ] and [a] rather than [e] surface before the diminutive suffix $-k$. Recall that this suffix triggers only palatalization of velars and the alveolar affricates, and does not palatalize labials or coronals; in addition, it causes depalatalization of underlyingly palatalized stem-final coronal consonants. In tnis sense it differs from other palatalizing consonant-initial suffixes like -n 'adj', -nik 'nom.' or -stv 'nom' which trigger Labial, Coronal and First Velar Palatalizations. Since $-k$ does not condition Coronal Palatalization, it follows that alternating vowels in coronal-final roots preceding this suffix will not be palatalized to [ E ].

The rule of Vowel Palatalization is given in (91):

## (91) Vowel Palatalization


(91) derives a [+low, -back] [æ] from underlying /a/; since this is not a permissible segment in Polish, later clean-up rules ensure that [æ] surfaces as [e] (see Calabrese 1988 for the notion of clean-up rule). Notice that if
this hypothesis about the representations underlying the e~0 and e~a
alternations is correct, it leads us to postulate that the verbalizing suffixes -e and -ej are actually $-a$ and $-a j$ underlyingly, but are distinguished from the Class 1 and Class $2-a$ and $-a j$ by diacritics which indicate that they undergo Vowel Palatalization. 43

The second vowel alternation, $0 \sim u$, occurs in a closed word-final syllable just in case the following consonant is voiced and can be characterized as Raising of underlying / $0 /$ to [u]. 44 It appears in both nouns and verbs. Not all words which could undergo Ralsing do ( $92 \mathrm{~m}, \mathrm{n}$ ), and some words which do not meet the environment since they have final voiceless consonants nevertheless undergo the alternation ( $92 \mathrm{~g}, \mathrm{n}, 0$ ).

## (92) Nouns

|  | a. moda | 'fashion' | mud |
| :--- | :--- | :--- | :--- |
| b. boby | 'beans,n.pl.' | bub | 'g.pl.' |
|  | c. droga | 'road'. | drug |
| d. može | 'sea' | muž | 'g.pl.' |
| cf. | e. grota | 'cave' | grot |

[^56]cf.
f. Šopa 'shed
šop
'g.pl.'

## h. stopa imperatives

 'work robut 'g.pl.'1. rob'ic' 'work' rub 'Imp.
j. pomagać 'help' pomuž 'Imp.
k. otfožyć 'open otfuž 'Imp.'
2. godžic 'agree' gudż ' Imp.
cf. m. skrobać 'scrape' skrob 'Imp.'
n. xodžíć ' $\mathrm{go}^{\prime}$
xodż 'Imp.'
Past Tense
3. nésć 'carry
p. buść 'gore'
q. muc 'can'

3rdsg.masc. 1stsg.masc.
nusw noswem
budw bodwem
mugw mogwem

Preceding consonant-initial suffixes, Raising does not apply, although again, there are exceptions (93e):
(93)


The examples in (93) indicate that Ralsing takes place in a word-final closed syllable. The situation is complicated, however, by the case of the diminutives. While diminutives of masculine nouns that have the $0 \sim u$
alternation in nondiminutive forms very rarely contain Raising, diminutives of feminines and neuters do contain Raising.

| a. grub | 'grave,m.' | grobu | 'g.sg. | nagrobek <br> nagrobka | 'tombst |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  | g.sg.' |  |
| b. dżub | 'beak,m.' | džobu |  | džzobek | 'dim.' |
| c. gwud | 'hunger,m.' | gwodu |  | gwodek | 'dim.' |
| d. osub | 'person,g.pl.' | osoba | 'n.f.' | osubka | 'dim.' |
|  |  |  |  | osubek | 'g.pl.' |
| e. bžuz | 'birch,g.pl.' | bžoza | 'n.f.' | bžuzka | 'dim.' |
| f. pul | 'field,g.pl.' | pole | 'n.ne.' | pulko | 'dim.' |

The fact that Raising does not occur in masculine diminutive nouns is expected, given that it seems to occur only in word-final position. In feminine and neuter nouns, the diminutive suffix behaves as if it, and the desinential suffix following it were not present, as if it were outside the word at the point at which Raising applies. Clearly this behaviour of the feminine and neuter diminutives is specific to the Raising rule since in the case of other alternations diminutives of all genders are undistinguished. The Raising rule is given in (95). It must be ordered before rules of Voicing Assimilation and Final Devolcing which may change the voiced nature of a stem-final consonant and thus bleed Raising.
(95) Ralsing


The final vowel alternation, $\varepsilon \sim Q$, also involves idiosyncratic behaviour on the part of the diminutive. 45 The basic generalization is that in those cases where alternations occur, [ $\ell$ ] is found in open syllables, whereas [ $\ell$ ] occurs in closed syllables. (96) gives examples from the verbal system; notice that the verbalizing suffix -n¢ undergoes the alternation:
(96) infinitive past,m. past,f. p.p.p.,m.

| a. zap'¢́' | zap'qw | zap'ęwa | zap'ęty | 'button up' |
| :---: | :---: | :---: | :---: | :---: |
| b. nadqé | nadqw | nadęwa | nadęty | 'inflate' |
| c. kžyknoć | kžykn̨w | kžyknęwa | kžyknęty | 'shout,sem |

In nouns we find many cases with nasal diphthongs in which no alternations occur. In those words which do have alternating forms, [q] surfaces in closed syllables, whereas [ę] surfaces in open syllables. Given that there exist so many words with either /q/ or /ę/ in which no alternations occur we must assume that lexical items are marked to undergo the rule. Once a form is marked to undergo the rule, it applies only if its phonological environment is met:
a. mq
'husband'
męža
'g.sg.'
b. mek 'torture,g.pl.'
męka 'n.sg.'
cf. meka 'flour,n.sg.'
mqk 'g.pl'
c. bwod 'trror'
bwędže
'l.sg.'
d. śv'gt 'holiday,g.pl.'

Śv'ęta 'n.pl.'
e. jagnípt 'lamb,g.pl.'
jagńe
'n.sg.'
f. Jastş̌b 'hawk'
jastšęb'a 'g.sg.'

[^57]In both the verbs and the nouns above, the vowel underlying the alternations is the front alternant; backing occurs in a closed syllable. Before derivational suffixes we find that in the environment of the diminutive, backing always occurs, but before other consonant-initial suffixes no backing occurs. The lack of backing in these latter cases is not explainable on the basis of syllable structure since in the majority of cases the syllable containing the nasal diphthong is closed:
(98)


Since no Backing occurs before the suffix $-c$ 'nom' which has the same epenthesis properties as does the diminutive $-k$, we cannot assume that the reason Nasal Backing occurs in diminutives is that it is ordered before epenthesis inserts [e] in its environment and that therefore in diminutives at the point at which the rule applies the nasal diphthong is in a closed syllable. Again we have a case where the diminutive suffix behaves differently from the other suffixes. If it is assumed that the closed syllables in which Nasal Backing applies must be word-final, then the
behaviour of the diminutive with respect to this rule is similar to its behaviour in the case of the $0 \sim u$ alternation. For purposes of the application of the rule the diminutive behaves as if it were not there. It must also, nowever, be specified to trigger Nasal Backing since there is a number of words in which the vowels are basically nonalternating but which surface with [ Q ] before the diminutive:
a. p'eçęc 'seal' p'eçǫtka 'dim:
b. kęs 'bite' k̨ska 'dim.g.sg.'
c. pam'ęc 'memory' pam'̨tka 'souvenir'

The rule of Nasal Backing is given in (100):
(100) Nasal Backing


Although the alternation effected by Nasal Backing is very different from that effected by Raising of $/ 01$, it is interesting to note that the environments in which they occur are identical. Both Steele (1973) and Laskowski (1977) suggest that this is the case. The rules differ, however, in their relative ordering with respect to the application of epenthesis in clitics. The masculine ist sg. of the past tense is signalled by affixing the clitic -m to a TM-stem ending in the past tense morpheme. In this environment we find an epenthetic [e] (cf. kwadw '3rd sg.m.past', kwadwam
'1st sg.f.past' and Kwadwem'1st sg.m.past'). Raising must be ordered after cliticization and epenthesis (e.g., noswem 'carry,1st sg.m.past'., nusw '3rd sg.m.past', noswam '1st sg.f.past') whereas Nasal Backing is ordered before cliticization (e.g., dowem 'breathe, 1st sg.m.past' dow'3rd sg.m.past', dewam '1st sg.f.past').

## 5. Conclusion

(101) lists most of the rules discussed in this chapter (with the number, or section in which they occur). The rules are listed in the general order in which they apply (this ordering has not been justified in all cases):

## (101) <br> Cyclic Rules

Vowel Delinking (64)
i-Insertion (65)
Imperative Delinking (\$3.4.1)
Syllabification: CV, Onset, Resyllabification
Epenthesis (47)
Coda (\$2.4.2)
Coronal Palatalization (3)
Labial Palatalization (2)
First Velar Palatalization (13)
Second Velar Palatalization (15)
Affricate Palatalization (10)
Strident Palatalization (Fn. 4)
Spirantization (\$1; see 11)
lotation $(8,66)$
j-Deletion (\$3.4.1)
Vowel Palatalization (91)
Nasal Backing (100)

Clitic Epenthesis (\$4)46 Ralsing (95)

## Noncyclic Rules

## Syllabification

Epenthesis (47)
Extrametricality ( $\$ 2.4 .2$ )
Feature-Filling (of [e]) (\$2.4.2)
Velar Fronting (17, s2.4.3)
Depalatalization (Fn. 15, §1)
Redundancy Rules: [ $\pm$ LIC] insertion ( $\$ 1$ )
Affrication (S1)

In this chapter I have argued that most of the rules listed as cyclic are morphologically or lexically conditioned. An automatic consequence of the fact that a rule is morphologically conditioned is that that rule cannot apply in underived environments. If all the rules were simply morphologically conditioned, then there would be no need to postulate a condition such as the Strict Cycle Condition to account for the fact that these rules seem to apply only in morphologically derived environments. However, cyclic Epenthesis, V-Delinking, and lotation which are not morphologically conditioned but are cyclic rules, also apply only in derived environments. The Strict Cycle Condition is thus needed in the grammar. In accounting for the consonant and vowel alternations, I have claimed that the morphologically conditioned rules are ordered in the phonology; I have also claimed that all Polish suffixes are cyclic. Even if these claims turn out subsequently to be false, the general claims that I have made seem to be indisputable: namely, that a

[^58]great deal more idiosyncratic information is associated with the phonological rules of Polish than previous generative analyses of Polish had assumed.

While this chapter has focussed on cyclic rules, I have assumed throughout that there is a noncyclic phonological component. In the next chapter we turn to an examination of the noncyclic (word-level) and phraselevel nasal processes of Polish.

## Chapter 4 The Noncyclic Component: Nasal Processes and Nasal DIPHTHONGS*

Nasal assimilation and nasal gliding are common word-level noncyclic and phrase-level processes in Polish. Since nasal segments and their properties have been the subject of much discussion as well as of much confusion in the literature on Polish, I illustrate the existence of a noncyclic phonological component in the Polish grammar by proposing an explanatory analysis of these segments. ${ }^{1}$

## 1. Introduction

The orthography of Polish distingulshes 2 nasal vowels, ' $\varepsilon$ ' and ' $a ̨=$ ' $=$ [ $]$, in addition to 6 oral vowels ' $1, y, u, 0, e, a$ '. Phonetic studies have shown, however, that the orthographic nasal vowels are not nasal. Unlike French nasal vowels, to take one example, where the nasal vowels have distinctly different formant structures from corresponding oral vowels, Polish nasal vowels are actually sequences of an oral vowel, which is optionally slightly

[^59]nasalized, plus a nasal stop or plus a nasal glide (see e.g., Duklewicz 1967, Brooks 1968 and references therein). The nasal stop variant of an orthographic nasal vowel is always homorganic to a following noncontinuant (la,b); the nasal glide surfaces as labiovelar (1c), or, occasionally, as palatalized (1d), in the environment of a following fricative:
(1)

| a. $v s t e ̨ g+a$ | [fstenga] | 'ribbon, n.sg.' |
| :--- | :--- | :--- |
| b. vstęg+e | [fstendze] | 'I.sg.' |
| c. vstež $+k+a$ | [fstow̌̌ka] | 'dim.' |
| d. gés | [gew̃́s $\sim$ ge]śs] | 'goose' |

Polish orthography alsu distinguishes three nasal stops ' $m$ ', ' $n$ ', and ' $n$ '.
As (2) shows, these may surface as nasal glides (in fast speech), or as stops homorganic to a following noncontinuant:
(2) a. informacja [iwformacja] 'information'
b tramvaj
[traw̃vaj]
'tram'
c. čynš
d. kunšt
e. bomba
f. inteligentny
g. cynk
[čywธ̌]
'rent'
[kuw̃st] 'artistry'
[bomba] 'bomb'
[intel'igentny] 'intelligent'
[cynk]
'zinc'

Polish thus has two types of nasal segments phonetically: nasal stops and labiovelar or palatal nasal glides. The distinction between them is neutralized in the environment of a following consonant: before noncontinuants (stops, affricates and nasals) homorganic nasal stops are
found; before continuants nasal glides occur. ${ }^{2}$ In word-final position, however, contrasts between three nasal stops and the labiovelar nasal gilde are observed: ${ }^{3}$
(3)

| a. ton | 'tone' | (4) | a. sen |
| :--- | :--- | :--- | :--- |
| ' 'dream' |  |  |  |
| b. toń | 'depth' |  | b. seń | 'vestibule'

Given the sequential properties of orthographic "nasal vowels" and the similarities in phonetic forms of these vowels and orthographic oral vowel plus nasal stop sequences, generative analyses of Polish nasals have disregarded orthography and have argued that all vowel plus nasal sequences are in fact simply vowel plus nasal-stop sequences underlyingly. A problem facing such analyses is that they cannot account straightforwardly for the word-final contrasts between nasal glides and nasal stops (see (3),(4) above). A hypothesis such as that reflected in the orthography, that Polish has two mid nasal vowels, can account for these distributional facts, but this hypothesis in turn makes it difficult to account for the sequential properties of "nasal vowels" and for thieir similarities to nasal stops. Some nongenerative analyses tried to get around this problem by postulating that Polish has an additional segment, a phonemic nasal glide (Schenker 1954,

[^60]Feldstein 1983), or a nasal diphthong (Biedrzycki 1963) but such hypotheses do not explain why the occurrence of such nasal segments is limited to precontinuant or word-final position.

The difficulties faced by all previous analyses of Polish nasal segments arise because all of these analyses can account successfully for only some of the facts at any one time. Hence the great number of studies devoted to the problems of nasal segments.

The difficulties faced by earlier analyses are due in part to the limitations of linear frameworks. In this chapter I show that combining recent developments in the theories of hierarchical feature representations (see Clements 1985; Sagey 1986; Archangell and Pulleyblank, in prep.) and of underspecification (Archangelf 1984, Steriade 1987, etc.) not only allows us to explain the various distributional and phonetic facts associated with nasal segments, but also leads us to expect those facts. Thus in addition to explaining Polish nasal processes, the analysis presented here also provides evidence in favour of both hierarchical featurerepresentations and underspecification.

The analysis is essentially as follows. I argue that Polish has two nasal diphthongs which contain an oral mid vowel followed by a nasal segment that lacks place of articulation. The placeless nasal segment receives place specifications either by Spreading of a place node from a following noncontinuant segment (as in ( $1 \mathrm{a}, \mathrm{b}$ )), or by insertion of dorsal and labial features ( $(1 c, d)$ and ( $3 \mathrm{~d}, 4 \mathrm{~d}$ )). I further argue that nasal consonants, under the right conditions may lose their underlying place nodes and thus also either assimilate place of articulation from following consonants or become specified later as labiovelar nasal glides. The word-internal
neutralization of nasal diphthongs and nasal consonants is thus attributed to the fact that both types of nasal segments are, or become, placeless.

The analysis presented below suggests that, unlike terminal features such as [high], [back], [round], [antertor], which, it is claimed, need not be specified underlyingly but may be supplied by default rules (see, e.g., Archangeli 1984; Archangeli and Pulleyblank, in prep.; Pulleyblank 1988; Mascaro 1987; Steriade 1987; etc.), all nonterminal Place nodes, including the unmarked node for Polish [coronal], must be specified in underlying representations.

The chapter is organized into eight sections. Section 2 presents the data. In sections 3-7 I give arguments in favour of postulating an underlying nasal diphtnong, and discuss underlying representations of the nasals $/ \mathrm{m} /, / \mathrm{n} /$ and $/ \mathrm{h} /$, the rules and their modes of application. 58 is the conclusion. In order to minimize confusion in terminology I will assume the correctness of my analysis before providing arguments for it, and will refer to mid-vowel-nasal-segment sequences represented as orthographic nasal vowels as nasal diphthongs. I will continue to use the symbols ' $\varepsilon$ ' and ' $Q$ ' in non-phonetic representations to distinguish nasal diphthongs from regular oral vowel plus nasal segment sequences.

## 2. The Data

The three nasal stops represented in Polish orthography are in fact underlying nasals in Polish. In this section I describe the conditions under which these stops assimilate place of articulation from following
noncontinuants, or become nasal glides. I also describe more fully than above the properties of nasal diphthongs.

### 2.1 Nasal Assimilation

The nasal part of nasal diphthongs always surfaces as a nasal stop homorganic with a following noncontinuant:
a. rQb+ać [rombać] 'hew'
b. Ěqd+y [žondy] 'governments'
c. tęč+a [tença] 'rainbow'
d. p'ęc [p'enćc] 'five'
e. ręk $k+1$ [ren'k'i] 'hand, g.sg.'
f. vęgloa [vengla] 'coal, g.sg.'

Of the three underlying nasal stops, however, only the coronal stop $/ \mathrm{n} /$ always assimilates to a following noncontinuant. 4 In / undergoes place assimilation both word-internally and across word-boundaries. Assimilation to a velar ( $6 \mathrm{a}, \mathrm{c}$ ), or across word-boundaries is optional and occurs most frequently in faster speech; assimilation to a labial or to a coronal is obligatory word-internally in all types of speech:

| a. kemping | [kempyyg] | 'camping' |
| :---: | :---: | :---: |
| b. blond | [blond] | 'blond' |
| c. Dank | [bank] | 'bank' |

[^61]d. pan bug
e. on čeka
f. on k'eruje
g. huragan kolosalny
[pam buk] 'Lord God'
[on čeka] 'he waits'
[ 0 ' k'eruje] 'he drives'
[huragan kolosalny] 'colossal hurricane'

The assimilation in place features to a following noncontinuant undergone by coronal nasals is similar to that undergone by nasal diphthongs. What distinguishes coronal nasals from the nasal segment found in nasal diphthongs is that while the former may assimilate to a following consonant across as word-boundary (as in (6)), the nasal diphthong never assimilates across a word-boundary:
(7)
a. te taksuvkg [tow taksuvkow ...] *[ton taksuvkow . . .]
b. on śę ceńi [ow̃ se( $\tilde{w})$ ceńi ] 'he values himself' *[ow sen cení]

Underlying /m/ never assimilates to a following non-iabial stop or affricate, although it is found before labial stops. Examples are given in (8): 5
(8) a. komtur 'commander of Teutonic Knights'
b. malić 'feel nauseous'
c. klamka 'doorknob'
d. tamten 'that one'
e. kwamca 'liar'
f. Cemno 'dark'

5 There are no examples in the literature which show phrase-level assimilation of a labial nasal to a following non-labial stop. I therefore assume that lock of such examples means that labials do not assimilate to stops between words, just as they do not assimilate within words. This assumption seems to be borne out by speakers of Polish that I have checked with.
g. bomba 'bomba

The prepalatal nasal has a particularly interesting behaviour. In normal speech it is pronounced as a prepalatal nasal and, like $/ \mathrm{m} /$, does not assimilate to adjacent obstruents. In casual and fast speech, however, /ń/ decomposes into a palatal glide followed by a nasal stop homorganic with the following obstruent. This decomposition happens both word-internally and across word-boundaries: 6
(9) a. hańba [hajmba] 'shame'
b. swonce [swojnce] 'sun'
c. koniče [kojnce] 'I finisn'
d. bańka [bajpka] 'can'
e. zagoń do domu [zagojn do domu] 'chase (it) home'
f. tydżen calutki [tydżejn calutki] 'the whole week'
g. nažekań na zažqd [nažekạ̣n:azažond] 'complaints (g.pl) against the administration'

From the examples in (9) it is evident that the assimilation undergone by the prepalatal nasal after decomposition parallels that undergone by the coronal nasal.

[^62]
### 2.2 Nasal Gliding

As pointed out above, nasal diphthongs surface as nasal lablovelar or palatal glides in the environment of following continuants and word-finally. If the following consonant is [-back], the nasalized glide may also be [-back]:?
a. $v$ Qsk +1
[vowiski] 'narrow, m.sg.'
b. $k s \wp_{Q} z=k+a$
[ksow̃ška] 'book'
C. vęx
[vewx] 'smell'
d. $g e s s^{+1}$
[gewssi~gee]sil] 'goose'

The nasal stops become nasal glides both word-internally and across word-boundaries when followed by continuants, subject to the following conditions: 1)/m/ becomes a glide only before a labial continuant (1la,b,h,1);2) an underlying or derived prepalatal /n/ always surfaces as a palatal glide (]) ( 1 le,g,l); 3) a glide derived from $/ \mathrm{m} /$ or $/ \mathrm{n} /$ may become [-back] if the following continuant is [-back] ( $11 \mathrm{f}, \mathrm{m}$ ), again depending on the palatal quality of the preceding consonant(s) and vowel; and 4) in very fast speech a word-final glide may become [-back] (11m). The examples in (11) are organized in terms of the place of articulation of the underlying nasal stops; word-internal assimilation is illustrated in (1la-g), phrase-level assimilation is illustrated in (11i-m):

[^63][tryuwf]
b. xamski
c. šansa
d. konflikt
e. koński
f. sensé
g. tańšy
h. tam vale
i. zvartym šereg'em [zvartym šereg'em]
j. on vyšedł [ow vyšed]
k. zabudovań fabryčnyx [zabudova] fab..]
l. on Sé
m. coćq śę ... [ 0 W Se~0] Se] [ćoćó se. . .]
'triumph'
'boorish'
'chance'
'conflict'
'horse's'
'sense, l.sg.'
'cheaper'
'they are banging there'
'in close order'
'he went out'
'factory buildings' '
'he refl.'
'aunt, l.sg. refl.'

## 3. Nasal Diphthongs

In this section I present arguments in favour of the hypothesis that nasal diphthongs really are, as I suggested in $\mathfrak{S 1}$, underlying diphthongs whose second member is a placeless nasal segment. In begin in the following subsection by taking up the hypothesis presented in previous generative analyses of nasal diphthongs that the diphthongs are derived from underlying oral vowel plus nasal stop sequences.

[^64]
### 3.1 Nasal Diphthongs are not Vowel/Stop Sequences

The argument that nasal diphthongs are not derived from vowel plus nasal stop sequences is a simple one: any analysis which makes such a hypothesis cannot derive the word-final contrasts between nasal diphthongs and nasal stops in an explanatory or nonarbitrary way.

Recall that in word-final position the nasal glide contrasts with nasal stops. I repeat the relevant examples from (3) and (4) here as (12) and (13):


An analysis that tries to derive the nasal glide from an underlying nasal stop such as the coronal nasal, to tak one possibility (proposed, for example, in Rubach 1977a), makes the prediction that word-finally there should be no contrast between the nasal glide and the coronal nasal in surface forms. In other words, such an analysis predicts that one should either find [ $n$ ] or [w] word-finally, but not both. The fact that both exist obviously indicates that this prediction is false.

Gussmann (1980) and Rubach (1984), make cructal use of word-final underlying lax high vowels to distinguish nasal stops which do not become nasal glides (gliding is blocked by the presence of a following iax high
vowel) from those which do (no lax high vowel follows these). 9 Although there are many cases where a postulated final lax high vowel is claimed to function as an inflectional (masculine nominative singular, or genitive plural) suffix, there are also cases where such vowels are used simply as diacritics to prevent gliding (as in, for example, the postulated underlying form for the instrumental suffix -em: /emo/). Furthermore, proposing that lax high vowels block word-final gliding leads to an ordering paradox. in order for lax high vowels to block gliding, the gliding rule must be ordered before Lower, the rule which lowers or deletes these vowels. 10 In forms such as /pan+Esk+i/~[pański]~[pa\}ski] 'lordly', however, the rule which causes the palatalized nasal (whose palatalization is supposedly triggered by the presence of a lax high vowel) to become a glide must be ordered after Lower otherwise the lax high vowel would block the gliding rule since the nasal would not be before a [+continuant] consonant. 11 Thus even if one assumes the existence of lax high vowels, such an analysis is not without its problems. I have argued in chapter 3, however, that Polish does not have underlying lax high vowels. If this is correct, then using such vowels to prevent gliding is not a possible option. Moreover, postulating any other

[^65]type of segment to block nasal gliding would be even more ad hoc than using
lax high vowels since at least, within a framework where such vowels are assumed to exist underlyingly, the hypothesis that they occur word-f inally as inflectional suffixes in many forms is motivated on independent grounds. 12

One argument used by Gussmann (1980) as evidence in favour of the hypothesis that nasal stops underlie all nasal processes, comes from data such as the following:

12 Bethin ( 1984a) attempts a nonlinear, syllable-based analysis of the nasal facts. She postulates 1) that nasal consonants which become glides word-finally are in syllable rhymes, whereas other nasal stops are in appendices, and 2) that nasals in rhymes are unspecified with respect to features such as coronal, anter ior, atc., and that these features are acquired from following obstruents. In the absence of a following obstruent the unspecified nasal becomes a nasal glide (how this happens is not made clear). The suggestion that Polish has a placeless nasal is, as i have already indicated, one which I will argue below to be correct. In spite of this, however, Bethin's analysis as a whole is untenable because the distinction that she postulates between nasals in rhymes and nasals in appendices. is unliearnable Beihin does not discuss the syllabification algorithm for Polish, and therefore she does not make clear how non-nasal consonants following vowels are to be syllabified if Polish has a rhyme/appendix distinction for consonants following a nucleus. In the case of forms like bwgd^[bwond] 'mistake' the stop following the nasal in the rhyme is presumably in the appendix of the syllable. But in the case of a simple CVC syllable such as vud 'water, g.pl.' the final [d] could be either in the rhyme or in the appendix. If [d] is syllabified as part of the rhyme, then it has a different structure from a seemingly simple CVC syllable which ends in a nasal (e.g., ton). It is difficult to see how a speaker could deduce the difference in structure of two such similar syllables. Conversely, if the [d] of vud is syllabified as an appendix, then this suggests that core syllables of Polish can only have nasel codas (where the nasal is unspecified for place) and that all other consonants following a nucleus, including fully specified nasals, are not part of the core syllable. In the absence of other evidence in favour of such a claim, the structures proposed by Bethin to distinguish te from ton or tom are merely adhoc. Furthermore, the constraints on codas (discussed in Chapter 3) which play a role in the en $\varnothing$ alternations and in the determination of imperative and comparative allomorphy (see Bethin 1987 for discussion of the allomorphy) suggest that non-nasal as well as nasal consonants are incorporated into syllables by rules of core-syllable formation such as the Code Rule, and are thus not appendices.

| (14) | Infinitive pf. |  | 1st sg. pf | p.pf.part. |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | a. vyžoć | [vyžońć] | vyžnę | vyžęty | 'reap' |
|  | b. vyçoć | [vyćońc] | vytnę | vyçęty | 'cut off' |
|  | c. vyžoc | [vyžonć] | vyžmę | vyžęty | 'squeeze' |
|  | d. nadoć | [nadońć] | nadmę | nadęty | 'inflate' |

In these forms, nasal consonants alternate with nasal diphthongs. Notice in particular, that in two of these verbs, the nasal consonant is labial. Gussmann argues on the basis of these forms that, since the quality of the nasal stop is unpredictable it must be underlying. If Gussmann's analysis of the facts represented in the examples was correct, then it would be strong evidence in favour of the underlying-nasal-stop analysis. However, there are only two roots with labial consonants, žm 'squeeze' and am 'breathe', which participate in the illustrated alternations. Furthermore, these roots belong to a small class of verb roots (discussed in Chapters 2 \& 3) which trigger the e~0 alternation in prefixes and which for this reason are unusual. Finally, even if there were a rule to derive the nasal diphthongs from underlying vowel plus labial-nasal sequences, an additional rule would be needed to cause the $/ \mathrm{m} /$ to assimilate in place of articulation to a following stop (see 14c, d above). But, as we saw in $\$ 2$, labial nasal stops never assimilate in place to following stops. Thus any rule that could be posited to derive the correct surface forms would go counter to the other rules of Polish. Given these considerations, Gussmann's argument in favour of underlying nasal stops is considerably weakened.

Nasal diphthongs are thus not derivable from vowel plus nasal stop sequences. Therefore the similarities in the behaviour of nasal diphthongs and [coronal] consonants with respect to assimilation and gliding must be
explained in some other way. In the next section I show that nasal diphthongs are placeless in underlying representations and that they are diphthongs rather than simply placeless nasal segments. In $\$ 41$ provide evidence that coronal consonants are also placeless when assimilation occurs, thus explaining the parallels between nasal diphthongs and coronal nasals.

### 3.2 Nasal Diphthongs are Unspecified for Place

The structure that I propose for nasal diphthongs is given in (15):
(15)


The structure in (15) represents the ract that nasal diphthongs always occur in the environment following mid vowels and that they take up more than one timing slot (measurements taken by Brooks (1968) suggest that, at least in word-final position, the mid.vowel-placeless nasal sequences
(especially q) are longer than oral vowels, and shorter than vowel plus nasal stop sequences). Postulating that the nasal part of a nasal diphthong is a placeless segment, specified only for nasality, represents the fact that the place of articulation of this nasal is predictable.

### 3.2.1 Predictability of Place of Articulation

As we have seen, the nasal member of the diphthongs surfaces in two formis: as a nasal stop homorganic to a following noncontinuant segment (e.g., bwod [bwond] 'error', bwod<<<< [bworndzilc] 'to err'), and as a lablovelar nasal glide [w] (the glide may become palatal by means of a late rule spreading [-back]; I discuss this below). Since the labiovelar nasal glide surfaces both before continuants and word-finally, it can be considered to appear in the "elsewhere" environment. It is clear that the homorganic nasal stop alternant of the diphthong is derived by a rule which spreads Place of Articulation from the following noncontinuant and in this sense is predictable (see $\mathbf{S 5 . 3}$ for a statement of the rule by which Place of Articulation spreads). It is less clear that the labiovelar glide alternant must be derived by rule. Two sets of facts, however, indicate that this is indeed the case. First, Polish has no rule which deletes lablovelar place specifications, suggesting that these specifications are not present in underlying forms and, second, rules inserting lablovelar features are needed por deriving lateral sonorants as well as for deriving lablovelar nasal glides. I argue for the first point next.

If the labiovelar specification of the nasal diphthong were not derived by rule, then it would be necessary to assume that this specification was present underlyingly and that the second member of the diphthong was
specified [+back]. 13 Before noncontinuants the labiovelar specifications would need to be deleted in order to assimilate place of articulation features from the adjacent segment. 14

Recall from $\$ 2$ that although the coronal and prepalatal nasals can assimilate in place of articulation to following noncontinuants across word-boundaries, word-final nasal diphthongs never assimilate to following consonants in this environment (the examples in (16) are repeated from $\mathbf{S} 2$ ):
a. pan bug
b. on čeka
c. on k'eruje
d. zagoń do domu
e. te taksuvke?

| [pam buk] | 'Lord God' |
| :--- | :--- |
| [on čeka] | 'he waits' |
| [on' k'eruje] | 'he drives' |
| [zagojn do domu] | 'chase (It) nome' |
| [tow taksuvkow ...] | 'by this taxi' |
| *[ton taksuvkow̃...] |  |

The lack of assimilation of the nasal diphthong to a following [t] in (16e) suggests that at the point at which phrase-level spreading of place applies, the word-final segments are fully specified for place of articulation features. This implies therefore that coronal place specifications can be deleted (as in ( $16 a-d$ )) and hence trigger spreading of place from following noncontinuants, whereas dorsal specifications cannot

[^66]be deleted. Other arguments that deletion of [coronal] is indeed a rule of Polish are given in $\mathbf{S 5}$.

Assuming, then, that there is no rule that deletes dorsal specifications, and given that spreading of place to a nasal diphthong in word-internal position is obligatory, one can conclude that nasal diphthongs cannot be specified as dorsal (or dorsal-labial) in underlying forms. Notice also that they cannot be specified as coronal, because then they would not be distinguishable from coronal nasal stops in word-final position. One could assume that nasal diphthongs are distinguished from coronal nasals in underlying representation by means of the features [-consonantal] or [-continuant]. In the former case, the nasal diphthong would be specified as [-consonantal], while the coronal nasal would be either [+consonantal] or unspecified for [consonantal]. In the latter case, the nasal diphthong would be unspecified for continuancy, while the coronal nasal would be [-continuant]. In the case of both these segments, the values for [consonantal] and [continuant] which these segments take on are predictable from the context in which they appear. A nasal diphthong is [-consonantal] if it surfaces as a glide, and [+consonantall if it takes on the place features of an adjacent nasal stop. A coronal nasal is [-continuant] except before a cont inuant segment, when it surfaces as a [+continuant] nasal glide. Assuming that either [-consonantal] or [-continuant] are underlyingly specified would therefore require us to postulate that rules delink these peatures in the appropriate environments (i.e., before nasal stops in the one case, before continuants in the other case) so as to allow the rule-governed values of these features to be derived. But such delinking rules are unnecessary on the assumption that nasal diphthongs are distinguished from coronal nasals in that the former are placeless, whereas the latter have a
coronal place specification. One can conclude, therefore, that the nasal part of nasal diphthongs are not specified for place in underlying forms, and that consequently they are placeless.

If this latter conclusion is correct, then the labiovelar specifications must be filled in by rule(s). In fact these rules seem to be default rules for placeless sonorants in general, since they are also needed to account for laterals. And this brings me to the second argument in favour of the hypothesis that the place specifications of the nasal part of a nasal diphthong are predictable.

One of the consonant alternations found in standard Polish involves the lateral represented orthographically as ' $\nless$ '. In the environment of following [-back] segments ' $Y$ ' is pronounced as a [-back] lateral [1'] or [1]; in all other environment.; it surfaces as the labiovelar glide [w] (e.g., [škowa] 'school', n.sg.', [školel d./l.sg.' [škuw] 'g.pl.'; [b'awy] 'white,m.n.sg.', [b'al'i] 'm.n.pl.'). This lateral contrasts with another lateral-orthographic ' $1=[1]$ which alternates only with [l'] (e.g., [fala] 'wave, n.sg.', [fal'i] 'd./l.sg.'). We know that ' $\gamma$ ' in underlying representations is not a lablovelar glide which is later specified as a lateral since, in Polish, underlying /w/ surfaces as a labial fricative, [ $f$ ] or [ V . Evidence for this latter assertion comes from the behaviour of the lablal fricative with respect to volcing assimilation.

Voicing assimilation in Polish is regressive for the most part as the examples in (17a-c) Illustrate. In some cases, however, devoicing seems to spread progressively (17d-f):
(17)

| a. ryb+a | 'fish' | ryb+k+a | [rypka] | 'dim.' |
| :--- | :--- | :--- | :--- | :--- |
| b. $l^{\prime} i c ̌+y+c$ | 'to count' | l'ič+b+a | [l'iqžba] | 'number' |
| c. sklep | 'store' | skle[b] važyvny | 'greengrocer's' |  |

d. l'istv+a 'board' l'istevek [l'istevek] 'dim.' [l'istfa]
e. b'itv+a 'battle' b'itevny [b'itevny] 'adj." [b'itfa]
f. p'otž+e ${ }^{15}$ 'Peter,voc.' P'otr [p'otr] 'Peter' [p'otše]

Boolf and Rubach (1987) claim that Polish has iwo rules of voicing assimilation, one which is regressive and accounts for the pirst three examples in (17), and another of progressive devoicing (which they formulate as applying in feature-changing fashion to iricatives). Mascaro (1987) shows that if one assumes a) that voicing assimilation applies before the default value of [+voice] is assigned to sonorants, and $b$ ) that [f/v] in (17d,e) are underlyingly/w/ and hence sonorants (an assumption that is justified on historical grounds within Slavic), then the rule of progressive devoicing becomes a feature-filling rule which spreads [-volce] from an adjacent obstruent. Since $/ r /$ is also a sonorant it undergoes the same kind of progressive devoicing as does /w/. Notice that in (17c) [v] spreads the feature [+voice] to the preceding obstruent. This follows on the assumption, argued for above, that when phrase level rules apply, all segments are fully specified.

If ' $\}$ ' is not labiovelar underlyingly, then this suggests that it receives its lablovelar specirications by rule. The question then is what is the underlying representation for this segment. ' $\mathfrak{\prime}$ ' functions like a coronal in its palatalizing properties. For instance, an ' $Y$ ' which has been palatalized by rule triggers Palatal Assimilation of a preceding coronal fricative (e.g., v'ista 'Vistula, n.sg.', v'isle 'd./I.sg.'; see Chapter 2, \$2.5.I for examples of

15 The output of the application of a palatalization rule to $/ r /$ is $/ z /$.

Palatal Assimilation). Since all the other cases in which Palatal
Assimilation takes place involve only clusters of (palatalized) coronal segments, we can assume that ' $\}$ ' is coronal. As I argue below the coronal place of articulation is more easily delinked than are other places of articulation. As a coronal lateral, then, ' $\Varangle$ ' loses its place of articulation and its lateral specification in all environments except palatalizing environments. ${ }^{16}$ As a placeless sonorant segment ' $\gamma$ ' receives its place features by insertion of labiovelar specifications. ' 1 ' functions together with the prepalatal coronal consonants in that it always requires a [-back] high vowel to follow it (e.g., cf. košul't/ shirt,g.sg. ~ Košul+a 'n.sg.'; smof+y 'coal tar, g.sg' ~ smoł+a). This indicates that ' 1 ' is a corono-dorsal segment. The two laterals are thus distinguished from one another in that one is a simple coronal, while the other is a coarticulated [-back] dorsal and coronal segment.

Rules that insert labiovelar specifications thus seem to be needed to account for both laterals and for nasals. We can thus safely conclude that the nasal member of the nasal diphthong is unspecified for place at the underlying level and that it receives place features either by spreading of Place of Articulation triggered by a following noncontinuant, or by rules

[^67]which apply to placeless sonorants. Notice that this kind of analysis is possible only within a framework which assumes both that distinctive features are organized into ordered sets which constitute natural groupings of the features and that predictable feature specifications need not be present at the underlying level.

### 3.2.2 Nasal Diphthongs as Vowels

Nasal diphthongs undergo two types of phonological processes which affect vowels.

As we saw in Chapter 3, Polish has the alternation between e o seen in (18). It occurs in the environment of a preceding palatalized consonant and a following coronal consonant; when the coronal is palatal(ized) [e] occurs, when it is not, [0] occurs:
a. ańow
b. ČOW+0
c. ńeb'os+a
d. $Z 0 w+0$
e. kam'on+k+a
'angel'
'forehead'
'heavens'
'nerb'
'stoneware'
anel + e
čel+e néebeśex 'l.pl.'
zel+nik 'herb book'
kam'eń 'stone'

In a small set of cases, an underlying nasal diphthong followed by a coronal segment undergoes the e~o alternation:
(19)
$\begin{array}{llll}\text { a. pam'̨t+k+a } & \text { 'souvenir' } & \text { pam'ęć } & \text { 'memory' } \\ \text { b. ćel̨t }+k+0 & \text { 'calf, dim.' } & \text { ćelę } & \text { 'calf' }\end{array}$

This suggests that because the nasal diphthongs are nuclei in which the mid vowels are heads, they function like vowels. This hypothesis is supported by the fact that the diphthongs undergo an alternation, exemplified in (20), which is similar to other vowel alternations in that it is a phonologically triggered ([q] in this alternation is found only in closed syllables, [乞] occurs in open syllables), but lexically-conditioned alternation:
(20)
a. bwed
b. $2 \varrho b$
'mistake'
bwęd+u
'g.sg.'
'tooth'
zęb+a
'g.sg.'
c. śv'qt 'holiday,g.pl.'
sv'ęt+o 'n.sg.'
d. kş̨g 'book, g.pl.' kSęg+a 'n.sg.'

Furthermore, in the verb system, the nasal diphthong that occurs in the Class 6 verbalizing suffix $-n \rho$, undergoes the rule of Vowel Delinking (e.g.,


In this section we have seen evidence that the nasal diphthong contains a placeless nasal segment in underlying representation and that it functions like a vowel. I turn now to a discussion of the underlying representations of nasal stops, beginning with prepalatal nasals.

## 4. Prepalatal Nasals

As we saw in the examples in (9) in $\mathbf{\$ 2}$, when the prepalatal nasal undergoes decomposition into two segments, the second of which is a nasal segment, the kind of assimilation which the nasal segment can undergo is identical to that undergone by a coronal nasal (e.g., bańka 'can' [bajpka],
etc.). This suggests that the prepalatal is actually a complex segment with a double coronal-dorsal articulation, and that it is the coronal articulator which takes part in the assimilation rule, while the dorsal [-back] articulation remains unassimflated. Evidence that all prepalatals are coarticulated segments comes also from other cases of decomposition; as the examples in (21) show, one of a pair of adjacent (almost) identical stridents is subject to a deletion rule which is obligatory word-internally and optional post-lexically:
(21)
a. /v'eś+sk+i/ [v'ejski] 'rural'
b. /šeść+set/ [šeśset, šejsset, šejset] 'six hundred'
c. /negdyś šedł/
[ńegdyjšed] 'once, he walked...'

Sagey (1986) argues that complex segments have unordered or simultaneous articulations. Since the [-back] dorsal specification of the prepalatals has both leftward and rightward effects-in /tań+i/ 'cheap', for example, the prepalatal nasal ensures that the vowel [1] to its right remaings [-back] and is not retracted to [y] (i.e., [tanit]), while in decomposition the dorsal features attach to the left-this is further evidence that they are complex, coarticulated segments. Interestingly enough, it appears that both or the articulators are primary, or major (Sagey 1986). 17 HIstorically, prepalatal segments derive from palatalized dentals; hence, one would expect that synchronically the coronal articulator is the major articulator. The fact that in normal or lento speech (before Decomposition has applied since it is a rule of casual or faster speech) the

[^68]prepalatal nasal, unlike the coronal nasal, does not obligatorily assimilate to a following noncontinuant suggests that coronal is not the (only) major articulator. If it were, then one would expect the prepalatals to behave like all other coronals and thus to obligatorily undergo delinking of the coronal node.

Given that prepalatals are [-back] dorsal-coronal coarticulated segments (and regardless of which articulator is major), both the dorsal and the coronal articulator must be specified in underlying representations. The [-back] dorsal feature, and hence the dorsal node, is unpredictable and marked and must therefore be specified. Coronal must also be specified because without its specification there would be no way to indicate that the segment is coarticulated. 18 The underlying representation for a prepalatal segment is thus as in (22), where the parentheses around Nasal indicate that prepalatals need not be nasal segments: 19

[^69](22)


I suggested above that in lento speech, when Decomposition has not applied, the prepalatal is not treated as a coronal segment and does not undergo assimilation to a following stop. If this is correct, then clearly the rule of assimilation affects only coronal nasals (we have already seen that labials do not assimllate); since assimilation does occur after Decomposition, then Decomposition must remove the dorsal articulator from the coarticulated prepalatal, leaving the coronal articulator behind. At this point, the coronal derived from a prepalatal and the underlying coronal are identical (this is justified in more detail in S5). Therefore they behave in the same way. The rule of Decomposition is given in (23) (see Mascaro 1986 for an analysis of palatal decomposition in Catalan):


Notice that this rule, rather than simply delinking the dorsal specification of the prepalatal, both delinks the dorsal node and spreads it leftwards, creating a palatal diphthong. Since, by definition, the vowel already has a dorsal node of its own (see Sagey 1986), the only way that the dorsal node from the prepalatal can dock onto the preceding vowel is by generating its own place node which in turn generates a supralaryngeal node and a root node (node generation is discussed in Archangell and Pulleyblank, in prep.). The diphthong created by Decomposition is a contour segment involving sequences of articulations, and thus contrasts with the complex coarticulated prepalatal segments. Decomposition must be ordered before rules which cause coronal consonants to assimilate to following consonants.. The ease with which coronals are affected by assimilation rules is discussed in $\$ 5$.

## 5. Coronal Nasals

The fact that coronals and not labials or prepalatals lose their place specifications and assimilate to following noncontinuants is not a
phenomenon pecultar to Polish. Word-internally in English, for ir.stance, we always find labial and velar nasals unassimilated to following stops (e.g., Camcen, Tomkin:s lapmal Langdon), but we rarely find cases of unassimilated coronals. 20

In Central Catalan the coronal (dental and alveolar) stops and nasals, but not the labial or velar ones, assimilate in place to a following consonant (examples are from Mascaro 1987):
(24) a. se[t] se[b b]eus se[d d]ones se[K K]adres se[k k]osins 'seven' 'voices' 'women' 'thieves' 'cousins'
b. re[p] re[b b]eus re[b d]ones re[b K]adres re[p k]osins 's/he receives'
c. dilk] dilg b]eus dilg djones dilg K]adres dilk k]osins 'I say'
d. só[ $n$ ] só[m b]eus só[n d]ones só[ $\Omega$ K]adres sól n K]osins 'they are'
e. só[m] só[m b]eus só[m d]ones só[m K]adres só[m k]osins 'we are'
f. ciln ciln bleus ciln djones ciln Kladres cill kjosins

Mascarb (1987) claims that assimilation affects the coronals because their place of articulation is unmarked, and that this follows from the general observation that consonants of any class can assimilate most properties except those they are marked for (or that are incompatible with them). Thus he argues that since nasals are marked for nasality they do not lose this property, but can assimilate in place, laterals can become palatal, dental or nasal, and so on.

20 I am indebted to Morris Halle for these examples.

In some dialects of Spanish nasals in codas regularly lose their place features. If they are followed by an obstruent, the placeless nasals become homorganic to the obstruents (25a); if, however, no obstruent follows, then coronal is inserted (25b):
(25)

| a. impio | 'impious' |
| :--- | :--- |
| indigno | 'undignified' |

b. desden
'disdain' (cf. desdef-a 'disdailr-vb')

I propose that the susceptibility of the coronal nasal of Polish to assimilation and gliding, and the comparative inertness of the labial and prepalatal nasals can be attributed, as in Spanish, Catalan and English, to the unmarked, and therefore default, status of the coronal place of articulation.

### 5.1 Coronal as Unmarked

Recent work in underspecification theory has suggested that default values of features, or terminal nodes in feature hierarchies (see Clements 1985, Sagey 1986, Archangelf and Pulleyblank, in preparation) are unspecified in underlying representations, and that their values are filled in by universal or language-specific redundancy rules. Mascar0 (1987) has argued, for example, that such differences in voicing assimilation as that in some languages voicing is triggered by sonorants (e.g., Cracuw Polish), whereas in other languages it is not (e.g., Warsaw Polish), can be explained by ordering voicing assimilation after default assignment of [+voice] to sonorants in the former case, and before the default voice assignment in the latter case. Similarly, Pulleyblank (1988) shows that the asymmetric
behaviour of the default vowel [i] in Yoruba with respect to rules such as regressive spreading of vowel features is a result of the fact that [i] is unspecified for the re!evant features when the rules apply.

Given the evidence that default underlying feature values are unspecified, one could assume that default place specifications (or nonterminal nodes) are also unspecifled. In the case of Polish such an assumption would mean that the coronal nasal would have no place specifications.

In this section I provide two arguments showing that [coronal] must be specified in underlying representations in spite of the fact that it is the unmarked place of articulation in Polish. The first argument comes from the prccesses of phrase-leve: spreading of flace to coronals, and from the underlying representation of prepalatal segments.

If the coronal nasal stop were in fact placeless in underlying representations, then there would be no need to postulate a rule to delete coronal specifications (such a rule could either precede Spreading and thus trigger Spreading, or it could be triggered by Spreading to a coronal). However, as it turns out, such a rule is needea independently in Polish to account for the nasal assimilation which takes place after prepalatal Decomposition, and for the assimilation of coronais to following obstruents across word-boundaries. In the first case, as I argued in \$4, the prepalatal nasal is specified as both dorsal and coronal underlyingly. Therefore after decomposition, at a point before or at which Spreading of place of articulation occurs, the nasal segment which is to be the target of the assimilation rule has a [coronal] node whicli must be deleted. As far as phrase-level place assimilation is concerned, recall that the reason why nasal diphthongs in word-final position do not undergo assimilation to
following noncontinuants is because at the phrasal level they are fully specified as labiovelar glides. If glides are fully specified at this level, then presumably all nasal stops are also. Thus in order for coronal nasal stops to undergo assimilation at the phrase level, the [coronal] specification must be deleted.

Given this independent motivation for coronal-deletion, postulating that coronals have a tendency to assimilate because they lack place specifications in underlying representations is not necessarily a better explanation of the Polish facts than postulating that coronals are specified underlyingly and lose their place features.

The second argument that [coronal] is present underlyingly comes from the application of redundancy rules. If [coronal] were not present underlyingly, then it would have to be inserted by means of a redundancy rule, after all phonological rules providing place of articulation features to placeless nasals had applied. In S3.2.1 I concluded that Polish has another redundancy rule which applies to placeless sonorants: namely, a rule inserting labiovelar specifications. This rule derives both labiovelar nasal glides from placeless nasals and labiovelar oral glides from placeless laterals. Postulating that both rules (i.e., insertion of coronal and insertion of dorsal/lablal features) are active in Polish leads to a problem, however. The structures to which a coronal redundancy rule would apply are identical to those to which the labiovelar rule applies. Consequently, depending on which rule would be ordered first, that rule would assign features to all placeless sonorants, and therefore would yield either all coronal segments or all lablovelar segments, obviously an incorrect result. One could hypothesize that coronal place insertion was limited to nasal segments, thus perhaps preventing its appl!cation to placeless laterals, but even in
this case whichever redundancy rule applied first would apply both to the placeless nasal segment of the nasal diphthong and to the placeless nasal segment purportedly underlying the coronal nasal stop. It might be possible to play around with the underlying representation of the coronal nasal stop to distinguish it from the nasal diphthong's placeless nasal (e.g., one could assume that the nasal stop, though placeless, was specified as
[-cont inuant]; this might present a problem as well, though, given that stricture features seem to be dependent on place features (see Fn.18); if [-continuant] were specified underlyingly on a placeless segment, then there would be no place node that the [cont] pointer could point to). Since a rule of coronal deletion is needed in any case for Polish, it is much simpler to assume that the [coronal] is specified underlyingly for all nasal stops and in this way to avoid the problem of conflicting redundaricy rules. Notice in addition that nonnasal obstruents must be underlyingly specified as coronal, since if they were not, then when Spreading applies (before the redundancy rules) they would have no features to spread. As coronal does spread, along with labial and dorsal features (see S2), it clearly is present in obstruents, and thus it must be present in nasals as viell.

### 5.2 Coronal Deletion

The question that must now be answered is whether the rule which deletes [coronal] is independent of, and ordered before, the Spreading rule, or whether delinking of [coronal] is a result of Spreading. If the latter were correct, then Spreading of place features would have to be sensitive to the coronal specification of the nasal preceding it and would thus be a featurechanging rule. Since it applies to the placeless nasal segment which is part
of the nasal diphthong, however, we already know that it can apply as a feature-filling rule. I suggest therefore that, rather than having Spreading apply in both feature-changing and feature-filling fashion, we assume that it is only feature-filiing. This implies that coronal deletion is independent of Spreading. The rule of Coronal Deletion is given in (26):
(26) Coronal Deletion

(26) states that [coronal] is deleted if it occurs in a syllable Rhyme.

### 5.3 Spreading

After the application of Coronal Deletion, the placeless, formerly coronal, nasal and the placeless nasal segment of the diphthong are targets for the rule which spreads place of articulation. This rule is given in (27):
(27) Spreading-Place

(26) states that a [-continuant] segment spreads its place of articulation features by spreading its Place node leftwards onto a placeless nasal segment. This rule must refer to the noncontinuant status of the triggering obstruent, since it does not apply when the obstruent following the placeless nasal is continuant.

So far I have proposed four different rules to account for nasal processes in Polish: (23) Decomposition, (26) Coronal Deletion, (27) Spreading-Place, and the sonorant redundancy rule which provides placeless sonorants with labiovelar specifications (discussed in \$3.2.1). The order in which the rules apply is reflected in the order in which they are listed.

These rules account for the decomposition and subsequent assimilation to a following noncontinuant of the prepalatal nasal, assimilation to a noncontinuant of a coronal nasal, and the word-final surfacing of the nasal diphthong as a labiovelar nasal glide. It remains still to account for wordinternal labiovelar and palatal nasal glides, and for the behaviour of the labial nasal. Before discussing these processes, I provide sample derivations illustrating the application of the ru'es (only nodes relevant to
the derivations are represented in (28); recall that [nasal] is actually under the supralaryngeal node):
(28)
a. $/ \mathrm{t} \ell /=[\mathrm{t} 0 \mathrm{w}]$
t


b. $/ \mathrm{zqb} /=[z o \mathrm{mb}]$

2

$z$

(i)
c. /nańba/=[hajmba]

(ii)

(iii)

(iv)


## 6. Labial Nasals

In \$2 we saw that labial nasals never assimilate in place of articulation to following noncontinuants (e.g., komtur 'commander of Teutonic knights'), but they do become nasal glides in fast speech if followed by a nomorganic lablal fricative (cr. tramvaf [trawaj] 'tram', but xamski [xamski] 'boorish'). In contrast, coronal and prepalatal nasals become glides in fast speech regardless of the place of articulation of the following continuant (cf. sansalšaw̃sa] 'chance'; Konvuj [kow̃vu]] 'convoy'; on xce [ow̃xce] 'he wants'; korisk/ [kojski] 'horse-like'). In both cases, in fast speech the gliding of the stops is obligatory. In the case of nasal glides derived from underlying nasal diphthongs, glides are obligatory wordinternally before continuants and word-finally.

The lack of assimilation of a lablal nasal to a following noncontinuant was attributed above (\$5.1) to the fact that [labial] has a relatively marked status as a place of articulation. Since labials do not assimilate to coronal
or prepalatal noncontinuants as coronals do, one can conclude that there is no rule of [labial] place-deletion in Polish which would function similarly to Coronal Deletion and would delete the [labial] node of a segment situated in a syllable Rhyme. The fact that labial nasal do become nasal glides before lablal noncontinuants, however, indicates that there must be a rule that deletes [labial]. Given that labials lose their place nodes only in the environment of following labials, I suggest that the [labial] deletion rule is triggered by the Obligatory Contour Principle: when two labial nodes are adjacent to each other, the Obligatory Contour Principle causes the first or leftmost labial place specifications to be deleted. 21 The placeless segment that results from the [labial] place node delinking, either gets labial features from the following noncontinuant labial by the rule of Spreading, creating a linked labial segment, or if the following labial is a continuant, the usual sonorant redundancy rules supply the placeless segment with labiovelar features.

The Labial Deletion rule is stated in (29); the derivation of tramvaj itrawaj] 'tram' is given in (30) in a simplified form:
(29) LablalDeletion


21 Mocarthy (1986) states the Obligatory Contour Principle (OCP) as follows: "At the melodic leval, adjacent identical elements are prohibited." See also Leben (1973), Yip (1988) and references therein.


## 7. Palatal Nasal GIIdes

One final autosegmental process is needed to account for Polish; this is a rule fusing two glides.

Prepalatal nasals, as you will remember, surface as palatal nasal glides, whether they are underlying as in ( $31 \mathrm{a}, \mathrm{c}$ ) or derived (31b):
a. $k$ oń + sk +1
[ko〕ski]
b. pan $+\mathrm{stv}+0$
c. kon xce
d. sens+e
[pałstvo]
[ko] xce]
senśe [sew̃śe~sejśe]
'horse-adj.'
'state' 'horse wants'
'sense, loc.sg.'

The [-back] quality of the nasal glides is not a result of spreading of [-back] from a following segment. In ( $31 a, b$ ) the affixes $-s k-1,-s t v-0$ are palatalizing but, as we saw in Chapter 3, this property is independent of their phonological form. In ( $3 \mid \mathrm{C}$ ), the word xce 'wants' cannot be considered to spread [-back] and yet a palatal nasal glide appears. (31d) shows that when [-back] does in fact come from a following segment (in this case it comes from [ $\leqslant$ ] derived from $/ \mathrm{s} /$ ) the palatalization of the glide is optional. When [-back] derives from a prepalatal nasal, as in ( $31 \mathrm{a}-\mathrm{c}$ ), the glide is obligatorily palatal. Thus the palatal nasal glide derives its [-back] specification from its own dorsal node. I have argued above, however, that
in order for the prepalatal to become a nasal glide, it must first undergo Decomposition and Coronal Deletion. This suggests, then, that the [-back] quality of a palatal nasal glide derived from a prepalatal nasal arises as a result of the fusion of two glides, the [-back] dorsal glide linked by Decomposition to the preceding vowel, and the placeless nasal glide created by Coronal Deletion:
(32) Fusion


This rule takes the place specifications of the palatal glide and combines them with the [+nasal] specification of the placeless nasal. I have schematized it in (32) as a spreading of the place node of the palatal glide to the placeless nasal. The derivation of a form such as ( $3 / a$ ) thus involves several steps: first, the underlying prepalatal nasal undergoes Decomposition; second, the coronal nasal is deleted by Coronal Deletion; third, the [-back] dorsal specification on the diphthong derived by Decomposition spreads onto the placeless nasal as a result of Fusion:
(33)



## 8. The Noncyclic Component

This completes my discussion of the autosegmental rules needed to account for the nasal vowels and nasal processes of Polish. The order of the rules is given in (34):22
(34) (23) Decomposition
(26) Coronal Deletion
(29) Lablal Deletion
(27) Spreading-Place
(32) Fusion

Sonorant Redundancy Rules

22 In addition to the rules in (34) there are three fast-speech rules which apply only in word-final position. It is only in quite deliberate speech that word-final occurrences of the nasal diphthong are pronounced as [ OW ] or [ ew ]. More frequently, in fast speech [ $\alpha \mathfrak{W}$ ] is heard as [ OW ], whereas [ew] may be either [ew] or [e]. Polish thus has rules which delate the nasal feature, and/or the glide portion of the nasal diphthong. In addition, in some cases [ow] and [ew] are actually pronounced as [om] or [em] (Rubach ( $1984 ; \mathrm{p} .162 \mathrm{Fn} .13$ ) points out that this pronunciation is not accepted in prescriptive descriptions of Polish, and is found more often in the speech of less-educated Poles). A phrase-level rule inserting [-continuant] could account for this pronunciation.

The examples in this chapter have illustrated that all the rules in (34) apply within words and between words. Within a model of phonology such as that adopted in this thesis, there are two possible explanations for the fact that the rules apply both within and between words: either the rules are all ordered in the phrase-level component of the gramimar, or they are ordered both in the word-level component and the phrase-level component. The word-final behaviour of the nasal diphthong indicates that the latter hypothesis is correct. Recall from $\mathbf{\$ 3 . 2 . 1}$ that although coronal and prepalatal nasals can assimilate in place of articulation to following noricontinuants across word-boundaries, word-final nasal diphthongs never assimilate to following consonants in this environment (cf. pan bug lpam buk] 'Lord God'; to taksuvkg [tow taksuvkow] 'with this taxi', *[ton taksuvkow]). These facts indicate that at the point at which the phraselevel Deletion and Spreading rules apply, the nasal diphthong is already fully specified as a labiovelar glide. Therefore, the Sonorant Redundancy Rules must have already applied by the time the phrase-level nasal processes are activated. Furthermore, the Sonorant Redundancy Rules must. be ordered after all the word-level applications of nasal deletion processes, since they apply to the outputs of these processes, and after word-level Spreading, since Spreading bleeds them (i.e., since Spreading supplies place features, segments affected by Spreading cannot be inputs to the Sonorant Redundancy Rules). So the Redundancy Rules are sandwiched between the word-level nasal processes and the phrase-level processes and could, in principle be ordered either at the end of the word-level component or at the beginning of the phrase-level component. Since Redundancy Rules also arply to the outputs of phrase-level Coronal and Lablal Deletion (before continuants the outputs of Deletion rules become nasal glides; e.g., tam vale [taw valo] 'they
are banging there), they must be ordered after the nasal processes at the phrase-level. This suggests, then, that they are also ordered after the nasal processes at the word-level and that we have two parailel sets of rules, applying in two different components: at the word-level and at the phraselevel. At the word-level, all the nasal processes apply noncyclically. This is clear from the observation that they consistently apply both morphemeinternally and in morphoisgically derived environments (cf. swonicta 'sun, g.sg' $\rightarrow$ [swo]nca] and gor $+c+a$ 'runner, g.sg.' $\rightarrow$ [gojnca]).

The nasal processes are not the only processes in Polish that reveal a distinction between word-level and phrase-level application of rules. In Chapter 3, $\mathbf{\$ 2} 1$ (and also in Chap+er 2, $\mathbf{\$ 2} .5$ ) I discussed the rule of Surface Palatalization which applies at the phrase-level in the environment of the [thigh,-back] vowel or glide. This rule is bled by a rule which applies in the noncyclic component, namely, the rule which retracts /// to [y]. Examples of Surface Palatalization are given in (35) (examples are taken from Rubach 1984), examples of forms in which Retraction has occurred are given in (36). Retraction is not a phrase-level rule, since it does not apply between words:
(35)
a. xwop' idźe
b. pas' jest
c. brat' i sostra
d. s'inus
e. Zobač je
f. dž̌'insy
(36)
a. być
b. optyrn'ista
d. Šynka
'the farmer is walking'
'the belt is'
'brother and sister'
'sinus'
'see them'
'jeans'
'to be'
'optimist'
'ham'

Since Retraction is a noncyclic rule, it applies to most word-internal instances of /1/ following consonants which are not [-back], both in nonnative (36b,c) and native (36a) words. Retraction does nut affect wordinitial underlying / $1 /$. Consequently in most cases the environments in which Surface Palatalization can apply are created by juxtaposition of two words, the second of which has an initial unretracted /1/. In some nonnative words, however, Retraction is blocked from applying (e.g., 35d,f). In these cases, Surface Palatalization applies within words.

In addition to the nasal processes and Retraction, the noncyclic component contains redundancy rules such as those whi, h supply [tLower Incisor Cavity] to corchal segments (see Chapter 1, \$3, Chapter 3, \$1). The phrase-level component also contains various cluster simplification rules (see Rubach 1977a) such as those in the following example: /sest set/ $\rightarrow$ $[$ šes set $] \rightarrow[$ Še $] s$ set $] \rightarrow[$ Šejset].

I mentioned above that the rule of Labial Deletion occurs only in fast speech. An examination of nasal processes in Polish reveals (at least) three different speech rates, each with its own rules: 1) slow speech permits no Decomposition of prepalatal nasals, does allow coronal delation and spreading of place, and does allow the redundancy rules (in other words, in sluw speech only underlying nasal diphthongs and underlying coronal nasals can undergo ass nilation in place of articulation);23 2) casual speech

[^70]allows Decomposition in addition to the other rules found in slow speech (prepalatals can thus also assimilate); and 3) fast speech allows all the rules allowed in the two slower rates as well as Labial Deletion (labials as well is coronals, prepalatals and nasal diphthongs can become nasal glides).

It is interesting to note that regardless of the rate of speech at which they apply, all the processes whish affect nasals in Polish apply both within words, and across word-boundaries. This suggests that the organization of rules into cyclic, noncyclic, word-level and phrase-level, is independent of speech rate.

Cusual speech continuants may spread their place features, but not their continuancy features, to preceding placeless nasals. The three different speech rates postulated here thus represent a simplification of the fects. More work remains to be done on the relationship between rule application and tempo and style of speech.
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[^0]:    I In the theory of Lexical Phonology and Morphology (see below), the terms "lexical" and "postlexical" are used to refer to word-level and phrase-level rules, respectively. Although, like Lexical Phonology, I assume that there exists a distinction between rules which apply wordinternally and those which apply across words, I shall not use the terms lexical and post-lexical to refer to this distinction; instead, I use the terms word-level and phrase-level, assuming, following Sproat (1985), Halle and Vergnaud (1987a, b), Halle (1987) and others, that the primary distinction between the two types of rules is their domain of application. Lexical Phonology considars that lexical and post-lexical rules are distinguished not only in their domains of application but also in differences between the structure-preserving or cyclic properties of phonological rules, etc. (see (10)).

[^1]:    2 Bochner (1988) even goes so far as to suggest that all formal use of the notion of "morpheme" can be eliminated from the theory of word formation.

[^2]:    3 In the Extended Word and Paradigm Theory ( see Anderson 1982, Thomas-Flinders 1981, and Janda 1983), It is claimed that morphemes, rather than being "things" or entities, are rules which can involve substitution, deletion, addition, and permutation of phonological material. The

[^3]:    class-changing rules that I propose in Chapter 2 for secondary imperfective formation could perhaps be viewed as examples of morphemes which are rules rather than "things," if one assumed that the grammatical category of secondary imperfective is actually assigned by the word formation process. If, however, one assumes that the grammatical category is assigned by independent aspectual rules, then it is not necessarily the case that the rule is a "morpheme." In this thesis I assume that morphemes are entities.

[^4]:    4 Polish deverbal "adjectives of possibility", for example, are formed by means of the suffixes -elny, -tny, -livy, -ny, -alny and a few other very unproductive suffixes (only the final suffix is productive):

    | (i) | a. čytać | 'road' | čyt + eliny | 'reatable' |
    | :---: | :---: | :---: | :---: | :---: |
    |  | D poic | 'drink' | $p^{\prime \prime} 1+$ tny | 'potable' |
    |  | c. rupac | 'fissure' | rup +ivy | 'fissille' |
    |  | d. kosić | 'mow' | kośr ny | 'mowable' |
    |  | e. odvracać | 'reverse' | odvrac + alny | 'reversable' |

    5 Malicka-Kleparska ( 1985 ) examines Polish diminutives which potentially can be formed by means of two suffixes $-k$ and $-i k$. Some nouns can have diminutives in both suffixes; other nouns form diminutives only in $-k$ and still others only in $-i k$.

[^5]:    6 Although the n.pl. morpheme - i is a front high vowel in underlying form, no palatalization takes place in the environment of this morpheme (see Chapter 3 for justification of this claim). Consequently in the noncyclic component the rule retracting / $/ /$ to $[y]$ can apply.

[^6]:    7 Fabb (1986) pyints out that the ordering hypothesis does not account on its own for the restrictions on affix sequences in English. He proposes other constraints which determine the cooccurrence possibilities of Enqlish affixes, and argues that once these other constraints are recognized, the ordering hypothesis becomes superfluous. Thus, even as a constraint on affix combinations the ordar ing hypothesis is inadequate.

    8 See Pesetsky (1979, 1985), Sproat ( 1985), Halle and Vergnaud (1987a, b) for discussion of and postulated explanations for bracketing paradoxes.

[^7]:    9 The term palatalization is used as a cover term for several different types of consonant alternations: labials become fronted as a result of palatalization; dento-alveolar coronals elther become prepalatal or alveopalatal; and velars become dento-alveolar affricates or alveopalatal segments. The underlying segments of Polish are given in S 3 of this chapter; the pelatalizations are described in S1 of Chapter 3.

[^8]:    10 Rubsch ( 1981 ) is an ear liar version of Rubach ( 1984 ).

[^9]:    11 This form can be considered to be an example of a cyclic rule applying morphemeinternaily only in a framework which assumes that there are underlying lax high vowels. On the assumption that the e- $\varnothing$ alternation is due to epenthesis the alternating [r] must be considered to be underlyingly palatalized $/ r^{\prime} /$. The reason for this is as follows: in this particular form the epenthesized [e] is inserted noncyclically (epenthesis is both a cyclic and a noncyclic rule; see Chapter 3) and therefore the palatalization or $/ r /$ cannot be triggered by epenthesis and cannot be the result of a cyclic rule. But since palatalization is not noncyclic, the palatalization of $/ r / \mathrm{in}$ this case is also not the result of a noncyclic rule. Consequently/r'/ must be underlying.

[^10]:    12 In Chapter 21 arque that while prefixes are phonological words, in some well-defined cases they are demoted to the status of phonological affixes.

[^11]:    16 Keating ( 1988) points out that the prepalatal sounds vary in anteriority from speaker to speaker. This suggests that anterior is not a distinctive feature in these sounds.

[^12]:    17 The X-ray drawings in Wierzchowske (1980), Styczek (1973) and Koneczna ( 1951) do not indicate clearly the cavity which Keating ( 1988) and Halle (1988) claim is present under the tongue in the pronounciation of alveopalatals and prepalatals. Nevertheless, acoustic evidence suggests that this cavity is indeed present (Halle, p.c.). Both types of [ + LIC] segments, have strong formants between $1500-3000 \mathrm{~Hz}$ as a result of the cavity beneath the tongue (according to Wierzchowska 1980, the prepalatals have strong formants in the 2500 to 3000 Hz range, the alveopalatals in the 1500-1700 range), while the [-LIC] dento-alveolars have strong formants in the 5000-10000 Hz range. Whether or not [ $\pm$ LIC] is a distinguishing feature in coronal consonants is a matter for further investigation. Clearly, however, some additional feature is required to capture the difference between the [-back] dento-alveolars and the prepalatals of Polish.

[^13]:    18 Throughout the thesis I use [y] to represent [ 4 ], the retrected and lowered variant of 11.

[^14]:    I Secondary imperfectives are usually referred to in the English literature on Polish as "derived imperfectives." I follow Laskowski ( 1975D) in using the term "secondary imperfective."

    2 It is also possible to form compound tenses in Polish. Thus, for instance, while the form nos"sfe 'I will write' is a perfective form with future meaning, the future of the imperfective is a compound form ogade p'isaw'I will write'.

[^15]:    4 The parentheses around the different affix types indicate that not every form of the verb contains representetives of every type of affix. The breckets indicate the leyers of dependencies within the verbal morphology.

[^16]:    5 of the morphemes listed as Tense-Markers only -w/I, as a past tense morpheme, sctually marks tense. The conneecting morpheme -i/y/a is found in nonpast forms but does not mark nonpast tense (see below), and the infinitive marker occurs in non-finite and therefore specifically tenseless forms.
    ${ }^{6}$ Although historically this morphenie was syllabic, consisting of /t/followed by a front vowel, in Polish it is now simply a prepalatal affricate. In Class 5 verbs the final consonants of Class 5 verb bases undergo various alternations (see ( 8 ), for example); the infinitive morpheme itself occasionally surfaces as [c] following velar-final Class 5 bases ( $e .9$. , $/ \mathrm{mog}+\mathrm{c} /$ 'can' surfaces as (muc). The alternations seen in Class 5 infinitives are limited to occurring in these forms; they moy thus be mostly morphologically rather than phonologically conditioned.

    7 Although both the feminine and the masculine plural forms are /i/ underlyingly, the feminine plurai doos not trigger palatalization while the masculine plural doos.
    $\theta$ The past tense gender/number marker surfaces as [e] when clitics which mark person are affixed to a past tense stem ending in a gender /number marker. For instance, $D$ 'isaw 'he

[^17]:    13 The vowel alternations seen in Classes 3,6, and 7 are discussed in Chapter 3. They are darived as a result of the application of lexically-conditioned phonological rules.

[^18]:    14 The final glide of -aj surfaces only in the 3rd p.pl. Following Rubach (1984) and others I assume that the final glide of -8j (and of the Class $7-8 j$ ) is deleted in the environment before a consonant. I differ from Rubach, however, in assuming that the rule responsible for deletion of [ J$]$ before a consonant is not the same as the rule that deletes [ J ] following coronals. See Chapter 3, 54 for discussion of j-deletion.

[^19]:    15 I argue below that prefixes are affixed to C-stems and that their affixation does not change the C -stem status of the form to which they are affixed.

    16 The examples in (15) are taken from Szpyra ( 1987b).

[^20]:    17 Some roots belong to more than one verb class; these are irregular verbs. One example is the root kup 'buy'. In the imperfective, kup belongs to the -or subset of Class i (i,e, kupover' 'to buy, I.'); in the perfective, kup belongs to a different class-Class 4 (i.e., kup'ic' 'to buy, Pf.'). Irregular verbs of this kind most likely have two lexically listed alternants: thus kup has a Class 1 alternant marked as Imperfective, and a Class 4 alternant marked as Perfective.

[^21]:    18 Since I do not treat nomiinal, adjectival or adverbial stems in this thesis, I refer to such stems by meens of category labels rather than in terms of class membership. The nonverbal classes of Polish await datailed study in a generative framework.

[^22]:    19 Examples and facts about derived verbs are taken from Orzegorczykowo ( 1972), Satkiewicz ( 969), and Grzegorczykowe et al. (1984). The facts presented here are fairly superficial as far as the semantics of the verbs is concerned and the resder is therefore referred to these works and to references cited there for detailed discussion.

    20 The use of $-j$ and $-8 j$ to form denominal verb stems seems to be less productive today than the use of -or. Thus, Grzegorczykowa (1972) states that in some cases -or is replecing -i
     kuražvac' 'to cook' and matk $+o v+\theta+C$ 'to mother'). If the classes of nominal and adjectival stems to which -i and -ej can be affixed are closed, then it may be the case that the derived c-

[^23]:    22 The underiying form of this morpheme contains an initiol /1/. [y] is derived by rule following labial and coronal consonants. See Chapter 3 for discussion.

    23 Although stems ending in -iv 'DI' are usually conjugated as Class 1 verbs, there are some verbs in which -iv may be followed by -aj, or by -a. Thus the following types of alternant forms are found: dogadwac 'scoff, DI' appears as dogodvom or dagadije in the first singular ; similarly, atutywac 'wrap up' appears as akutywam or atytujp; and dastruovywac 'screw on' appears as daśrubovyam or daśrubovije ; see Brooks (1975) p. 149 for a list of similar alternating forms. These examples suggest that speakers occasionally interpret -iv as belonying to Class 2 rather than to Class 1, thus conjugating forms containing -iv according to Class 2 patterns.

[^24]:    24 The alternation between $/ x / \sim\lceil$ ] is found before [ $j$ ] as well as before relevant morphemes.

[^25]:    25 The adjective v'itadiny (underlying /v'idok $+E n+y /$ ) nover surfaces with [ $\theta$ ] in the position marked by 'E'. However, in some short-form adjectives in which -En occurs, [e] does surface (e.g., /v'in+En/ [v'ifín] 'ouilty, short form'; cf. /v'in+En+y/ [v'inny] 'ouility, masc. sg.'). One can therefore conclude that the position marked ' $E$ ' is in fact a position in which a $V-\varnothing$ alternation can occur.

[^26]:    27 I argue in Chapter 3 that the $\varnothing$-alternants of $V-\varnothing$ roots do not contain under lying lax high vowels, but rather are under lyingly asyllabic. Consequently, the rule der iving the secondary imperfectives of these roots must insert vowels. Since there is, as I pointed out above, a cartain regularity in the quality of the vowels which surface in these roots, and since furthermore the consonants appearing in the alternant forms of the roots remain the same, one would probably want to express the regularity in the relaticnships between the roots by meens of some kind of rule(s), rather than by listing all thair alternants.

[^27]:    28 See Chapter 4 for a briaf justification of this claim.
    29 A similar alternation occurs in Russian. Coats (1974) argues for Russian that this alternation arises as a result of a rule which shifts underlying/J/ to /w/ in tha context of the secondery imperfective morpheme -8/' (see also Flier 1974). A late rule then changes the $/ \mathrm{w} /$ to [v].

[^28]:    30 According to Szpyra, the constituents formed by prefixation are themselves VS-stems. szpyra does not actually discuss this point.

[^29]:    35 Non-native prefixes such as de-, appear ing for instance in demilharyzovar 'to demiliterize' do not participate in imperfective/perfective oppositions. The perfective of the verb 'to damilitar iza' is zdemiliteryzovac', using the native prefix $z$-(examples are token from Orzegorczykowa, at al.).

[^30]:    36 Brecht ( 1984) follows Vendlar and Garey in dividing situations into those which inherently involve a goal or natural end-point (telic) and those which do not (atelic). He points out that the perfective aspect in Russian is the base form for telic verbs whereas the imperfective aspect is the primary forms for atelic verbs.

[^31]:    38 For a detailed discussion of processes which do and do not apply in the environment of prefixes I refer the reader to Nykiel-Herbert ( 1985) and Szpyra (1987a).

    39 I am using the term 'boundary' in this thesis in a pre-theoretic sense to mean the edge of a prosodic or morphological unit. My use of this term does not imply that I believe boundaries are phonological segments.

    40 This constraint on coronal-high $Y$ sequences applies word-internally in both native vocabulary and loanwords with a few exceptions in the borrowed technical or obviously foreign vocabulary (e.g., Chicago is pronounced [ $\mathrm{y}^{\prime}$ 'ikago]). See Chapter 4 for a discussion of these facts.

[^32]:    41 The proposal that prefixes are phonological but not morphological words has been made previously in Rubach (1984) and Szpyra ( 1987a).

[^33]:    42 This point is made in both Nykiel-Herbert ( 1985) and Oorecka ( 1986).

[^34]:    44 Szpyra states in the Monosyllable Rule that restructuring occurs if either $X$ or $Y$ is monosyllabic. Her purpose in stating the rule this way is to allow all prefixes eventually to become "prosodically united" with the stems to which they are affixed. Since, however, prefixes are only stressed if the following stem is monosyllabic (cr. pod+skok 'jump, noun', pod+ skocyer 'jump up, infinitive' ), I see no reason to suppose that they should be prosodically restructured in any but the environment preceding a monosyllable. I have therefore modified Szpyra's rule to state that only the second element must be monosyllabic; this is the requirement imposed by Rubach and Boolj (1985).

[^35]:    45 Although Rubech considers prefixes to be phonological words, he does not adopt an analysis in which prosodic restructuring takes place. Instead he assumes the existence of a rule that combines two ( or more) phonological words into a compound phonological word forming an additional prosodic constituent (which "ie refers to as mot prime He further assumes that the rules deriving [e] apply not only within phonological words, but also within the domain of mots primes. Rubach's analysis does not, however, account for the fact that [e] never surfaces in prefixes preceding nominal and adjectival stems, but instead predicts that it should surface. Since the problems with his analysis have been discussed extensively by Nykiel-Herbert ( 1985) and Szpyra (1987a), I do not discuss the analysis here.

[^36]:    1 Polish also has a set of consonant alternations that are governed by rates and regisiers of speech and involve for the most part simplification of consonant clusters by means of deletion and assimilation rules. Some of these processes are partially lexicalized, but on the whole they occur both within and between words and can therefore be considered to be orderd at the phrase-level I do not deal with such alternations here ( for discussion see Rubach 1977).

[^37]:    9 There are no examples of palatalized labials before consonant-initial suffixes, since, as pointed out above, all palatalized labials are actually dapalatal ized in coda position.

[^38]:    11 Historically, forms such as those in (24) derive from roots which contained an e-0 or e-a alternation. The palatalization of the labials was thus originally triggered by the front vowel; over time the forms were reanalyzed with the back vowel alternent taken as the underlying vowel, but the palatalization of the labials remained ( see S4; and Fn. 43).

[^39]:    12 Preceding the secondary imperfective morpheme -iv/yv, the velar fricative $/ x /$ is fronted; see below for discussion. It is also fronted before two or three nonnative suffixes (e.g., ist- $-8,-i k$ ).

[^40]:    13 On the assumption that the palatalizing morphemes have underlying /1/ and the nonpalatalizing morphemes have underlying/y/, it is necassary to postulate two rules, one to back /I/ to [y] following dento-alveolar and alveopalatal coronals (Rubach 1984 refers to this rule as Retraction), and another to front /y/ to [1] following the velar stops (Rubach calls this Fronting). Rubach postulates that the rule of Fronting must apply cyclically; but in fact although the morphemes mentioned in Fn. 12 do trigger fronting of $/ x /$ cyclically, the fronting of $/ k, g /$ is not due to a cyclic process. Almost without exception $/ \mathrm{ki}$, gi/ sequences surface os $\left[\mathrm{k}^{\prime} \mathrm{i}\right.$, $\left.\mathrm{g}^{\prime} \mathrm{i}\right]$ both morpheme-internally and in derived environments. There are only two or three words in the languege in which [y] follows a velar stop (e.g., kynologia 'cynology'). Retraction does indeed apply morpheme-internally both in native and borrowed words.

[^41]:    14 -l'iv-y also causes depalatalization; e.g. xecéc l'iv+y xęt'ivy 'lustful'
    15 In fact, before the diminutive, final prepalatal coronals in so-called soft-stem nouns are actually depalatalized:
    a. $k 0 s c ́+k+8$ kiostka 'small bone, ankla'
    b. p'erścen+k p'erśconek 'small ring'

    Recall that in underlying forms the prepalatals are simply coarticulated coronal and [-back] dorsal segments; depalatalization therefore involves delinking of the dorsal node of these segments. The depalatalization of the coronal obstruents is similar to that found in the case of the

[^42]:    19 Several versions of the Sonor ity Sequencing Parameter have been proposed. One of these, proposed in Steriade ( 1982) is as follows: Sonority peaks within a syllable must be adjacent (a sonority paak is dafined as a segment of higher sonor ity than a neighbour ing segment). This constraint captures the fact that in onsets consonant clusters tend to increase in sonority, whereas in codas clusters tend to decrease in sonority.

[^43]:    20 Table 1 is a simplified version of the facts presented in Gorecka ( 1986) and Laskowski (1975a).

[^44]:    21 The segment underlying the final [ V ] in this stem is /w/; see Chapter 4.

[^45]:    22 Rubach (1984), who assumes that Polish has underlying lax high vowels, olso argues that the rule deriving [e] from these underlying vowels (i.e., Lower) is a cyclic rule. The first argument adduced by Rubach to show that Lower is cyclic involves a rule that he refers to as Labio/Velar Palatalization. Rubach arques that Lower must precede Lab/Vel and that the latter rule is cycilc; therefore Lower is also cyclic. I show below that the palatalization of velars purportedly triggered by this rule is in fact a noncyclic process. Rubach's second argument involves the e- $\varnothing$ alternations found in prefixes. Recall from Chapter 2 that these alternations occur only in the environment preceding roots which themselves exhibit $\vee-\varnothing$ alternations and are therefore also postulated to contain undsrlying yers. More specifically, the prefix lax high vowels lower only if the root lax high vowels do not. Rubach explains this latter fact by adopting several assumptions: that prefixes are cyclic and processed on the last cycle; that Lower and Lax High Vowel-Deletion are distinct and, finally, that only the former is a cyclic rule. In Chapter 21 argued that prefixes are phonological words and that it is only in the environment of a limited number of (mostly verbal) roots that they are demoted to phonological status and are subject to word-level phonological processes. In the relevant roots, the prefix lax high vowel lowers only in simple (im) perfective forms; in seconidary imperfectives, where, occording to the analysis adopted by Rubach, a rule of Derived Imperfective Tensing has tensed the underlying lax high vowel and caused it to surface, the prefix lax high vowel is prevented from lowering (cr. $a d \theta+\mu v+\theta+c^{\prime}$ tear, Pf.'; $a d+r y v+\theta+c^{\prime}$ tear, Sec. Impf.'). As long as the process that derives [y] in the secondary imperfective form is ordered before the lax high vowel-lowering rule (as is assumed by Rubach in any case), the correct surfoce forms in verbs such as ade $+\mu v+8+c /$

[^46]:    23 In addition to word-final exceptions to epenthesis which can be accounted for by positing a rule of extrametricality, there is a small number of other exceptions in which epenthesis applies although one would expect it not to. These are cases like valk +a'fight', valk'g.pl.', but valect $+n+y$ adj.' In the analysis presented by Gorecka (1986,1988), since V-siot insertion precedes and is distinct from the rule which inserts the features of [e], It is possible to account for these forms by assuming that they are exceptional in that they have an underiying V -slot.

[^47]:    26 Gorecka (1988) discusses two forms in which the prefix seems to be affixed to the Secondary Imperfective C-stem rather than to the Simple C-stem as assumed in Chapter 2. These are the words $\mathrm{raz+gr+iv+} \mathrm{\theta+c}$ to play out', ond $a b+s r+i v+\theta+c$ to defame'. The simple forms of these verbs are razegrar and abasrar, respectively, indicating that the roots gr'play' and sr 'shit' are asyllabic and trigger demotion of the prefixes. If the prefix were processed before the secondary imperfective morpheme -iv, then we would derive the incorrect forms *razegryar and *obeeryvac. To derive the correct surfece forms, the whole SI C-stem must be processed before the prefix.

[^48]:    28 In later borrowings, we find that for the most part the voiced velor stop is not fronted, whereas the volcaless velar stop may or may not be íronted: pak 'at 'packet', park 'at 'parquet', k'ermas 'fair' : keiner 'walter' , kemping 'camping'.

[^49]:    30 A very small class of adjectives, and a few nouns show reflexes of lotation. (1) gives examples of such forms:
    (i) a. kob'eta 'women' kob'ecy 'adj.'
    b. Jogio-jagint 'lamb' jagiecy 'adj.'
    c. Colla-Caleqt 'calr' Calecy 'odj.'
    d. twiusty 'fatty'
    twušč 'fat'
    e. pusty
    'empty'
    pušča
    'wilderness'
    In such forms, the reflexes of lotation must be lexically specified since they are irregular and are not triggered by underlying [f] (most adjectives show reflexes of Coronal Palatalization not lotation); I will not deal with these forms here.

[^50]:    31 Rubech (1984) points out that Vowel Delinking (his Vowel Deletion) is restricted to applying only in verbs. Natlve Polish nouns and adjectives never have adjacent vowels morpheme-internally or in morphologically derived environments. Vowel-vowel sequences are

[^51]:    36 McCarthy (1986) proposes that in some languages procosses are blocked from applying if the outputs of these processes would create structures that would violate the Obligatory Contour Principle, a prohibition against adjacent identical segments or features on the same tier. These

[^52]:    38 Verbs whose stems end in nasal diphthongs take - 1 in the past passive participle form: e.g., zop'ety ( 290 ' $\alpha c^{\prime}$ 'fasten').

[^53]:    39 Recently, Bochner (1988) has proposed a word-based theory of Lexical Relatedness Morphology in which morphological simplicity is character ized as conformity with patterns of the grammar, rather than as brevity. According to Bochner the morphologionl component of grammar contains a list of words ( the Lexican) and a set of rules that "express systematic patterns of similar ity among entries ilsted in the Lexicon." ( p .57 ). The rules that express patterns of similarity may also be used to provide patterns according to which new words are formed. In this theory morphological operations involve substitutions and concatenations and also include changes in the phonological shapes of words. He considers that all morphophonological alternations are integrated into the morphological rule system. Thus, for Bochner all the palatalizations of Polish are part of the morphological operations of affixation with which they are associated, and not phonological rules triggered by morphemes. One of the consequences of Bochner's assumptions is that the fact that many morphophonological alternations apply only in darived environments is automatically predicted. Clearly, if morphophonological operations include associated phonological changes then these phonological changes can occur only if the associated morphological operations occur. In underived environments, since no morphological operations are at work, no morphophonological changes can take place. Since Bochner (1988) is concerned for the most part with the nonphonological forms of morphological operations and with the development of an evaluation metric, he has not fully daveloped a theory of how morphophonological operations are to be represented in the grammar and integrated into the morphological operations. I shall not therefore attempt to respond to his work here although it is an alternative worth examining. Given that there exist phonological rules in the grammar of Polish which are not morphologized (a.g. , the processes affecting nasals; see Chapter 4), it is natural to explore, as I have done in this thesis, how much of the morphophonology can be accounted for in the phonology rather than in the morphology.

[^54]:    41 This word has on alternative form m'otl'isko (cr. also m'otlasty 'odi' - m'etlasty). Some nominal roots with e-a or $\mathrm{e}-0$ alternations behave like m'otwa 'broom' in the sense that not all the forms in which they are followed by palatalizing derivational suffixes actually contain [e]. kr'al 'flower' is another example- this root occurs in the following derived words: kratnik 'flower bed', kf'acesty 'flowery', krecisty 'flowery', kr'aderne 'florist'- k'ectarria.

[^55]:    42 arec 'bring' and proc' 'launder' have irregular root alternants and appear both in syllabic and asyllabic forms as (89) shows.

[^56]:    43 Historically the vowels underlying these alternations were indeed front vowels. That this is the case is evident from the fact that words which historically contained [e] no longer do. For instance, the word for 'honey', m'at-m'azese is related to English moad. b'acto-b'odze 'hip' came from b'edro ; etc.' At the time when these alternations were more productive than they ore now there were indeed two nonhigh front vowels, as Gussmann sugoests. Synchronically, however, the only reason to postulate a second [-high] front vowel is to account for these alternations, which, are as we have seen, lexically-conditioned in any case. For this reason I heve proposed that the alternations have been reanalyzed and in contemporary Polish are represented by underlying back vowels.

    44 Nasal-final stems never have o-u alternations; some liquid-final stems do and some do not; and glide-final stems do exhibit the alternation. It is unclear to me whether these facts suggest that nasals are not supplied with the dafault feature [ + voice] until after the rule roising [0] has applied, whereas liquids receive the [ + voice] feature earlier, or whether it is simply the case that nasals are exluded from the rule for no natural phonological reason. It is beyond the scope of this work to deal with redundancy rules in any datall. I shall therefore discuss only obstruent-final stems here since [ + volce] obstruents are most likely specified as such in undar lying representations.

[^57]:    45 Oussmann ( 1980) accounts for the nasal diphthong alternations by postulating that the nasal diphthongs are under lying lax high vowel + nasal consonant sequencas. See Chapter 4 for a completely different analysis. He does not refer to syllable structure in his account.

[^58]:    46 Raising and Clitic Epenthesis are listed as cyclic here; whether rules that apply in the environment of clitics can in fact be word-level cyclic rules, or whether they must instead be ordered at the phrase-level is a question that requires further study.

[^59]:    * This chapter has benefitted greatly from discussions with Loren Trigo.

    1 See, for example, Bethin (1984a), Benni (1959), Biedrzycki (1963), Dukiewicz (1967), Feldstein (1983), Gladney (1968), Gussmann (1974, 1980), Rubach (1977b, 1984), Wierzchowske ( 1966), Brooks (1968) and references therain.

[^60]:    2 This statement is qualified in the presentation of data in S2. In particular, $/ \mathrm{m} /$ and $/ \mathrm{h} /$ behave differently from $/ \mathrm{n} /$ with respect to neutralization; and word-internal neutralization is different from neutralization across word-boundaries.

    3 In fast speech in word-final position the nasal glide may lose its nasalization or be deleted. Thus sí 'reflexive' may be pronounced [sew], [sew] (rerely) or [se]. [ow] mey be pronounced as [ow], rarely as [0].

[^61]:    $4 / n /$ does not assimilate to a following stop in one word-internal context: before the diminutive suffix -k. Rubach and Booij (1987) attribute this lack of assimilation to the presence of an underlying vowel which has a melody but no timing slot (this vowel is postulated to underlie the $\theta-\varnothing$ alternations). Given the analysis of Epenthesis suggested in the previous chapter, one can perhaps assume that the lack of assimilation preceding - $k$ is due to the presence of an inserted $V$ slot.

[^62]:    ${ }^{6}$ Benni (1959) from whom Bethin (1984a) takes these examples transcribes the docomposed / $K /$ as [JN], a nasalized glide followed by a nasal stop; St ownik wymowy Polskioj' does not indicate that the glide or the vowel preceding it is nasalized. I interpret the nasalization indicated by Benni as the result of a very late rule and do not therefore include it in my own transcriptions.

[^63]:    7 Gladney ( 1968) claims that the appearance of [ $\}$ ] is more likely if the preceding vowel is [e] (as in (10d)), or if the onset as well as the coda of the syllable containing the nasal diphthong
    

[^64]:    ${ }^{3}$ Benni ( 1959 ) claims that / m / becomes g glide in this phrase even though the following continuant is not labial. Rubach ( 1977b), however, disagrees. My own intuitions, and those of an informant agree with Rubach. According to Rubach (1977b) final/m/ may in some cases become a glide before non-labial continuants, but this happens only in very fast speach (a slur-type rule), and is IImited to the Ist m.sg. ending of the past tense (i.e, $X+w+e m$ ) if the glide of the past tense morpheme has previously been deleted.

[^65]:    ${ }^{9}$ Gladney ( 1968 ) provides no solution to this problem, although he recognizes it as a problem. Rubach (1977) suggests that the gliding of nasal stops word-finally is imited to cartain morphological environments.

    10 Gussmann's rule of Lower both lowers and deletes lax high vowels: $[+$ syll $]$
    $[+$ hi $]$
    $[-$ anse $]$
    $[-$ nasall $]$$\rightarrow\left\{\begin{array}{ll}{[-h i]} & {[+ \text { syll }]} \\ {[- \text { back }] /} & {[\text { hi }]} \\ 0 & {[- \text { tense }]}\end{array}\right\}$
    Rubach ( 1984) considers Lower to be a cyclic rule, whereas Lax High Yowel-deletion is postcyclic. My argument holds for either view of this rule.

    II It might be possible to resolve the paradox if one assumed, for example, that word-final gliding occurs at the word-level and is ordared before Lax High Vowel-daletion, whereas gliding before a continuant is ordered at the phrase-level and thus after deletion. As I show below, however, word-final and pre-continuent gliding result from the same process.

[^66]:    13 We know from independent evidence that labial specifications are not deleted before spreading applies, since in forms such as komtur 'commander of Teutonic knights' (see ( 8 ) in S2) a labial nasal stop does not assimilate to a following noncontinuant. We also know that the diphthongs cannot have only labial specifications underlyingly since then they would be indistinguishable from labial nasol stops. I assume therefore that if they were under lyingly specified for place they would at the least have to be specified as [ + back] and thus as dorsal (although they could also be [ + round]). The evidence presented here suggests, then, that Polish has no rule of dorsal deletion, $8 s$ well as no rule of labial deletion.

    14 Alternatively one could assumie that spreading of place of articulation from the noncontinuant to the nasal causes deletion of the place node dominating the labiovelar specification of the diphthong. I argue below that in Polish deletion of place precedes spreading of place. The point I am making here, however, applies to both possible versions of assimilation.

[^67]:    16 The fact that [lateral] is deleted along with [coronal] suggests that Ster iade (1986) and Sagey (1985) are correct in postulating that [lateral] is dominated by the coronal node. However, evidence from other Polish dialects suggests the opposite. In some Polish dialects, the coronal lateral is pronounced as a dark-1 rather than as a lablovelar glide in nonpalatalized environments. Dark-1 is dorsal [ +back]. Now, If one assumed that [ lateral] is not under the coronal node, then one couid account for the dark-1 pronounciation by postulating that in this case, as in the case of the labiovelar-1 dialects, a coronal place node is deleted and a dorsal [ + back] feature is inserted, but that the lateral festure is not deleted. The difference between the two dialects, then would be in the deletion of [lateral]. As indicated in Chapter 1,1 assume here that lateral is a stricture feature and is not situated under the coronal node. This question requires further investigation. What is clear from the behaviour of the lateral, however, is that placeless sonorants predictably become labiovelar glidas.

[^68]:    17 Sagey ( 1986) defines a "major" articulator in a segment as "an articulator to which the phonological degree of closure features of the segment apply" (p.203).

[^69]:    18 Sogey ( 1986 ) indicates major articulators by means of pointers which represent the relations between the degree of closure features and the major articulator(s). Assuming both articulators in a prepalatal segment are major, one could imagine that the segment in underlying representation has two pointers but that only the dorsal value of the seament is specified. Since. however, a pointer represents a relation between degree of closure and an articulator, and since a relation presumably can hold only between at least two elements, it is difficult to see what a pointer pointing to nothing could mean. It therefore seems that both articulators do indeed have to be specified under lyingly.

    19 catalan has a palatal nasal which undergoes the same kind of decomposition found in Polish. Bonet ( 1987) suggests, as I do here, that the Catalan process of decomposition indicates that palatal nasals in Catalan are coarticulatiod coronal-dorsal segments. See also Mascaró ( 1986) for a discussion of Catalan palatals.

[^70]:    23. In :1~w speec: ; cor onal nasals do riot become nasal glides in the environmerit of following continuants. However, if coronal dalation were obligatory in slow speech as I sugoest here, then une would predict that coronal nasils would always surface as nasal glides before continuants. Cor.versel!, in all but very slow speech coronals do assimilate to following stops (e.g. , /cynk/ is alnost biwoys pronounced with i velar nasal, and there are no examples of no clusters). This discrepancy in the behaylour of coronals is just one example of the way rules apply differently at different tempos of speecli. Another eximple also involves assimilation before continuants: in casull speerh, rother than finding tic expectea nasal glides in the environment of continuents, we can find nasal stops ho'inergai.ic to the following contliuant (Rubach !977a). This suggests that in
