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ABSTRACT

This essay constitutes yet another approach to the fields of
inquiry variously known as discourse analysis, d1scourse grammar, text
grammar, functional syntax, or text linguistics.

An attempt is made to develop a fairly abstract unified
theoretical framework for the description of discourse which actually
helps exp}ain concrete facts of the discourse grammar of a natural
language.< This plan is reflected in the division of the study into
two parts. In the first part, a semiformal framework for describing
conversational discourse is developed in some detail. In the second
part, this framework is applied to the functional syntax of English.

The relation of the discourse grammar of Part II to the
descriptive framework of Part I can be instructively compared to the
relation of Tarskian semantics to model theory. Tarski's semantics
defines a concept of truth of a sentence in a model, an independently
identified construct.” Analogously, my rules of discourse grammar
define a concept of appropriateness of a sentence to a given context.
The task of the first Part of the essay is to characterize the relevant
notion of context.

Although my original statement of the problem was linguistic:
how to describe the meaning, or function, of certain aspects of word
order and intonation, Part I is largely an application of various
methods and results of philosophical logic. The justification of the
interdisciplinary approach is the simplicity and naturalness of the
eventual answers to specific linguistic problems in Part II.

Part Il of the monograph provides new definitions to such
traditional text linguistic concepts as discourse coherence and cohesion,
discourse topic and subject, theme and rheme, and given and known infor-
mation. Applied in rules of disco.rse grammar to data from actual and
constructed discourse examples, the new definitions explain previous



observations and unearth new facts about English sentential connectivec
and stylistic rules of word order.
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INTRODUCTORY CHAFTER

1. Discourse Analysis

The present work is an essay in discourse analysis. By
discourse, in a wide sense, can be understood any sustained stretch of
speech (sequence of individual sentences). Discourse analysis in a wide
sense, then concerns "all those relations among linguistic entities which
are statable ... in terms of wider spans thar. those which fall within
the limits of the sentence".1 This delimitation sets off discourse
analysis (and discourse grammar) from traditional (sentence) grammar:
as James Harris put it in 1751, "the longest extension with which Grammar
has to do, is the Extension here consider'd, that is to say, a sentence.
The great Extensions (such as Syllogism, Paragraph, Sections, and com-
plete works) belong not to grammar but to Arts of higher order; not to
mention that all of these are but Sentences repeated.“2

Discourse, then, is the subject matter of discourse analysis.
What sets it off from other discourse related fields like rhetoriz,
stylistics, poetics, or literary criticism, is the topical question it
is addressed to.

In the words of Labov ([23], p. 252), "the fundamental problem
of discourse analysis is to show how one utterance follows another in a
rational, rule-governed manner - in other words, how we understand
coherent discourse." The problem, in brief, is to explain what is

coherent (i.e., well-formed) discourse. For illustration, I quote

Coulthard ([6], p. 7):
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Discourse, then, does not consist simply of a string of
grammatically well-formed utterances or sentences. The
following examples from Labov (1970) are grammatically
unexceptional yet noticeably odd:

A: What is your name?

B: Well, let's say you might have thought you had something
from before but you haven't got it any more.

A: I'm going to call you Dean.

A: I feel hot today.

B: No.

In both examples B's contribution obviously breaks rules for
the oroduction of coherent discourse. One of the fundamental
aims of discourse analysis is to discover these rules, but
an even more fundamental question is the nature of the units
whose structure and occurrence the sequencing rules will
describe.

My approach to discourse analysis, tne dialogue game approach,

constitutes a particular attempt at an answer to the fundamental problems
posed by Labov and Coulthard.
In my approach, the fundamental unit of description of discourse

is a theoretical construct called a cialogue game. This construct admits

the foliowing characterization of well-formedness of discourse:

A discourse is coherent if it can be extended into a well-formed
dialogue game.

The problem of characterizing coherent discourse is thus reduced to the

task of describing a certain class of games.

2. Langquage-games

The idea of comparing language to a game of course goes back
to Ludwig Wittgenstein. "No one will deny that studying the nature of
the rules of games must be useful for the study of grammatical rules,

since it is beyond doubt there is some sort of similarity between them.”4

As the slogan goes, "The use of a word in the language is its meaning.
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The grammar describes the use of words in the language. So it has
somewhat the same relation to the language as the description of a game,
the rules of a game, have to the game.“5

The force of Wittgenstein's idea from the poin. of view of
discourse analysis is not in the easy observation that language, like
James, is an (at least partly) conventional, rule-bound activity. The
language game idea is not just a restatement of the structuralist view
of language as a calculus governed by conventional rules.

Rather, its strength lies in the following points. First,
Wittgenstein's language games serve to connect a calculus to a form of
life. Language games are what establishes the link between language,
conceived as a calculus, to the reality interpreted, described and

§ It is "the whole, consisting of language and the

7

transformed by it.
actions into which it is woven"' that constitutes a language game: "“here
the term 'language-game' is meant to bring into prominence the fact that
the speaking of a language is part of an activity, or a form of 1ife.“8
A similar point has been emphasized by Labov as the first and most
important step in the analysis of discourse: it is essential "to dis-

tinguish what is said from what is done; that is, discourse analysis
3

must be concerned with the functional use of language.

Second, the game comparison brings out the goal-directed

character of language use, recently emphasized by Paul Grice in his work

10 The importance of the notion of the aim

on the logic of conversation.
or purpose of a game was dawning on Wittgenstein in the following para-

graphs of Philosophical Grammar.
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But it might be asked: Do I understand the word just by
describing its application? Do I understand its point?
Haven‘t I deluded myself about something important?

At present, say, I know only how men use this word. But it
might be a game, or a form of etiquette. I do not know why 1
they behave in this way, how language meshes with their life.

We said that when we understood the use we didn't yet
understand the purpose of the word "perhaps®. And by 12
"purpose" in this case we meant the r¢le 1n human 1ife.

To master a language game it .’ ., not suffice to know its
admissible moves, but one has to understand its point, its internal aim,
or rule of winning:

What constitutes winning and losing in a game (or success in
patienre): It isn't,of course, just the winning position. A
special rule is needed to l1ay down who is the winner.

How do I know if someone has won? Because he is pleased, o
something of the kind? Really what the rule says is "you must
try to get your pieces as soon as possible, stc. In this

form the rule connects the game with life.

The internal aim of a game must not be confused with the
external purpose of playing the game. Wittgenstein makes this point in
a comparison of a language game to a pianola:

You might then say that the serse of the signs is not their
effect but their purpose. But consider this, that we're
tempted to think that this purpose is only a part of the
larger purpose served by the piano1a. - This purpose, say,
is to entertain people. But it's clear that when we spoke
of "the sense of the signs" we didn't mean part of that
purpose. We were thinking rather of the purpose of the
signs within the mechanism of the pianola. - And so you

can say that the purpose of an order is its sense, only so
far as the purpose can be expressed by a rule of language.
"I am saying 'go away' because I want you to leave m? alone",
"1 am saying ‘'perhaps' because I am not quite sure."

Of course, tne internal aim of a given game may be externally

motivated:
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Are the rules of chess arbitrary? Imagine that it turned out
that only chess entertained and satisfied people. Then the
rules are?'t arbitrary if the purpose of the game is to be
achieved. |9
Nevertheless, such a practicality, even if true, has no place in the
definition of the game:
"The rules of a game are arbitrary" means: the concept 'game'
is ?gt defined by the effect the game is supposed tc have on
us
By the same token, it is only the notion of the internal, conventional
aim of a language game that is linguistically significant, for

Language is not def{9ed for us as an arrangement fulfilling
a definite purpose.

3. Game Theory

Wittgenstein did not intend to develop his idea into a systematic

18

theory of language-games. On the contrary, he did not think such a

project feasible: the very notion of a game seemed to him to defy precise
def‘lnit'ion.]9
Now there is a very precise definition of a game (of strategy)
in the mathematical theory of games developed by (Otto Morgenstern and
John von Neumann [30].20
Central concepts in this theory are the concepts of a strategy,
payoff, and solution of a game. A game is determined by specifying each
player's strategies in the game, and the payoff (gain or loss) for each
player at each play of the game (choice of strategies for each player).
A solution of a qame is the specification of optimal strategies in the

game: strategies which maximize each player's payoff in the game subject

to his strategic options.
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The concepts of strategy and payoff can be considered refinements

of the concepts of rules and aims of a game: the rules of a game specify

the admissible moves in it for each player, and these in turn constrain
the players' strategic options in the game. The aim of the game deter-
mines the players' preferences over different turns the game might take,
which preferences may be numerically represented by a payoff function.
The concept of a solution of a game can be considered a
mathematical explication of the informal concept of rationality. A
rational agent is one who uses the most efficient means available to him
to further his goals, i.e., one who follows his optimal strategies. The
main virtue (and occasional weakness) of game and decision theory is its

ability to explicate this key concept of goal-oriented action.

4. Applications of Game Theoretical Ideas

The concepts and results of game theory have been already used
to sharpen the informal idea of language game in a theory of natural
language semantics developed by Jaakko Hintikka and his associates. This

application is known as Hintakka's game theoretical semantics.Z]

Hintakka's semantics is a version of model-theoretic semantics. A key
concept is that of the truth of a sentence at a possible world or model.

The leading idea is to define the truth of each sentence S
of [a fragment of English] by reference to an associated
semantical game G(S). This game is a two-person, zero-sum
game. The truth of S means that one of the players [the
proponent of the sentence] has a winning strategy in G(S).
The falsity of S means that the other player [the opponent
of the sentence] has a winning strategy tension of it -

will have to be thought of as unanalyzable (atomic) ones,
and their truth-values are assumed to be determined unproble-
mati<ally. At each stage of the game an Englich sentence is
being considered, beginning with S. I win a play of G(S) if
it ends with a true atomic sentence, lose if it ends with a
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false one. In a sense, G(S) may thus be considered as an
attempt to verify S, as far as [the proponent 153 concerned,
against the schemes of a recalcitrant opponent.
G(S) is fixed by a set of rules which specify for any sentence
whether a move is to be made by the proponent or the opponent
and which kind of move is to be made; in each non-terminal
move, a sentence is picked in accordance with these rules with
respect to which the game is then continued. The sentences
chosen are progressively reduced in complexity; after a
finite number of moves an atomic sentence results. and no
further move is possible.2
What makes game theoretic semantics a genuine semantics in the sense of
Wittgenstein, Morris and Tarski is the character of the activities which
the players are occupied with in the course of the moves of the game.
The players do not just swap sentences, but actually have to go out to
the world and look for the right sorts of individuals and relations to
exemplify their claims. Language games with quantifiers, for instance,
involve the nonlinguistic activities of seeking and finding actual
objects of different descriptions. On the other hand, what makes game
theoretic semantics genuinely game theoretical is the fact that the
semantical games are mathematical games. The existence of a well-defined
truth value for sentences of the fragment of English is a corollary of
the von Neumann and Morgenstern theorem that two-person zero-sum games
with perfect information have a value (an equilibrium in pure strategies).
Game theoretical ideas have been applied in logic and the
philosophy of language by others as wel1.24
In a number of recent publications, Hintikka has been
developing a theory of information-seeking dialogues with potential

applications in the philosophy of science and in proof theory. Although
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these ideas have influenced my approach, the two lines of work are largely

independent.

5. Dialogque Games

The dialogue games I set out to develop in the present essay
differ from the semantical games of Hintikka in a number of important
respects. The comparison is easiest to organize following the usual
format of the game theoretical description of a game.

First, there is the number of players. Dialogue games will
range from the general case of a n-person conversation through two-
person dialogues to the monologue of a lone player. 'Dialogue’ as a
technical term will not be restricted here to its usual meaning of a
two-person exchange, but covers all of the above mentioned cases.

Next comes the question of the strategies of the players. Moves
in a dialogue game will consist of complete sentences put forward by
dialogue participants and addressed to other participants of the dialogue.
Unlike the semantic games, the successive sentences put forward in a
dialogue game need not be related to each other structurally or lexically.
Nothing like the subformula property implicit in the semantical games
need hold.

The dialogues considered here are question-answer dialogues:

the only admissible moves consist of declarative and interrogative
sentences. Consequently, the dialogue games considered here are what
Hintikka ([15], p. 81) calls 'indoor games': the activities the players
are invelved in are activities of reception, processing, an” transmission

of information. This limitation is a practical one rather than a matter
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of principle. There is no reason why the present games could not be
enriched for instance by including moves by the rules of the semantical
games.

An extension of the dialogue games to sentences of imperative
mood would obviously necessitate extending the players' strategy sets by
various practical activities. Such extensions will be left for another
occasion.26

Next comes the question of the aims of the game. In the

present work, one particular choice of internal aim has been made. My

dialogue games are cooperative activities of information exchange: the

players strive to achieve a common understanding on a true and informative
answer to some problem or question on the basis of observation and
considered opinion.

This delimitatior of aims is not in any way unique (though it
may be in some sense quite fundamental). It would be possible (and
probably rewarding) to let the aims of conversation vary systematically
and register its effects on conversational coherence.

The concept of rational game strategy inherent in the game idea

10

provides room for a Gricean logic of conversation. Grice's main point

is that conversational implicatures ought to fall out from a general
characterization of the aims and means of linguistic exchanges together
with assumptions of the rationality of the participants. The dialogue
game framework can be looked upon as a systematic development of this
general idea. Gricean 'maxims of conversation' become part of the aims

of a dialogue game.
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o. Logic and Rhetoric

The above delimitation of the aims of dialogue connects our
approach to the traditional art of rhetoric. Rhetoric, according to
Aristotle, "may be defined as the faculty of considering the possible

27 Now the

means of persuasion in reference to any subject whatever."
aim of the players of my dialogue games is to convince themselves and

each other of the optimal answer to the topic of inquiry that interests
them. Rhetoric, theiefore, has its place as a theory of optimal strate-
gy in dialogue games.

Aristotle's most important contribution to the art of rhetoric
is his insistence on the central position of logic in rhetoric. Rhetoric,
for Aristotle, is essentially an application of dialectic: "arguments
are the only thing that properly belong to the art, everything else is
merely accessory".28 This insight of Aristotle finds full recognition
in the present work. My description of dialogue games essentially

depends on methods and results obtained in the fields of deductive,

inductive, epistemic and erotectic logic.

7. Context

Another thing that distinguishes dialogue games from the
semantic games is increased explicitness about the context of discussion.
An essential consideration in planning one's conversational strategy
concerns what one's audience already knows and what it wants to know.

Such considerations place my dialogue games squarely in the domain of
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linguistic pragmatics, the study of "the relations of signs to

29 According to a recent statement, "Pragmatics is

interpreters"”.
concerned with the ways in which the interpretation of syntactically
defined expressions depends on the particular conditions of their use

in context",30

with the weight of the definition obviously on the notion
of context.
Context, in the present work, is explicated by a description of

a dialogue game situation. This is essentially a possible worlds repre-

sentation of what players of a dialogue game have on their minds at a
given stage of the game. Pragmatic rules of interpretation, say, rules
for words like ‘'perhaps' and for the subjunctive mood will make reference
to dialogue context, thus explicated.al
My possible worlds representation of players' information in
a dialogue game leads to a major departure from the received notions of
game theory. As a result of it, my dialogue games are not a special
case, but rather a generalization, of the game theoretic notion of a game
in extensive form. In consequence, the game theoretic notions of strat-
egy, outcome, and solution are not generally applicable to dialogue games.
I have not worked out how these notions should be generalized so as to
approach a definition of rational game strategy in a dialogue game. I
believe that such a generalization can be given; in any case, the
received definitions apply in the special case where dialogue games do
reduce to games in the sense of game theory.
These shortcomings, with the concomitant absence of an explicit

definition of a dialogue game from this work provide the reason for

calling the present essay an approach to discourse analysis rather than
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a fully spelled-out theory.

8. Plan of the Work - Part I

The disposition of the work roughly follows the traditional

division of rhetoric into invention and arrangement of arguments on the

one hand and style and delivery on the other hand.

Thus, the first Part of the essay is concerned with the
structure and logic of dialogue. The first chapter "Aims of the Game"
starts with an informal statement of the aims of dialogue as a list of
putative conversational maxims. These maxims turn out to constitute
desiderata for a familiar decision theoretic approach to inductive logic.
As explained in an Appendix, this approach can be used to give a refined
explication of the aims of the game in the form of an epistemic utility
function. The inductive rule of acceptance based on the epistemic
utility function can then be considered as part of a solution of a
dialogue game.

The second Chapter "Propositional Attitudes" develops a
representation of the propositional attitudes of the players in a dia-
logue game. The representation is a fairly straightforward application
of Hintikka's semi-syntactic model set semantics for epistemic logic.
The problem of "logical omniscience" is avoided by leaving it up to the
player to worry about the logical consistency of their propositional
attitudes.

The third Chapter "Questions" analyzes the critical notion of

an answer to a question. This analysis is an elaboration of Hintikka's
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work on the semantics and pragmatics of questions.

The fourth Chapter "Dialogue Game Rules" considers what
strategies players can use to communicate their propositional attitudes
to others. A number of important types of conversational move are
described.

The fifth Chapter "Structure of Dialogue" studies the
contribution of the representations and rules of the previous chapters
to the structure of a conversation.

The sixth Chapter "Logical Game Rules" outlines a system of
natural deduction for a fragment of English, based on the rules of
Hintikka's semantical games.

The seventh Chapter "Logic of Dialogue" shows how the rules of
the previous chapter can be used by the players to test their assumptions
for consistency and to examine their logical consequences.

The eighth Chapter "Question-Answer Dialogues" applies the
dialogue game framework to the analysis of the interrogative mood. The
leading idea here goes back to Wittgenstein; more recently, it has been
developed by Stenius (1967). The idea is that dialogue games can be
taken to constitute a theory of meaning for sentential moods. To
explain what the interrogative mood means, one has to describe the
language games in which it is at home. The findings of this Chapter
seem to vindicate Wittgenstein's warning:

If you do not keep the multiplicity of language-games in

view you will perhaps be inclined to ask questions like:

"What is a question?" - Is it the statement that I do not

know such-and-such, or the statement that I wish the other

person would tell me...? Or %s it the description of my
mental state of uncertainty?3
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The dialogues studied in this Chapter rule out any too facile answers to

Wittgenstein's question.

9. Plan of the Work - Part II

The second Part of the essay is concerned with questions coming
under the traditional heading of style. As Aristotle put it,

Our next subject will be the style of expression. For it is

not enough to know what we ought to say; we must also say it

as we ovught; much help is thus afforded towards producing

the right impressiun of a speech. The first question to

receive attention was naturally the one that comes first

naturally - how persuasion can be produced from the facts

themse]veg The second is how to set these facts out in

language. 3

Linguistic stylistics has been characterized as the study of
contextual conditions of choice among paraphrases (logically equivalent

express‘ions).34

If we define discourse grammar as the study of the
dialogue function of words and grammatical constructions, discourse
grammar becomes part of stylistics. Differences of function in a dia-
logue contribute to choices among logically equivalent stylistic variants.
The second Part of this essay is devoted to the study of the dialogue
function of a selected number of words and constructions in English.

As was parinted out earlier, the right choice of primitives is
a more fundamental question than the precise formulation of rules in
terms of those primitives. If the primitives are well chosen, the rules
can be expected to come out simple and elegant. In this essay, three
discourse grammatical primitives are introduced: the notion of topic

of a dialogue, the concept of thematicity, and the notion of a dialogue
subject. The characterization of these notions is the main task of this
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This part is structured as follows. In the first Chapter, I
lay out my main theses in discourse analysis and discourse grammar.

First and foremost is my answer to the fundamental problem of discourse
analysis, quoted in the beginning. The second thesis asserts the autonomy
of discourse grammar from sentence grammar, and the modularity of dis-
course grammar.

In the second Chapter, I examine the functional constraints
and differences among a number of natural language connectives. It turns
out that these constraints and differences can be stated naturally in
terms of the notions of dialogue games. The dialogue game approach is
compared to and contrasted with generative semantics.

The third Chapter "01d and New Information" is devoted to the
concepts of theme and rheme. These notions are defined as properties of
constituents of sentences relative to a dialogue context. Essentially,

a constituent is thematic if it repeats a constituent from dialogue
context and rhematic otherwise. The notions of theme and rheme are put
to use in a number of rules of dialogue grammar for word order and
topicalization.

The fourth Chapter "Given vs. Known Information" contrasts
thematicity with syntactic subordination. Certain aspects of the notion
of presupposition are discussed. Discourse rules for cleft sentences
are formulated.

The fifth and last Chapter "Aboutness" starts with a review
of some of the text linguistic tradition. The intuitive notion of 'about-

ness' 1s distinguished from the notion of givenness, leading to the
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recognition of a notion of dialogue subject. Dialogue subjects are what

dialogues are about, in one of the senses of the versatile proposition.
The notion of dialogue subje. :s is put to use in rules of dialoc ie grammar
for anaphora and dislocation phenomena.

In the traditional order of things, the discussion of style
should be followed by a discussion of delivery. Omitted from this work
is a series of chapters on discourse intonation. Preliminary research

on the topic appears in Carlson [4].
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Chapter 1

AIMS OF THE GAME

1. Functions of Language

Language is a tool for thinking and telling. Its two main
functions are representation and processing of information about the
environment, and information transferral between users (cornmunication).7

For the individual user, the capacity of representative thought
is an important tool for guiding and organizing action. Isn't it just
their superior capacity of representing the environment, processing such
representations and realizing them again in the environment that gives
humans their edge over other animals? Studying the situation, comnaring
different contingencies open in it and steering one's action to suit
them involve a capacity of representative thought.

This connection of language as ¢ means of representation with
practical action motivates some basic requirements of well-formedness
of anyone's representative thought, his beliefs about the status quo and

his plans about possible alternatives to it.

First of all: Think consistently. There are two parts to the

requirement of consistency. First, a theory or a plan of action must
be at least in principle feasible, otherwise it has no chance of heing

realized. This principle may be called the principle of satisfiability.

Second, one ought to follow through the consequences cf one's ideas.
Theories and plans must be examined thoroughly to see what will follow

if they are realized. This principle could be called the principle of



- 28 -

cogency.

Second: Believe what is true. Realistic plans must be based on

a correct representation of the status quo. Knowledyge is power! We may

call this maxim the maxim c¢f truth.

Deriving these maxims from practical considerations has the
advantage of explaining their relativity. It is not impossible, nor even
unusual, for people not to follow them. Except being violated because of
human imperfection, they may relax when they are not needed. No matter
if smail children hold inconsistent beliefs about imaginary characters.
It is not likely to cause them or anyone else any harm, and it keeps them
(and others) entertained.

Adults, too, relax their standards at moments of leisure.
Besides, being systematically inconsistent can be a good way of seeking
information. Things are apt to go wrong only when imagination is mistaken
for fact: when ~ru.ial actions are based on beliefs that are false to
fact or on plans which cannot be satisfied or have unexpected conse-
quences.

The above maxims of thought make no reference to the social
function of language. Indeed, the function of language in information
transfer seems to presuppose a capacity of information representation in
the communicating subjects, which shows the capacity ot thought concep-
tually prior to the capacity to communication.

Genetically, it has been maintained for long times, the two
functions are reciprocal. Popular speculation on the phylogenetic
origin of language has derived language from the need of cooperation, or

coordination of action toward common goals, among a number of
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individuals. Whatever the histcrical value of such speculation, it does
suggest a ‘'transcendental deduction' for a further conversational maxim.

In analogy with the individual case, one may consider a group
of individuals as a collective agent whose aim is to agree on aims and
means to achieve them. This simple analogy immediately suggests an
intersubjective analogue for the maxim of consistency. Just as an indi-
vidual has to agree with himself about his aims and means, a number of
cooperating agents had better agree with each other on their interests
and acceptations. Else no consistent common plan of action is likely
to be followed.

This condition can te formulated as the conversational maxim of
agreement: one of the conventional aims of communication is achieving
a common understanding among the participants of the exchange.

An explication of the concept of common understanding is in
order. What we have in mind is an arbitrarily interable loop of propo-
sitional attitudes as exemplified by the iteration in (1):

(1) Every player accepts that p
Every player accepts that every player accepts that p
Every player accepts that ... that every player accepts

that p etc.?

A point that should be appreciated about the representation of arbitrarily
iterable loops 1ike (1) is this: although the set of sentences in (1)

is infinite, it is satisfiable in a finite model, actually in a system

of possible worlds with just one sole possible world consisting of

nothing else than p. It suffices to let that possible world alone
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constitute the field of all players' accessibility relations; the truth
of all the sentences in (1) follows. A possible worlds representation
of propositional attitudes will enable a finitary representation of such
apparently infinitary notions as (1) in the theory of dialogue.

The general aim of agreement is to a degree independent of the
choice of means of arriving at an agreement, leaving room for further
preferences about those means. A friendly discussion and a fierce debate
may both aim at common agreement. (They would be no need to dispute if
there were no interest in achieving agreement: why not just leave each
other alone?) There is just a difference as to whose opinion should
preferably prevail.

Again, we do not have an absolute maxim. Counterexamples can
be expected to come from cases where cooperation - a common understanding
and a common plan of action - is not sought. If one is out to get t.e
others, lies and deceit are called for. Their intention is precisely to
create a hidden disagreement between the beliefs of the interlocutors.
Agreement is not sought either when language is used to offend. At best,
one wants to give the other side "a piece of one's mind", whether or not
they accept it. At worst, the intention to offend may overrule all of
the maxims: whatever will cause offense will do, whether acceptable,
true, or even consistent. But note that these violations of the conver-
sational maxims would not have the effect they do if they were not
interpreted against the background of the maxime,

Now all of the foregoing goals can be trivially reached in a
discussion if all players agree in having no beliefs at all: then all

that they believe is true and consistent and everyone has just the same
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beliefs. Surely then the foregoing aims are not exhaustive; far from it,
they only represent boundary conditions for a more fundamental goal,

namely search for information. As Aristotle once put it, man by nature
3

desires to know.~ Typically, however, the participants of a communica-
tion situation are not motivated by a boundless hunger for knowledge,

but they are interested in some particular problem or topic. I shall

represent such topics of a discussion by means of questions. The parti-
cipants of an information sharing dialogue will do their best to satisfy
their curiosity with respect to the topical question of a dialogue they
are involved in: 1i.e., ceteris paribus prefer adopting a (partial or
comp.ete) answer to the topical question to remaining agnostic to it.

Let us term this preference the maxim of information.

2. Aims vs. Means

The different epistemic aims of dialogue discussed in the
previous section are ideally in no conflict with each other. There is an
ideal situation where every one of them is optimally satisfied, viz. when
all players in agreement accept a complete true answer to each topical
question of the dialogue.

If the discussants were so ideally equipped that they could
immediately recognize true answers and knew that others were equally
capable, no discussion or deliberation would be needed to attain the
ideal sfituation. Each player would be justified in presuming that the
maxims are satisfied at the outset.

That such a situation remains an ideal is what motivates

dialogue in the first place. Players cannot be assumed to hold true,
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consistent, compatible and complete answers to the topic of discussion

at the outset. Some players may know what others do not; players may

fail to recognize inconsistencies in their assumptions, or hold consistent
but divergent points of view.

Such failures from omniscience can be corrected by discussion.
Privileged information may be made public; inconsistencies may be brought
out by logical argument, and agreement may be reached by an exchange of
opinions.

The limitedness of individual players' means of attaining the
ideal end point of the game is what motivates the multiplicity of con-
versationsl maxims, too. If the maxim of truth could be followed without
impediment, other maxims would be satisfied without extra effort. But
since the maxim of truth is hard to realize in practice, one may be
forced to choose among a number of feasible compromises which realize
one or another aspect of the ideal situation. For instance, adopting
some hypothesis at the risk of error or even inconsistency may be better
than indecision; or reaching a consensus may be necessary for cooperation,
whatever the price in terms of other maxims.

The problem of mixing the different maxims of dialogue so as to
define a consistent preference relation over alternative outcomes is a
complex question. Different assignments of relative weight to different
maxims can be made to reflect different personal traits of character;
for instance, a conservative prefers old views over new ideas, an
individualist puts little premium on agreement, and a skeptic values

certain truisms over uncertain information.
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More systematically, different weightings can again be
externally motivated by assumptions about the external goals of a
dialogue. A social conversation on matters of small importance may put
more value on agreement than on literal truth; a scientist interested
in extending his knowledge may risk being wrong more willingly than some-
one whose life or economical situation depends on his guess.

As a special case, one might concentrate on finding a basis
for choosing between alternative hypotheses that would fit the aims of

rational inquiry: how to choose what to believe when the evidence is

inconclusive, so as to maximize one's expectancy of reliable information.
When is it rational to accept a sentence? There are three
traditionally recognized methods that will be considered: observation,

deductive inference and inductive decision.

In any simple-minded account of rational inquiry, observations
form the rock-bottom of knowledge. In more refined accounts, observa-
tions can also be refuted; yet there are certain preferences as to what
to keep and what to throw out in case of a conflict, and observations
tend to be pretty high in this reliability ordering. In our account,
observations will be represented as Nature's revelations to other
players. Nature being truthful and reliable, her contributions can be
accepted by other players at their face value. If the refinement is
needed, observations may be assigned probabilities which reflect their
reliability: 1if one is hard of hearing, the reliability of hearsay is
accordingly Towered.

Clearly, a player can add to his set of assumptions any
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logical entailments of those assumptions without fear of violating his
epistemic maxims. If the premises are true, so are the consequences;

and no new inconsistencies can be created which were not already implicit
in the assumptions. To the contrary, a player could not deny any entail-
ment of what he already accepts without falling into inconsistency, and
failing to accept them would go against the maxim of cogency.

But it stands to reason that a rational dialogue participant
can sometimes accept sentences that are not implied by what he already
knows or believes or observes. Otherwise, how could anyone tell anybody
anything new? However, a rational dialogue participant cannot just
swallow anything that he may be told by anybody even supposing that what
he is told is consistent with what he already knows (or believes). For
one thing, he has to have some method of choosing what to believe when
several players tell him incompatible things. More than that, a rational
dialogue participant can be assumed to be open to change his own mind
when presented with reliable contradicting evidence. Such considerations
indicate that a rational player must be provided with some method of
weighing plausible arguments when the truth of a matter is not immediate-

ly obvious.

3. Gambling with Truth

This approach to solving the preference logical oroblem takes
us in the middle of the discussion of rules of acceptance in inductive

4 This discussion is especially germane for our point of view,

logic.
for it construes the problem of inductive acceptance as a game (or

decision) theoretical problem. Here is how:
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The inductive decision situation is described as a one-person
game against Nature. Nature chooses, unbeknownst to the other player,
the actual "state of nature" concerning the problem setting at hand. The
player has to choose a hypothesis among a given set of alternative hypo-
theses so as to maximize his preferences over the alternative outcomes
of the game (determined by the two players' choices). The game is
described by (i) a specification of the problem situation (the players'
strategy sets), (ii) the second player's preferences over the outcomes
(Nature is assumed to be a dsinterested partner); and (iii) the second
player's state of information about Nature's moves. The solution of the
game is a rule that determines the second player's optimal strategy, i.e.,
his rational choice of hypothesis in the problem situation.

In accordance with our formulation of the maxim of information,
this approach restricts inductive decision making to a rather narrowly
defined sort of problem situation. It assumes as given an exhaustive
class of mutually exclusive alternatives, which can be thought as a set

of alternative complete answers to a topical question. These alternative

answers represent the depth (and width) of the inquirer's present interest
in the problem he is trying to solve: the alternatives are each defini-
tive with respect to his cognitive interests and they exhaust the range
of alternatives that he is considering at the moment. The complete ans-
wers thus can be thought of as representing Nature's alternative moves
in the problem situation at hand: it is up to Nature to decide which one
of them is true.

The class of relevant complete answers to the initial problem

induces a class of partial answers to it, these being all the logically
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distinct disjunctions of some of the complete answers. As a limiting
case, the disjunction of all +he complete answers may be taken to repre-

sent the starting point of the problem, or the presupposition which the

inquirer already accepts. The class of all the (complete or partial)
answers to the initial question then constitute the second player's
range of strategy choices: his task is to accept one of them as his
best bet.

The next step toward a game theoretical solution of the
inductive decision problem is to describe the decision maker's utilities
over alternative outcomes.

As it happens, the epistemic maxims we have singled out nicely
match the desiderata used in inductive logic. It is assumed that a
rational inductive decision rule satisfies the following conditions of
consistency and deductive cogency:

(1) The set of sentences acceptable by a rational rule of inductive
acceptance is consistent

(2) Any logical consequence of a set of acceptable statements is
likewise an acceptable statement: or, the set of acceptable
sentences is closed under logical consequence.

Furthermore, it is assumed that a decision maker's utilities
over alternative outcomes of an inductive decision problem are determined
by some mixture of the preferences registered by the maxim of truth and
the maxim of information. The main problems in defining an appropriate
utility function to this effect concern the characterization of informa-

tiveness and the adjudication of the relative weights of the two maxims.
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In an Appendix, I describe the essentials of Levi's [46] and
Hilpinen's [42] solutions to these problems. The upshot of their propos-
uls is a probabilistic rule of inductive acceptance which recommends the
rejection of a hypothesis if its epistemic utility stays below a ygiven
threshold. The rule weighs the probabiiity of a hypothesis against its
informativeness subject to an adjustable parameter which represents the
investigator's measure of caution. If the index is set to 0. the
utility of an answer equals its truth value. The weight of information
vanishes and the epistemic utility function is based exclusively on the
maxim of truth. Higher values of the index reflect less cautious induc-
tive attitudes, varying from player to player with personality and
occasion. Naturally enough, some situations wcrrant more caution than
others: compare for instance casual conversation and professional
advice.

For definiteness, I shall assume some version of such a
probabilistic decision procedure to form part of the statement of the

player's optimal strategies in a dialogue game.

4. The Maxim of Agreement

The above solution to the preference logical problem pays no
attention to the maxim of agreement, the only genuine maxim of conver-
sation among our putative maxims of dialogue. It only concerns the ques-
tion of optimizing a rational enquirer's chances of forming correct and
informed opinions about some question he is interested in.

In a way, this is not at all surprising. It is natural to

assume that a rational decision maker is one who cannot be persuaded,
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but at best convinced: 1in other words, he never prefers agreement when
it would imply abandoning a position which is epistemically optimal as
defined by reference to the maxims of rational inquiry alone. Other
dialogue participants' arguments can make him change his mind only
through changing the epistemic utilities of different alternative hypo-
theses. A rational dialogue participant thus treats other people's
opinions and arguments only as so much more evidence for or against a
position. If an interlocutor is a reliable source of information, he

is willing to go along with him; if the person is likely to be wrong, he
prefers to convince him.

But even if other maxims override the maxim of agreement, it
does not make the maxim superfluous. A player of a dialogue game still
prefers agreement over disagreement; the other maxims just decide what
opinions he wants everyone to agree upon.

It is important to realize that my maxims of dialogue say
absolutely nothing about the external question what initially motivates
players to wonder about certain questions, and what motivates them to
enter or not to enter a given dialogue game (just as the rules of chess
do not specify why one should play chess).

Given that players do wonder about certain questions, and that
they do agree to play dialogue games on them, the game rules explain
what else they are comitted to do and believe.

Assume someone asks someone a question. Is the addressee
committed to answer it? Only if he agrees to enter into a dialogue game

whose topic is the question proposed. If he does not and, say, just
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stares, turns his back or pretends not to hear, the game does not even
get started: it takes two to carry a conversation. Of course, as a
rule, people are cooperative and polite; if they have no overriding
interests, they oblige. However, they are not obliged to by our maxims.
Whether they will or not enter a conversation is a matter external to
the rules of dialogue games, and depends on what external interests and

obligations the players have.5
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Chapter 2

PROPOSITIONAL ATTITUDES

1. Information Sets

A third central consideration in the game theoretical
description of any game concerns the players' knowledge of the game
situation at each stage of the game. If each player knows what the
actual game situation is at each stage of the game, we have a game of

perfect information: else the game is one of imperfect information.

The game theoretical description of a game of imperfect
information can be illustrated by a simple inductive decision p;bblem
of the sort discussed in the previous chapter. Such a decision problem
can be described as a one-person game, or rather, a game against Nature
as a disinterested partner. The first move of the game is by Nature,
who chooses the right answer to the decision problem. Say the problem
is to decide whether it will rain today. The presupposition - and the
weakest answer - is that it may or it may not. There are two alternative
complete answers: that it will rain, or that it will not. Nature
decides on the outcome, of course, unbeknownst to the decision maker.
The decicion maker has the next move. His aim is to make an educated
guess about the weather, given some probabilities over Nature's alterna-
tives. His alternative moves are the different predictions he can make:
he may say it will rain, that it won't, or that it may or may not,
passing the question. His payoff over the alternative guesses depends on

the information value of each guess and the actual "state of Nature".



- 4] -

The game can be represented as the following tree:

(1) Will it rain or not?
i
N: It will r@ain=-=--=-==-==-— N: It will not rain

The decision maker's state of information at each game
situation is depicted by his information sets, described in the figure
by dotted lines. Each information set includes game situations which,
though they are distinguishable to an objective observer, the player
cannot tell apart when he is at one of them. In (1), the decision
maker does not know Nature's move when he is making his own, though he
can of course tell what answer he has his money on himself.

Now dialogue games are obviously games of imperfect
information: 1is it not their main function to make people's information
about each other's assumptions less imperfect.

How;ver - and this is of crucial importance - players in a
dialogue game can suffer an even more radical imperfection in their
knowledge of the actual game situation: more often than not, players
are not only imperfectly informed but downright misinformed about the
real game situation, including the truths of the matter, their inter-
locutors' aims and attitudes, possibly even their own state of mind.
This more radical imperfection takes us out of the bounds of standard
game theory to the less developed field of games with misperception.1

Standard games in game theory, whether perfect or imperfect
in information, satisfy the following condition (actually, an analogue

of the reflexivity condition of epistemic logic): at each game



- 42 -

situation, the actual situation is a member of every player's information
set at that situation. Evern if a player does not know exactly where the
game is at, at least he is not totally off the mark.

llhich is what players in a dialogue game often are. In order
to do jus.ice to this eccentricity of players' informatior in dialogue
games, we cannot any more mcke do with the simple device of concentric
information sets. Instead, we have to as it were allow each player his
own representation of the game to serve as the gquide in strategy choice.
Among other things, this will requive a redefinition of established
strategic notions as well, in particular, the whole question of ration-
ality (determination of optimal strategi®s as the solution of tie game)

2 However, these notions are to be

will come up to reconsideration.
extended to dialogue games, we shall try to ensure that they will be
proper extensions of the correspondina concepts of standard games:
dialogue games will reduce to standard cames when the reflexivity
assumption i.olds.

So let us start pondering how to generalize the game theoretic
naotion of information set.

Of course, the description of a game as one of perfect or
imperfect information depends on the aims of the game. If players in
a dialogue game want to find out facts, the game situations must dis-
tinguish false sentences from true sentences. If the playe are only
interested in agreement, game <ituations will be essentially different

only when players agree or disagree, whatever the facts. I[n each case,

the game will be one of imperfect information if there remain



- 43 -

essantially different game situations which players cannot distinguish
from each other.

It is clear from our statement of the aims of the players of
a dialogue game that an objective description of a game situation must

distinguish at least

(1) Whether a given answer to a topical question is true or not
and
(i1) Whether any given player accepts a given answer to the topical

question or not.

Further, it is assumed that players may have imperfect (even incorrect)
information about game situations which differ with respect to (i) and
(i1).

Our representation of a typical dialogue game situation ought
to have, then, at least the following properties. It determines for
each player a set of sentences which represent the assumptions the
player accepts at the stage of the game (as answer to topics of discus-
sion or as background assumptions). Among the players, we include a
designated "silent partner" called Nature. Nature 1s supposed to hold
the right answers to all questions the other players are interested in.
This assumption allows us to subsume (i) as a special case under (ii)'.

In particular, it should be possible to read from the
representation what each player assumes the others to assume, and so
on indefinitely. Fortunately, there already exists a framework for
representing iterated propositional attitudes in the epistemic and

doxastic logic developed by Jaakko Hintikka [61-72]. In the following
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few sections, [ propose to turn Hintikka's semantics for epistemic logic
into a description of a dialogue game situation that avoids some of the

drawbacks of standard developments of possible worlds semantics.

2. The Problem of Logical Omniscience

Perhaps the most serious single objection to a possible worlds
semantics for propositional attitudes involves the so-called problem of
logical omniscience.3 The problem concerns the validity of the following

epistemic analogues of alethic modal logic:

(2) P

- A knows that p
(3) A knows that (p & q) = A knows that p & A knows that q

On the assumption that (21)-(22) are valid truths about
knowledge, a possible worlds semantics for knowledge suggests itself.
In it, 'A knows that' is translated into a universal quantifier over a
range of possible contexts of reference, or possible worlds. In this
case, the universal quantifier is naturally thought of as ranging over
such conceivable situations, or alternative states of affairs, as are
compatible with everything A knows --- in other words, such possible
circumstances which would not force A to revise his knowledge.

As the logic for an idealized epistemic notion like

(4) It follows from what A knows that p

the principles (2)-(3) seem uncontroversial. Unfortunately, the

idealized concept (4) seems far removed from the everyday epistemic
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concept of knowing: the words “it follows from what" make a huge
difference. If the rule of necessitation (2) were true of everyday
knowers, who would need logicians, as even the remotest results of
logic would be obvious to everyone. (2) and (3) together imply another
principle of logical omniscience (known as the rule of regularity in
modal logic):
(5) Fp g

- A knows that p A knows that q

(5) is hardly true of even the keenest intellect: even Sherlock Holmes
at his dull moments fails to draw an essential inference. Denser types
may be unable to see even the simplest consequences of what they know.
Clearly, (2)-(5) at best pertain to a quite idealized sense of knowing,
something like the geometrical knowledge which Plato ascribes to the
serf boy in the Meno, or the tacit knowledge of grammar Chomsky ascribes
to his competent speaker in the Aspects.

However, as Hintikka already argued in his Knowledge and

Belief, this does not make the idealized concept (24) devoid of interest.
(24) does represent an important idealization, the logic of knowing for
a perfectly logical person. It is significant that we take a person's
ability to follow the consequences of what he knows as a measure of his

intelligence rather than his learning. Furthermore, whatever one infers

from what he knows is accepted as something he knows without further
argument: we do act as if the inferential knowledge "had already been
there" in the person's head. Such aspects of the everyday concept of

knowledge can be explained if (4) is a correct idealization of the
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everyday concept of knowledge.
Following this train of thought, we can construe the epistemic

principles (2)-(3) as representing norms or constraints on epistemic

inference rather than surefire inference tickets. At the very least,
epistemic logic distinguishes inferences that fail because of human
obtuseness from ones that fail for reasons of principle, such as

(6) A knows that p or q;

therefore A knows that p or A knows that q.

We shall see how this point will be accommodated in our dialogue

semantics for epistemic notions.

3. Model Sets and Model Systems

One important point about Hintikka's epistemic logic ought not
to be missed: its insights into reference and quantification in epistemic
contexts are ccaceptually independent of the assumption of logical ommi-
science. A1l that is involved in the former insights is the idea of

modality as ref.rential multiplicity: the idea that each epistemic

context involves a multiplicity of possible contexts or points of refer-
ence on which the truth of individual sentences and the reference of
referring expressions may depend.4

It is therefore worth inquiring whether the former insights
could be kept while relaxing the assumption of logical omniscience. For
this purpose, we have to see where the assumption of logical omniscience
exactly comes into the picture.

The first thing to realize about Hintikka's semantics for
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epistemic logic is that it is not literally a possitle worlds semantics
at all. Possible worlds do not enter it as a set of unanalyzed semantic
primitives. Rather, the job of possible worlds is done by partial

syntactic descriptions of worlds, consisting of sets of sentences
5

Hintikka calls model sets.

What makes model sets a very useful logical tool is their
position as a bridge between semantic and proof theoretical ideas.
Semantically, a model set can be looked upon as the shertest syntactic
description of a possible world which is guaranteed to have an extension
into a complete theory of some model or other.

Syntactically, they give us a very simple and natural proof
procedure. To prove that a given set of sentences is consistent, it
suffices to show that it can be extended into a model set.

Hintikka's semantics for propositional attitudes is an extension
of the methods of model sets to modal logic. The main new feature
compared to the extensional case is that, owing to the multiplicity of
contexts of reference introduced by modalities, a whole set of model
sets may have to be constructed to show a set of modal sentences consis-
tent, one mode! set for each different type of context (model or possible
world) that needs to be considered.

Such structured sets of model sets are called by Hintikka model
systems. A simple set of rules for constructing model systems suffice
for a quantified version of the epistemic logic characterized by (2)-

(3).9
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4. Impossible Possible llorlds

We are now in a position to explain how Hintikka's epistemic
logic comes to embrace the principles of logical omniscience (21), (25).
What is at fault is that every model set that goes into an epistemic
model satisfies model set conditions which guarantee its logical
consistency.

That this assumption is what validates the principle of logical
omniscience is easy to see. According to the possible worlds transla-

tion rule for A knows that, A could fail to know some logical consequence

of what he knows only if that consequence could be false, for all he
knows, i.e., its negation could be embedded into some model set alongside
with everything he does know. But then such a model set would be logi-
cally inconsistent and hence certain to violate the extensional model

set conditions.

In other words, what is at fault is the requirement that all
the epistemic contexts compatible with what someone knows can be extended
to full consistent descriptions of possible worlds, worlds in which all
the same laws of logic hold as in our own. To put it in the form of a
slogan, logical omniscience follows from the assumption that all epis-

temically possible worlds (contexts compatible with what someone knows)

are also logically possible worlds.

If one thinks of possible worlds as serious alternatives to
the real world, this assumption may seem unavoidable: how could a real
world contain contradictions? Taking a less absolute position, consider-

ing a possible world any structure with an associated interpretation of
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a language in that structure, it is easy to imagine otherwise. There
are then several ways of making sense of the idea of an "impossible
possible worid". One may complicate the structure of possible worlds.
Or one may let the interpretation'of a language be deviant at an
impossible world: 'p and not p' is a contradiction only if the meanings
of 'p', 'and', and ‘not' are the standard ones. Alternatively, one may
allow the structure of a model to change imperceptibly as one proceeds
in evaluating sentences with respect to it: this also would create an
impression of a centradictory world.7
In the syntactic approach to model theory we have been
considering of late, one can just continue to consider sets of sentences
as their own mocels: a model for an impossible world is simply a con-
tradictory set of sentences, one not closed under model set conditions.
The results of this relaxation are disastrous for completeness
theorems: the modal logic determined by such a semantics has in the
extreme case no interesting structure at all. But that is a move in
the right direction when the everyday semantics of knowledge (and even
more, that of belief) is concerned. People do have contradictory beliefs,
and that has to be recognized in any realistic semantics of belief sen-
tences. What is important, though we lose a logic, we still have a
semantics. The essential insight of possible worlds semantics of modal-
ity as referential multiplicity is retained: the emphasis in "several
possible worlds" is not on possible but on several. Hintikka's insights

into quantifying in and in the de dicto-de re distinction are not lost.

What is more, we can see epistemic logic arise again as a limiting case
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of the more general semantics, when all epistemic alternatives happen

to be logically consistent.

5. Assumption Lists as 'Small llorlds'

The reader may have started to guess the relevance of the
above discussion to the dialogue game approach. The starting insight
is that the assumption lists involved in the dialogue games are nothing
but other sets of sentences. What we plan to do is reinterpret the
assumption lists of the dialogue games as epistemic contexts of reference
of a sort, a sort of "small possible worlds". One appealing upshot of
this idea will be that the logical consistency of such “possible worlds"
will be up to the players themselves: keeping one's set of assumptions
in harmony with a set of model s/stem conditions will be part of the aim
of the game. A player's success in a dialogue game will depend on his
ability to think consistently, i.e., to make sure that no hidden contra-
dictions are buried in the assumptions he entertains.

Another advantage is that our standard descripticn of a
dialogue game situation will be a familiar sort of structure, i.e., a
model system as already known and extensively studied in possible worlds
semantics.

The essential step that has to be made is to replace the unique
set of assumptions assigned to a player so far with a whol2 class of such
sets of assumptions, as partial descriptions of such alternative epis-
temic states of affairs that he is prepared to face: these sets of
sentences will do for us the work of the several possible worlds of

possible worlds semantics.
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The original set of assumptions which represented the player's
actual acceptations will now be the intersection of all the alternatives
he is prepared for: they are the sentences that he expects to find true
whichever ehistemic alternative turns out tc be correct.

Note that we cannot define the set of the alternative epistemic
states of affairs for a player conversely as the set of all maximal
extensions (complete theories) consistent with the player's beliefs, for
these beliefs, and the alternatives themselves, may be inconsistent to
start with. The set of alternatives must be taken as a primitive notion.
We do not want to put any ready-made constraints of completeness and
consistency on the epistemic states of affairs descriptive of a player's
mental state (epistemic attitude). It is just the fact that they are
“small worlds", not closed under logical consequence, that allows the
player to entertain them as real alternatives.

The standard form of description of a dialogue game situation

will now be simply a generalized epistemic model system: a set S of

(possibly inconsistent) assumption 1ists, on which there are N binary
alternativeness relations defined, one for each player in the game and
a designated alternative singled out as Nature's 1ist of assumptions.
Nature's alternativeness relation can, if needed, be defined as the
identity relation: 1in each s*tuation, Nature knows everything there is
to know.

Any given player's epistemic alternatives in a game situation
are then simply the assumption lists accessible from Nature's list of

assumptions by that player's accessibility relation.
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The assumption of imperfect information in the diaiogue games
now means that a player, in general, can not distinguish between model
systems which keep his own alternativeness relation invariant; he cannot
tell what Mature's assumptions are nor does he generally know with any
precision how the other players' accessibility relations actually look
like.

Relative to such a description of a typical game situation,
we can formulate the following simple truth definition for acceptance:
(7) Player P accepts sentence S at the alternative A iff

S is included in the intersection of P's epistemic alterna-

tives to A.

The term 'accept' is used here as a noncommittal cover term for a number
of related propositional attitudes: if true and backed by appropriate
evidence, acceptance counts as knowledge; if suitably steadfast, as
belief; if its object is a question rather than a statement, acceptance
counts as interest or wonder. I shall occasionally use these or other
more colloquial words intending the present technical sense.

As is implicit in the above, an important novelty about (7)

is that it is designed to be independent of the grammatical mood of S:

we shall be speaking indiscriminately about accepting or rejecting ques-
tions as well as declarative sentences.8

The intersection condition in (7) ensures that P has to actually
consider or entertain S at A in order to (actively) accept S: S must
occur in one and in all of P's epistemic alternatives. A player may

fail to accept a sentence for several different reasons. It may be that
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he accepts the denial of S; if he is consistent, S will be absent from
his epistemic alternatives. Or perhaps he has just not thought about S:
both S and its denial are absent from his assumptions. Or P may be
entertaining S but does not include it in every epistemic alternative of
his: for instance, its denial may be also considered a live possibility.
To spell out explicitly the weaker (though not quite dual)
notion of ente~taining a sentence, I introduce the definition
(8) Player P admits sentence S at the alternative A iff
S is included in the union of P's epistemic alternatives

to A.

6. An Example of a Dialoque Game Situation

To make it easier to visualize a dialogue game situation, let
us draw an example. We shall consider the following situation. Three
applicants are eramined for a certain position, say they are girls trying
to get elected as the Dallas Cowboy cheerleaders. They are told before-
hand that at least one of them is going to pass the exam - but possibly
more, even all. Each applicant can watch the others doing the tests
and can tell whether they will pass or not. But it is impossible to tell
what the judges are thinking when one is going through one's own number.

After everyone has done the tests, each girl is anxious to
know if she passed: all that she knows is that the other two d1d.9

This game situation can be depicted by the following diagram.
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(9) (A-\cl

A failed
ABC B passed ABc
C failed
A failed A passed
B failed ABC B failed
C passed A C failed
A passed A
B B passed Is
C passed
A failed A c A passed
B passed 8 B passed
C passed I C failed
| \\\_};T A passed \\\—/;T
ABC B failed AB“/)
N— 5C passed ¢
A <
AGC

The seven groups of three sentences constitute the epistemic
alternatives in the game situation. The actual situation, or Nature's
alternative, is the center one: all girls were accepted. The network
of arrows connecting the lists describe the accessibility relations for
each player. Each girl's information set consists of Nature's alterna-
tive together with that alternative which is connected to Nature's
alternative with a bidirectional arrow labeled by the girl's initial.

Thus interpreted, the diagram (9) tells everything the girls
know and don't know about the outcome. For instance, A does not know if
she passed or failed: she cannot tell between the two alternatives in
her information set. But A knows that B and C know whether A passed.
Furthermore, she knows, or can infer, that neither B nor C are sure of
their personal success, for she knows B to know that C passed, and C
to know that B did. (Only if a girl had seen both of her competitors

eliminated could she be sure of winning.)
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What is even subtler, A can't be sure that B can exclude the
possibility that C already recognizes herself as the winner. For all
that A knows, B may already know that A has flunked, and not knowing her
own fate, B may fear tnat C has been able to draw the obvious conclusion.

A11 this rather subtle information is reflected in a concise

form in the diagram (9).

7. The Aims of the Game Revisited

The possible worlds description of a dialogue game situation
as a model system allows a reformulation of the aims of a dialogue game.
The starting point is the assumption that Nature, as a designated player,
is ideally situated with respect to the informational aims of the
dialogue. She always satisfies the maxims of consistency, information,
and truth to an idcul degree. To wit:

(1) Nature is consistent, i.e., satisfiable and cogent. Her
assumptions are closed under logical inference and she
agrees with herself.

(i1) Nature is informative. Her list of assumptions includes
every true topical question in the dialogue; she has a
complete answer to every one of them; she only has one
epistemic a]termat'ive.]0
(i11) Nature is truthful. Her list of assumptions contain only
true sentences.

Then the first three dialogue maxims can be condensed into one

maxim: Try to agree with nature. The maxim of consistency implies that
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the player imitates nature by trying to keep his assumption lists clcced
urder the logical game rules and rejecting alternatives which contain
contradictory assumptions. The maxim of information implies that the
player aims at a minimum number of completely answered epistemic alter-
natives, and the maxim of truth implies that he tries to zero in on
Nature's alternative in doing so.

The remaining maxim of conversation, the maxim of agreement,
is also ultimately aimed to simplify the outcome of the ga ~. According
to it, players prefer for everyone to end up adopting identical positiors.
Eventuaily, such sharing of information will diminish the number of

epistemic alternctives, approaching Nature's designated alternative as

a limit.
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Chapter 3
UESTIONS

Indirect Questions

The possible worlds analysis of epistemic notions derives

particular interest from the insight it gives into the logic of questions.

It is easy to give indirect question complements of 'know' simple and

revealing analyses in the language of Hintikka's epistemic 1ogic.1

Consider the paradigmatic question types below:

(1)
(2)
(3)
(4)
(5)

A knows whether he won (or not).

A knows whether he (won) or B (won) cr C won.
A know3 who won.

A knows who wants tea and who wants coffee.

A knows who wants what.

Hintikka observes that these question types have simple paraphrases in

terms of the construction A knows that p plus some logical (propositional

and quantificational) apparatus. Thus the simple sentential (yes-no)

question (1) can be paraphrased in either of the ways

(6)

(7)

A won and A knows that (he won) or

A did not win and A knows that (he did not win).

If A won A knows that (he won) and
if A did not vin A knows that (he did not win).

It is easy to see that the disjunctive paraphrase (6) 1s logically

equivalent to the conjunctive (or conditional) paraphrase (7). Note that
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the naturalness of both paraphrases is directly confirmed by grammatical
fact: the disjunctive form of (6) is in evidence in the optional tag or
not in (1), while the conditional paraphrase (7) motivates the use of if
in the place of whether in the more colloquial Tocution

(8) A knows if he won.

Similar paraphrases are available for the choice question (2):
(3) A won and A knows that (he won), or
B won and A knows that (B won), or

C won and A knows that (C won).

(10) If A won, A knows that (he won), and
if B won, A knows that (B won), and

if C won, A knows that (C won).

This time the two paraphrases (9)-(10) are not automatically equivalent.
The disjunctive paraphrase implies the conditional one only if at most
one alternative is true (at most one player won), and conversely the

conditional paraphrase implies the disjunctive one only if at least one

alternative is true. We may call the last mentioned condition the

existential presupposition of the disjunctive question, and the former

condition its uniqueness presupposition. Using 'either-or' to indicate

exclusive disjunction, (9)-(10) are equivalent on the combined presupposi-

tion that

(1) Either A (won) or B (won) or C won.

It does seem that a disjunctive question 1ike (2) often carries the sort

of combined presupposition (11) that makes the two putative paraphrases
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(9)-(10) equivalent.
It is not difficult to recognize sentential questions as a
special case of choice questions.

A search question (or wh-question) like (3) has analogous two

paraphrases in terms of quantifying into a knowledge context:
(12) Someone won and A knows that he won.

(13) If anyone won, A knows that he won.2

Again analogously, the existential paraphrase (12) implies the universal
one (13) only if at most one player won and the converse implication
holds only if at least one player won. We may call

(14) Someone won

the existential presupposition of the search-question (3) and

(15) At most one won

the uniqueness presupposition of (3). Again, it is not uncommon for

(3) to presuppose both of (14)-(15). But the tendency is not quite
watertight. Some uses of question clauses suggest only one or another
of the two paraphrases. An existential paraphrase is appropriate for
a "for instance" sense such as in

(16) A knows how he can win

which only says that A knows at least one winning strategy, whether or
not he is aware of others. The existential reading is also encouraged
by the subjunctive mood:

(17) A knows who might help us.
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(17) can very well mean that A xnows at least one helpful individual,
he need not be able to rattle off an exhaustive list. VYet there is no
implication that there might not be more than one putative helper. In
these examples, it is clear from context that the interest of the
questioner is satisfied by any one example. This point may be quite
explicit in the question too:

(18) What is an example of a perfect number?

The semantics of (18) makes it quite clear that any one exampie will do.
On the other hand, there are questions which have a 'list'
sense, such as (4):

(4) A knows who wants tea and who wants coffee.

Here, the obvious paraphrase is a universal one:
(19) If anyone wants tea, A knows that he wants tea, and

if anyone wants coffee, A knows that he wants coffee.

Conjunctive questions like (4) can actually be considered as instances
of multiple questions, questions 1ike (5), whose most natural paraphrase

is (20):

(5) A knows who wants what.

(20) If anyone wants anything, A knows that he wants fit.

The close relation of (4) to (5) is particularly evident when
what in (5) ranges over tea and coffee: then (4) and (5) are actually
equivalent.

One way of looking at (4) is in fact to see in it a double

question combining a search question (who?) with a choice question
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(coffee or tea?). There is even some temptation to rephrase (4) quite
faithfully to this analysis as

(21) Who wants coffee or tea?

The fact that (21) can mean the same as (4) is explainedy by
noting that the choice connected with the disjunction or in questions
is left to the answerer(s). From the point of view of the questioner
of (21), or represents an opponent's move, i.e., becomes equivalent to
and. (This phenomenon of duality switch is known in deontic logic as
the free choice permission paradox.)3

It might seem that, however things might be with simple search
questions, multiple ones at least only admit of a universal reading.
This impression, I submit, is misleading.

Naturally, a multiple search question echoing a foregoing
assertion does not expect a list as an answer:

(22) "Ann was in trouble. A1l she really wanted was advice. She
had found out something about somebody and wanted to know
what to do about it."

"What had she found out about who?"
"I don't know. She wouldn't tell me." Rex Stout: Not Quite

Dead Enough, p. 12

However, (22) can be discredited on the grounds that A's previous
claim amounts to a uniqueness presupposition, in which case, as we noted,
the universal and existential readings coincide.

What is more to the point, I do not find a uniqueness assumption
necessary to make sense of an incredulous question 1like
(23) A: Vas it not awful the way those people lied to each other?

B: What do you mean? Who did you think 1ied to whom?
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B is challenging A to produce some examples: there is no implication
that exactly one lie was told, if any, nor does B need a complete list
to be convinced.

Another example comes from literature:

- What was Lawson doing in Gorsemere in that evening?

- He was being set up to be murdered, said Henry grimly,
but he imagiired that he had a date with Harry Heathfield
to discuss the purchase of Lady Griselda. Heathfield
had no appointment with Lawson, of course, but Pennington
assured Lawson it was all arranged. In that way, he
knew exactly where Lawson would be, at what time. (Moyes:
The Curious Affair of the Third Dog, p. 211)

It seems to me that what the named Pennington accomplished by setting up
the false appointment was determine one particular space-time juncture

at which he could be sure to locate his victim. FHere, it would be absurd
to claim that Lawson's space-time coordinates were unique, nor does the
story imply that Pennington was aware of Lawson's complete itinerary and

timetable.

2. Direct Questions

The above paraphrases of indirect questions in terms of
epistemic logic have proved useful in the analysis of direct questions
via the introduction of the notion of the desideratum of a direct ques-
tion. In Hintikka's analysis, a direct question amounts to a request by
the questioner that the addressee bring about a certain epistemic state
in the questioner (provided that the presupposition of the question is
true): thus, e.g., the choice question

(24) Is he mad or drunk?
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can be paraphrased as
(25) Assuming that he is either mad or drunk,
bring it about that:

I know that he is mad or I know that he is drunk.

Here the first line of (25) represents the presupposition of the direct

question (24), the second line its optative operator (its mood as a
request), and the third line reprecents its desideratum (the epistemic
attitude the questioner wants to be brought about). The appropriate
desideratum may vary according to need and circumstance: for instance,
an examination question would have as its desideratum that the examiner
knows whether the subject knows the right answer to the question (the
examiner may know it already).

My analysis of the function of direct questions in dialogue
can be construed as an attempt to describe a semantics for the paraphrase
(25) for (24) (and similar pairs). In particular, the contribution of
the interrogative mood (represented by the imperative or optative opera-
tor of (25) is described by spelling out conditions of appropriate
(rational) use of direct questions as moves in dialogue games.

Similarly, the notion of the desideratum of a question will be
absorbed in the game-theoretical description of the aims of a dialogue
game.

These analyses aim to do away with the syntactic concepts of
optative operator and desideratum in favor of a semantic account of the
meaning of questions. These syntactic concepts will therefore not play

any explicit role in the following discussion, useful as they are as
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an intermediary level of abstraction.

An analysis of direct questions along the lines of (29) forces
an important distinction between syntactic conditions of answerhood and
functional ones. The linguistic form of each type of question suggests
canonical linguistic forms of answer to that type of question. But
observe that the analysis of the function of direct questions exemplified
by (25) is quite independent of such considerations. Functionally, any-
thing can serve as an answer to a question that fulfills its aim, i.e.,
brings about the truth of its desideratum. We shall see that both aspects
of answerhood are rather straightforwardly and illuminatingly captured
by the present analysis.

A rough characterization of the syntactically simple form of
answer for each type of question is easy to give. The syntactical direct
answers to any question are the several immediate subformulas of its

presupposition, where the presupposition of each type of question can be

obtained by simply droppina epistemic operators from the desideratum.
This means that in choice questions, direct answers consist of the
disjuncts of the respective presuppositions; while in search questions,
direct answers consist of substitution instances of the existential pre-
supposition.4
Thus for instance, the direct answers to a sentential question

(26) Will he win?

will be the two disjuncts of its presupposition
(27) He will win or he wiil not win.

It is easy to see why the syntactically direct answers to (26) are



- 65 -

usually functionally adequate andwers to it, too. For the desideratum
of (26)

(28) I know that he will win or I know that he will not win

is satisfied by letting the questioner know either of the two direct

answers: either of
(29) I know that he will win
(30) I know that he will not win

imply the desideratum. If putting forward either of the direct answers
to (26) does suffice to bring about one of the states (29)-(30), that is
all the addresses will have to do. But note that even less may suffice,
whatever is enough to bring about (28) - for instance, a gesture. And
conversely, more may be needed, say if the questioner is deaf or doubts
the addressee's words. What is essential are the functional demands of
answerhood as spelled out by the desideratum.

Using the distinction between syntactically direct answers and
functionally sufficient answers, we may sharpen the pretheoretic notion
of answerhood. On basis of syntax, we can distinguish direct answers
from indirect answers. An indirect answer can still be decisive, if it
entails, with or without other assumptions that the questioner accepts,
a direct answer. Thus Did he win? is decisively if indirectly answered

by He lost; the reply He did not lose in contrast, is 1ikely to be

indecisive in the absence of suitable background information. In the
case of yes-no questions, it seems fair to say that a decisive answer

normally counts as a functionally sufficient or complete answer. Ve
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shall see that this is by no means true for search questions.

3. Answers to Search Questions

For search questions, the notion of a complete (vs. incumplete

or partial) answer splits into at least three different distinctions. We

shall call them respectively definiteness, exhaustiveness, and conclusive-

ness.

To give an intuitive feeling of these three aspects of
completeness, we may present an example dialogue for each of the corres-
ponding species of incompleteness. For depending on the respect in which
an answer falls short of being complete, the questioner's response is
typically different:

(31) - What did you find?

- I found a tool.

- What tool did you find?

- I found an awl.

(32) - What did you find?
- I found an awl.
- Did you find anything else?
- No.

(33) - What did you find?

- I found an awl.
- What is an awl?

- An awl is a tool.
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In the first dialogue {30), the answer is indefinite. The
corresponding notion of definiteness of an answer is not identical to
the syntactic notion of definiteness. In syntax, one usually means by
a definite noun phrase a proper noun, a demonstrative, relative, or
personal pronoun, or a phrase whose determiner is either the definite
article (the) or the genitive form of a definite phrase.

The present notion of definiteness is different. According to

it, the definiteness of an answer depends on the identity criteria which

the questioner is assuming in asking a question. For instance, the last
line of (31) may well be a definite answer to the questioner's original
question despite its indefinite form. This is the case if the questioner
was only interested in the kind of thing found: as a name of a kind,
an_awl is as definite as the questioner cares. The questioner's original
desideratum could be formalized by using a special style of variables to
quantify over kinds of things:

(34) (EX)I know that (Ex) you found x & X(x).

Now in our sense, an answer is definite with respect to a
search question if it identifies a unique value for the initial quantifier
of the desideratum of the question within each epistemic alternative for
the questioner.

Thus the definiteness of an answer is relative to the
questioner's beliefs and interests, in particular, to the criteria of
identity he uses to establish the range of the initial quantifier, and

to his supply of backaround assumptions. The definiteness of an answer
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is thus clearly a pragmatic or context-depen.ent notion.

The follow-up question in the case of an indefinite answer is
typically a repetition of the question accompanied by some clarification
of the range of the initial quantifier of the desideratum. A simple way
to convey the criteria of identity assumed is to use a sortal noun phrase
as in (31). The identity criteria to be used then are those associated
with the accompanying sortal noun phrase: for instance, it is clear in
(31) that what is being quantified over are different (sorts of) tools.

Below, we shall refer to the just discussed notion of
definiteness by the term 'dialogue definiteness'.

Exhaustiveness, which is checked for in dialogue (32), concerns
quite another dimension. It has to do with the quantifier character of
the question auantifier. If a quesfion is intended as an existential
one, e.g., as in

(35) What is an example of a perfect number?

any definite and conclusive answer of course also exhausts the interests
of the questioner. However, if a question is understood as a request
for an exhaustive list, as in

(36) Who wants tea and who wants coffee?

a single substitution instance may still fall short of exhaustiveness.
An answer to a universally understood search question, say (36), is not
exhaustive until it satisfies the desideratum, in the case of (36),
(37) If anyone wants tea, I know that he wants tea, and

if anyone wants coffee, I know that he wants coffee.
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Hence an exhaustive 2nswer must take into account every value of 'anyone'
present in the universe of discourse for which the conditional clauses
are satisfied.
Here, the follow-up question is a straightforward inquiry
about further instances of the same sort.
Finally, in (33), we are dealing with what Hintikka has termed

the conclusiveness condition of an answer. The problems connected with

the conclusiveness condition are difficult enough to warrant a somewhat
longer discussion. That will be undertaken in the following three

sections.

4. Conclusiveness

The typical syntactically direct answer to a question like

(38) ¥ho won?

is a singular substitution instance of its presupposition

(39) Someone won,
say,
(40) A won.

When will an answer like (40) satisfy a questioner? Obviously not every
definite answer to (38) will be found satisfactory, at least not

(41) The winner won.

What 1s unsatisfactory about (41) is that the questioner is not made
any wiser by the answer: he will not know who the winner is if he has

to ask (38).
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As it happens, this intuition is already accounted for by the
principles of epistemic logic. For the desideratum of (38) is likely
to be

(42) I know who won.

On the other hand, all that an answer of the forms (43) can
accomplish is that the questioner comes to know it is true, i.e., he
can truly say

(43) I know that A won.

When does (43) suffice to imply the desideratum (42)? That is easy to
see from the respective logical forms of (42)-(43) in epistemic logic:
(44) (Ex) I know that p(x)
(45) I know that p(a)

The missinrg premise which justifies the step of existential
aeneralization from (45) to (44) 1s, according to epistemic logic,

(46) (Ex) I know that (x = a)5

whose verbal rendition in the case at hand is

(47) [ know who A is.

This argument neatly shows wny (41) fails to add anything to what the
questioner already knows: for the missing premise that would make (41)
a satisfactory answer is (48), nothing else than a reiteration of the
original desideratum:

(48) I know who the winner 1is.
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We have shown, then, that the questioner of (38) will not be satisfied
with (40) unless he has an answer to the follow-up question

(49) Who is A?

A prob’em with this result is its apparent circularity: for
any answer for (49) in turn, say

(50) A is B.

prompts a further identity question
(51) Who is B?

and so on ad infinitum, it would seem. Of course, the regress is stopped

if the questioner actually knows who A {s under some description or other.
But if he does not, how can he ever be satisfied? In plainar words, how
can new individuals ever be introduced to a questioner if he does not
already know them? On a superficial reading of what Hintikka says of

this question in Knowledge and Belief, it lnoks as if there is no way,

for he says there (p. 150):

[The conclusiveness condition ] involves the recognition of
what may be called a logical conservation principle.
[According to 1t ] no sentence in which a bound variable occurs
within the scope of one of the epistemic operators ... will

be implied by sentences at least one of which does not have
this property. This fact may be thought of as [a] formaliza-
tion of the rough intuitive principle that ... a conclusion

in which the identity of at least one individual is assumed

to ve known can be drawn only from premises at least one of
which embodies the same assumption.

Yet it would seem that people can be introduced to someone's
acquaintance by no less mysterious methods than providing enough de:crip-

tive information about them: 1{f a person or thing is described to me
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with full enough detail, there will be a point when it is justified for
me to say that I know who (or what) that person or object is as well as
anybody.

Actually, the contradiction is only apparent. In order to see
Hintikka's point in the above quote, we have to look at the semantics of
the conclusiveness condition (47). Hintikka's semantics for (47) is
simple enough in words, but it introduces quite intriguing conceptual
problems. According to Hintikka, (47) is true if and only if 'A' names

one and the same individual in all the epistemic altermatives of the

questioner.

But when is an individual in one context of reference the same
is one in another context of reference? This is known as the problem of
cross-identification across possible worlds (rather than within one). In

Knowledge and Belief, Hintikka notes that trans-world cross-identification

is dependent on the identity criteria assumed in each case:

In practice it is frequently difficult to tell whether a

given sentence of the form "a knows who b is" ... is true

or not. The criteria as to when one may be said to know

who this or that man is are highly variable. Sometimes

knowing the name of the person in question suffices; some-

times it does not. Often "acquaintance" of some sort is

required. (p. 149)

The point of the previous quote seems clear now. As far as
the logic of knowing who is concerned - i.e., formal relations of entail-
ment between knowing who-sentences and other sentences of epistemic logic
(or their natural language translations) is concerned, the conclusiveness
condition is not easily improved on. In different contexts of use,

sentences of the form (47) can be satisfied in different ways, all
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according to the criteria of identity applied. Because of this
variability (and occasional vagueness) of trans-world identity criteria,
and the consequent instability of the truth conditions of knowing who
sentences, there are no formally valid relations of logical entailment
from descriptive (de dicto) knowledge to identifying (de re) know]edge.6

This amounts to saying that there is no syntactic
characterization of trans-world identity: no verbal definition of indi-
vidual essence in effect. There is no more reason to expect there to be
one than there is for assuming definability of identity even within a
possible world.

In semantic terms, a properly cross-identified individual can
be represented by a world-line: a (possibly partial) function from
possible worlds to indivicuals in their domain.7 Our syntactical analogue
of such an individuating function would be a function from descriptions
of possible worlds (i.e., sets of sentences) to descriptions of indivi-
duals in them (sets of sentences in which some particular name occurs
prominently). This simplification already glosses over one source of
difficulty for defining trans-world identity, as such a syntacticized
world line cannot depend on unverbalized aspects of a possible world.
Yet enough interesting complication remains for the simplification to
be instructive.

For one thing, the description of a properly cross-identified
individual may well depend on, and vary with, each context of reference.
No one description need hold of an individual in all the contexts or

possible worlds where it is found: an individual need not have any
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sort of essence which remains stable in every possible world, no real
definition which picks it out no matter what. It follows, among other
things, that to know who or what an individual is it is not necessary
nor sufficient to know that some particular description applies to it.
Secondly, it also follows that one may find out who someone
is by learning new information which is in no obvious sense about that
individual. For such background information may suffice to rule out
enough epistemic alternatives with the result that some individuating
function which was only partially defined in one's epistemic alternatives
becomes everywhere defined in the remaining alternatives. This is how it
is that Sherlock Holmes can figure out the identity of the murderer by
purely circumstantial evidence - say by eliminating all other candidates.
These observations already suffice to exclude any overly
simplistic approach to refining Hintikka's criterion for knowing who.
It becomes clear that it can be improved on only by analyzing questions
case by case and ascertaining what the relevant criteria of identity are
in each case. In the following few sections, we shall take up some such

special cases.

5. What-questions

Despite their variability and occasional vagueness, genuine
identity criteria can be expected to satisfy some minimal requirements
of well-behavedness.

One plausible condition proposed by Hintikka is that

individuals characterized by one and the same set of identity criteria
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cannot split or merge into one another: individuating functions based

on the same criteria of identity must be identical if they intersect at
all. In epistemic terms, well-known individuals cannot be confused with
one another: if one knows who or what A and B are, one is bound to know
whether A is the same as B or not.8
This requirement can be turned into a test of conclusive
answerhood: a conclusive answer to a search question must enable the
questioner to distinguish the object inquired about from any other
objects which he already knows (relative to the same identity criteria).
Another, more superficial test suggested by Hintikka is
appending the words "I do not know but" to an answer: the addition is
not appropriate if the answerer considers the answer already conclusive.
Armed with thase tests, we can make at least some of the most
important distinctions among different criteria of identity. The most
obvious - though little discussed - observation is that by far the most

9 For instance,

inquiries concern kinds of object rather than individuals.
the archetypal identity question

(52) What is that?

typically asks for the kind of object pointed at rather than the indi-
vidual specimen. Hence it can very well be conclusively answered by a
syntactically indefinite noun phrase such as

(53) It is an awl.

Indeed, it would sound quite odd to qualify (53) by "1 do not know but".

Note that an adjective or a non-sortal noun would command such a
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qualification:

(54) I do not know, but it is sharp (a nuisance).

Now Hintikka's conclusiveness condition predicts that (53),
if really inconclusive as an answer to (52), would elicit a generic
follow-up question:

(55) But what is an awl?

(55) is the question to ask if one is ignorant of the identity criteria
of awls (the kind of tool), i.e., the criteria of application of the
noun awl. Thus a fully conclusive answer to (55) in turn would be some-
thing like a dictionary definition of an awl, describing its main
descriptive and functional characteristics in more familiar words.

The first mentioned identity test agrees with the above
analysis. I can know in some conclusive sense what I just had in my
pocket (i.e., a fountain pen) and what my neighbor holds in his hand
(a fountain pen, too), without knowing whether he has my pen: what I
do know is that it is the same kind of thing (a fountain pen) in each
case.

On the other hand, we also realize that it is not a loose sense
of cross-identifying individual pens that is involved here: for my
knowledge does not allow the inference that his pen is my pen in any
sense, however loose.

To clarify the distinction between definiteness and
conclusiveness, note what might happen if (52) were answered by

(56) (I do not know but) it is some tool.
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The questioner might impatiently retort

(57) [ know that it is a tool, but what tool is it?

The retort clearly indicates that the questioner is after a sortal answer
rather than an individuating one. What is wrong with (56) is not that
the questioner would not know what tools are. \(lhat is wrong is that the
answer is not definite enough. The questioner wants a more specific
answer: the criteria of identity he assumes do not allowing identifying
any two tools as the same sort of thing.

Though easily confused, definiteness and conclusiveness thus
clearly concern different dimensicns. Definiteness pertains to individua-
tion within an epistemic alternative: the question is whether an answer
succeeds to pick out a unique value for the question quantifier in each
epistemic alternative in turmm. Conclusiveness concerns cross-world
identity: the question whether an answer succeeds to pick out the same
value from all epistemic alternatives. Conclusiveness is thus a strictly
stronger notion than definiteness.

We may summarize the observations made in this section as
follows. The word what can frequently be replaced without change of

meaning by what kind of (thing): accordingly, it can be definitely and

conclusively answered by an indefinite noun phrase of the form an X,
provided only the questioner knows what X's are (conclusiveness) and is

prepared to identify any two X's as the same sort of thing (definiteness).

6. Who-questions

The generic interpretation is in evidence in who-questiors too.

For instance, the question
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(58) Who is the most powerful man in Finland?

can be conclusively answered by

(59) The President

even if the questioner does not know who the President is. What he is
asking for is an office or a social station rather than an individual
person. Accordingly, an answer like

(60) Kekkonen

is likely to elicit the further query

(61) But who is Kekkonen?

asking the addressee to identify Kekkonen's position of power rather than
to describe him as a private person. For instance, (59) will be a satis-
factory answer to (61) if the questioner knows what sort of an office
the President's office is.

The only difference here to previous examples is that the kind
of person sought for is an exclusive one: Jjust one actual person may
exemplify it in any context of reference. In more fashionable terminolo-

gy, the last example looks for an individual concept rather than for a

common kind.

Perhaps the most trivial individual concept conceivable is one
associated to a proper name. But as Hintikka noted, even a name may be
a conclusive answer to a who-question in som. contexts, e.g., in the
context of a sports quiz. A contestant is considered to know who won
some event or other if he can come forward with the name of the person

(and perhaps, his or her nationality). The conclusiveness conditicn
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here boils down to little more than the requirement that the answerer
gets the name right (does not confuse it with other names). The sports
context also provides an example of a who-question that can be satisfied
by a syntactically indefinite answer: the quesZion

(62) Who won?

can be conclusively answered by

(63) A Russian.

if the questioner is interested in nationalities rather than individuals.
A more idiosyncratic example of search for a kind of individual

is found in Conan Doyle's story The Adventure of Charles Augustus

Milverton. The story starts with Dr. Watson picking up a visiting card
with the name, address, and profession of a certain Charles Augustus
Milverton printed on it. His curiosity about the man is not satisfied
by these facts: he asks his friend

(64) Who is he?

Holmes answers,

(65) The worst man in London,

and goes on to compare Mr. Milverton, rather unfavorably, to murderers
and snakes. Even this does not yet satisfy Watson, who asks again

(66) But who is he?

Now Holmes replies,

(67) I'11 tell you, Watson. He is tne king of all blackmailers.
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following up with a detailed description of Milverton's particular
method of blackmail. This seems to constitute a conclusive answer for
Watson, for in the sequel, he speaks of 'the fellow' as a familiar sort
of figure.

It is rathe. clear what sort of sortal identity criteria
Watson is operating here, given his friend's profession: he wants to
find out what kina of person Mr. Milverton is that Holmes would have
business with him: 1is he a client or a quarry, the victim or the per-
petrator of some kind of crime or other. His card or character do not
yet decide this question of identity.

Another example in which the intended conclusiveness condition
is spelled out in so many words is the following one from Agatha

Christie's The Man in a Brown Suit:

- Who is Colonel Race? I asked.

- That's rather a question, said Suzanne. He's pretty
well known as a big-game hunter, and, as you heard him
say tonight, he was a distant cousin of Sir Laurence
Eardsley, I've never actually met him until this trip.
He journeys to and from Africa a good deal. There's a
general idea that he does Secret Service work. [ don't
know whether it is true or not. He's certainly rather
a mysterious creature.

- What I want to know is, I said with determination, what
has Colonel Race got to do with this? He's in it some-
where.

What the questioner wants to know is the role Colonel Race

plays in the complicated mystery and intrigue going on in the book:

her question will be conclusively answered when she can assign him a

unique role in the plot she is in the process of unraveling.
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In the following example, the relevant classification is in

terms of haves and have-nots: (P.G. Wodehouse, Cocktail Time)

Who is this girl he's marrying?

I told you at lunch. Belinda Farringdon, commonly known
as Bunny.

No, I mean who is she? What does she do?

- She's a commercial artist.

Any money?

I imagine not. Still, what's money? You can't take it with
you.

- No, but you can do a lot with it here.
“Hintikka ([130], p. 46) points out yet an example of this kind

from Anthony Powell's novel At Lady Molly's. I quote his own description

of it:

Everybody is interested in Lady Molly's new guest, but the
narrator to his surprise recognizes him as one of his
schoolmates:

"I know him."

"Who is he?"

"He is calied Kenneth Widmerpool. I was at school with him
in fact. He is in the City."

"I know his name of cour 2. And that he is in the City. But
what is he like?"

Powell's narrator also intimates why the second speaker, Mrs.
Conyers, does not accept poor Mr. Widmerpool's name and
profession as a satisfactory answer to the question "Who is
he?". This information is not enough for her to place
Widmerpool socially and morally in her world, to find his
'essential properties' for her purposes.

Hintikka's description of the example suggests that Mrs.
Conyers would have been satisfied by an answer placing Mr. Widmerpool

into one of her social pigeonholes, e.g., by identifying him as 'a well-
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to-do marriageable gentleman". No matter if Mrs. Conyers knows nothing
more of him: it suffices that she will not misplace him socially, e.qg.,
mistake him for a prince or a beggar.

If that is the case, Mrs. Conyers would not be likely to claim
yet that she knows who Mr. Widmerpool is as an individual. Her informa-
tion about him leaves all too much undecided about his life and character.
For one thing, she cannot be sure of identifying him among a number of

different well-off bachelors.

7. Personal ldentity

This brings us to the awkward question, why can the narrator,
unlike Mrs. Conyers, say he knows who Mr. Widmerpool (the man) is. One
way of rephrasing the question is this. Suppose each were given a number
of different descriptions of Mr. Widmerpool, say, sets oi sentences where
the name "Mr. Widmerpool" occurs prominently. The narrator, who knows
Mr. Widmerpool, can be expected to be able to say off hand of many such
descriptions that they cannot be true of Mr. Widnerpool, while Mrs.
Conyers can exclude just a few.

We can now ask, how well must one clear such identification
tests in order to know who Mr. Widmerpool is as an individual person?

Recall our syntactic characterization of an individuating
function: it is a function, partially defined in a set of deicriptions
of alternative states of affairs, which picks out wherever it 1is

defined some description of an individual or other.
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The 'real' Mr. Widmerpool is picked out by some such individuating
function; in particular, that function will pick out Powell's description cof
Mr. Widmerpool in the different novels where this character makes an
appearance.

On the other hand, the name 'Mr. Widmerpool' is associated with
another function from alternative state descriptions to descriptions of
individuals: this is the trivial function which picks out whatever descrip-
tion (if any) sur.ounds the name 'Mr. Widmerpool' in each alternative. Now
since the narrator knows who Mr. Widmerpool is, his epistemic alternatives
form a subclass of such state descriptions where the two functions coincide
in values: where the "real" Mr. Widmerpool matches *“he "local" description
of Mr. Widmerpool.

From this we can derive an answer cf sorts to the question raised
at the begirning. O0f course, the narrator does not have to be able to
recognize Mr. Widmerpool from any and every description - he does not have to
know everything there is to know about him. Why, it is a lTong time since he
last saw his old schoolmates; for all that he knows, the man might have been
abroad, got married, or started a business. There may be many descriptions
of Mr. Widmerpool of which he cannot say outright whether they are true or
not: any of them might be embedded into an epistemic alternative of his
without inconsistency.

But one condition stands: whenever the narrator fails to exclude
a description that is actually false of Mr. Widmerpaol, that is only because
he cannot rule out some alternative to the actual course of affairs where
that description would not be out of character for Mr. Widmerpool to satisfy.
Say the narrator does not know if Mr. Widmerpool is married; then it cannot

be out of the question that Mr. Widmerpoo:, being the man he is, could have
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got married had things turned out in a certain wAay that, as far as the
narrator knows, they may have tumed out.

In other words, for any description which the narrator thinks just
might be true ot Mr. Widmerpool, he must allow some factual explanation com-
n~tible with his knowledge and with Mr. Widmerpool's personality.

This explication is of course perfectly circular, an explication
of meaning as it is. It does not amount to a real definition of individual
essence, which would be too much to expect here anyway.

Are there cases where a who-question does actually amount to an
inquiry intc personal identity? The following denouement from a detective

story is as good an example as [ have been able to find (Pennington, of

course, is 'whodunit' here):

But there is a whole lot more to explain. Who is this Pennington,
anyway, and how does ne come to be mixed up in all this?

That's a very good question, Jane, Henry said, because it goes
right to the heart of the matter. Once you understand who Aibert
Pennington is, it becomes very much easier to understand why he
did what he did.

kell, who is he?

- He's the son of the late Sir Humphrey Pennington, a larger-than-
1ife, hard-drinking, heavy-gambling character from the fifties,
wiid ran through most of his ccnsiderable inheritance - iargely
tnenks to his string ot thoroughbred horses. Albert inherited
#hit was left of the money - still enough to leave him a rich man
Lv most standards - together with tendencies tc compulsive gambling,
transvesiism, homosexuality, violence, and - above all - slumming.
He couldn't comprte in the really wealthy world of horseracing,

so he tumed nis attention to the humbler dog track. For some
years now ne has been amusing himself by assuming two personali-
ties. On the one nand, the mustachioed, upper-class Mr.
Pennington, <rony of Major Watherby, acquaintance of Sir Arthur
Bratt-Cunningham and nis charming daughter, and behind-the-scenes
Mr. Big of the Rad Dicky Marsh dogtrack mob. On the other, and
always in drag, a formidable, foul-mouthed female - the mysterious
unnamed boss of the Larry Lawson gang. With his warped sense of
humor, he must have a lot of giggles, turning one gang against

the other and wetching the fun from his; elegant Chelsea house.
(Pat..cia Moyes, The Curious Affair of the Third Dog, p. 208)
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We can see that giving an anywhere near adequate understanding of a
person's individual identity may require quite 1nvolved explanations of
his background and personality. What is particularly gratifying about
the above example, it vindicates Hintikka's condition of adequacy for
knowing who sentences: 1in order to know who Mr. Pennington is, one has
to be clear which characters of the plot he can be identified with.

Fortunately, it is seldom necessary to go into full detail
about anybody's personal identity. As Lord Icke.ham puts it in

wodehouse's Cocktail Time to Barbara Crowe:

- God bless you, Frederick Ickenham. And who is Aibert
Peasemarch?

- An intimate friend of mine. To tell you all about him -
his career, his adventures by flood and field, his favourite
breakfast food and so on - would take too long. What will
probably interest you most is the fact that he will very
shortly be marrying Phoebe.
Here, the last-mentioned fact is conclusive, for it is all that is needed
to remove the la.t obstacle from another successful plot of Lord
Ickenham's of spreading sweetness and light into his fellow beings'

lives.

8. Descriptive vs. Demonstrative Criteria

In one respect, the situation described in the Powell example
is a typical one for asking individual identity questions. In it,
Widmerpool is at hand in person for the interlocutors to point at (or if
that is a social taboo, otherwise identify demonstratively). In

Hintikka's terms, there is a demonstratively identified individual span-

ning the questioner's as well as the answerer's perceptual alternatives

(alternative states of affairs that match the speakers' perceptual
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field). "

In our syntactic terms, we can think of such alternatives as
alternative verbal descriptions of the speaker's view, placing different
objects in them in such relations to each other as they might have as
seen from his point of view, and assigning them any properties they
miéht have as fai as he can see. Across such alternatives, the viewer
will demonstratively identify objects that occupy the same position with
respect to his own standing point (i.e., any objects are identified which
would appear the same to him from where he is).

What a questioner of a demonstrative search gquestion like Mrs.
Conyers'

(68) Who is he?

wants to accomplish is to align the perceptual world line of 'he' or
‘that man there' with a descriptive individuating function that spans
her epistemic alternatives: as far as she knows, 'that man' could be
anyone. If she cannot do any better by looking more closely (so as to
eliminate further perceptual alternatives), someone has to help her
exclude the excess of her epistemic alternatives until there remain only
such alternatives in which the demonstrative world line associated with
‘that man' coincides with, say, the descriptive world l1ine of Mr.
Widmerpool.

This duality of cross-identification methods is a common
source of questions of individual identity. Demonstrative cross-
identification may be what is sought too: for instance someone overhear-

ing the conversation in the above example might feel 1ike asking the
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question

(69) Who is Kenneth Widmerpool here?

expecting no more than a demonstrative answer (e.g., ‘that man there'
accompanied by a gesture).

The positional nature of demonstrative methods of cross-
identification can be used as a clue to recognize their presence: (69)
is meant as a demonstrative question if it can be paraphrased by a
where-question:

(70) Where is Kenneth Widmerpool here?

9. Relative Identification

The range of a question quantifier is often restricted to some
given set of alternatives. When this is the case, the guestion word to
use in English is which. Which resembles the definite article the, in
that it carries a presupposition of contextual uniqueness. For instance,
in the dialogue
(71) - Which man won?

- The best man won.

the question quantifier is 1ikely to be restricted to some contextually
available -lass in which it expects to find just one true answer. It
is answered as expected by an equally context-dependent definite
description.

In particular, the range of which may be specified in the
question itself:
(72) Which one of A, B, and C won?
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As a result, the notion of a complete answer can also be relativized to
the class of antecedently given alternatives. In order for a putative
answer, say,

(73) The best one

to be conclusive, it is enough for the questioner to be able to keep
the 'world lines' of 'A', 'B' and 'C' apart and have just one of them

coincide with that of the best one - no matter if none of A, B, C, is

actually well-defined to the questioner as an individual. It seems that
this sort of relative identification is often all a questioner is after.
Then the range of the question quantifier is restricted to the 'individual
concepts' determined by the answer alternatives. An indication of this

is that on this assumption (72) is equivalent to the disjunctive question
(74) Did A win or B win or C win?

which (72) clearly often is. For another example, one may ask

(75) Which is eavier, an electron or a proten?

without «mplying any deeper interest in knowing what an el2ctron or a
proton is; ‘-~e question can be restated withcut loss of meaning by

(76) Is an electron heavier or lighter than a proton?

This concludes our discussion of the semantics of questions.
We are now in a position for an informed uiscussion of how questions and

their answers are put to use in dialogue.



- 89 -

Chapter 4

DIALOGUE GAME RULES

1. Simplest Theory of Dialogue

The simplest theory of dialogue would have just one rule: any

player may put forward any sentence in any order. Such a rule should not

fall all too short of being observatiorally adequate: there are few
absolute restrictions as to what sequences of sentences might by hook or
crook be construed as possible dialogues. One can do a lot by judicious
choice of background assumptions and interpolation of suppressed steps
of reasoning.

So let us accept the simplest theory as our starting point and
see what can be done with it. The first rule of dialogue will be

(D.say) Any player may put forward any sentence.

An obvious restriction on (D.say) is that dialogue qames are linear and

discrete: players move in turns, so that each play of a cdialogue game

is a finite sequence of linearly ordered moves. Whatever the ultimate

explanation of this restriction in terms of, say, limitations of human

information processing capacity, this restriction gives rise to "turn-

taking conventions" as described by Sacks, et al. [215]. The following
is a condensed version of their rules:

(1) The player at turn may indicate the next player to move.

Else the turn goes to the first player to move.

what (1) does 1s simply ensure a more or less orderly sequence of moves

by (D.say).
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I believe that (1), to the extent that it represents a valid
generalization at all, can be explained by reference to the linearity
requirement and general considerationsof dialogue strategy. Therefore,

I shall not include (1) or any other explicit turn-taking convention into
the theory of dialogue.

The minimal theory of dialogue consisting of (D.say) together
with the linearity requirement accords with certain observations made by
Sacks, et al. [215] about free conversation. They contrast conversation

to e.g., rituals by noting that in conversation, what parties say is not

specified in advance (by the rules of dialogue):

(...)

the turn-taking crganization for conversation makes no
provision for the content of any turn, nor does it constrain
what is (to be) done in any turn. (...)

But this is not to say that there are no constraints on what
may be done in any turn.

We note only that in conversation, such constraints are
organized by systems external L. the turn-taking system.

One aspect of conversational flexibility is a direct and
important consequence of this feature of its turn-taking
organization: its turn-taking organization (and thus
conversational activity per se) operates independently of
various characterizations of what occupies its turns,

the 'topic(s)' in them. (p. 710)

I take this to be a convoluted way of saying that there are next to no
fixed, content-independent rules to structure a dialogue over and above
(D.say) and linearity of dialogue. Any further structure dialogues have
can be inferred from the aims of dialogue participants and the expressive
means (language) at their disposal by essentia’l game-theoretical
(strategic) reasoning. In other words, the only further pressure a

dialogue exerts on its players is the strategic maxim: be relevant.
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2. Relevance

The concept of relevance thus becomes a central concept of the
theory of dialogue. The crucial consideration in the well-formedness
of a dialogue will be whether its individual moves have bearing on the
topic or subject matter of the dialogue, or whether they are irrelevant,
idle, or beside the point.

The dialogue game framework seems potentially well suited for
the explication of the elusive concept of relevance. For, it seems to
me, the essential logic of relevance is best visible in a number of its

goal-directed near synonyms: important, useful, helpful.

Two important points emerge from these paraphrases. First,
relevant is a relational word: a move may be relevant (useful) for one
purpose but irrelevant (useless) for another. Second, relevance
is relative to is the aims of a discussion - or the aims of individual
discussants if their aims diverge.

Hence to determine whether a given move in a given dialogue is
relevant, one has to determine whether it furchers the aims of one or
more participants of that dialogue. This is the core intuition which
particular examples and explanations should go back to. For ‘nstance,
an answer is relevant to a question if anything is. Why? Because the
aim of the questioner is to create a consensus about the (or an) answer
to his question, and answering is the best way to further that aim.

Relevance judgments may vary depending on the presence of a

further maxim of dialogue we have kept in low profile, viz. the maxim

of brevity:
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(2) Prefer a short dialogue over a longer one.

In a serious information-seeking discussion, the aim may be to share the
available information with the least possible speech effort. In such a
discussion, long-winding answers are likely to be dismissed as irrelevant.
In social conversation, where one aim is passing the time pleasantly,
the same meanderings may be quite welcome and not at all "irrelevant".

In brief, the dialogue game explication of the notion of
relevance is in essence "utility relative to the dialogue aims of the
participants of the dialogue". A full game-theoretical formalization
of the concept of relevance would hence involve solving a dialogue game
for each player, i.e., finding the optimal strategies of each player.

In practice, we shall be content with local qualitative comparisons of
relative relevance.

The present definition of relevance creates a link between the
concepts of relevan~e and rationaiity. A rational player is by defini-
tion one who follows his optimal strategy (or strategies) - i.e., those
which (according to the theory) most effectively further his aims. This
means that a rational dialogue player makes only relevant moves. This

implies that the Gricean maxim of relevance becomes a corollary of the

game-theoretical reconstruction of dialogue. In the dialogue game con-

text, 'Be relevart!' says nothing more than 'Be rational!'.

3. Meaning Conventions

The players are free to put forward any sentences for the

other players to access according to the rules of the game. But what use
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is this freedom to them? In order to render this liberty useful, a bridge
must be provided from saying sentences to accepting them. I call such

bridges meaning conventions, as they spell out what players mean by what

they say.

The basic and most common principle of this character is what
I shall call the earnestness (or seriousness) convention. This convention
can be spelled out as a rule of dialogue games.

(D.earnest) Put forward a sentence only if you accept it.

At tirst blush, (D.earnest) sounds like another maxim of
conversation: actually, a close relative to it is listed as one half

7 The way we have sliced up .natters, mean-

of Grice's maxim of quality.
ing conventions are linguistic conventions. What meaning conventions
like (D.earnest) arcomplish is a link from the sentences one says to
positions one accepts: they thus fix salient means for making one's
acceptations known. What makes them - including the earnestness conven-
tion - conventional is the fact that they have alternatives which serve
this same purpose equally well. To pick the most obvious alternative,
consider what might be called the irony (or sarcasm, or rhetoric) conven-

tion:

(D.1rony) Put forward a sentence only if you accept its contrary.

(A contrary is often stronger than a mere contradictory of a sentence;
for instance, the contrary of 'That's great!' is not just 'That's not

great!' but rather 'That's awfull‘.)2
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As is well known from familiar Smullyan-type puzzles, a speaker
consistently following the irony convention is quite as informative as
one who consistently says what he means. This is what makes (D.earnest)
conventional.3 Naturally, in some intuitive sense, the earnestness
convention is fundamental. (It is also simplest to state.) It is the
principle followed in uncomplicated, unsophisticated matter-of-fact
information exchanges. The irony convention and the other more compli-
cated alternatives can serve subordinate purposes, e.g., those of being
offensive, colorful, modest, or funny. They accomplish these subsidiary
_ purposes just because the earnestness convention is the first one that
comes to mind.

0f course, the usefulness of obeying 2 meaning convention at
all is predicated on the acceptance of the goal of information-sharing
in the first place. If other aims of language exchange override the aim
of information sharing, there is no need to follow any rule linking what
is being said to what is being accepted: whatever is funny, offensive,
colorful, or whatnot, will do.

Another tempting but misleading way of reading (D.earnest) is
to see in it a moral principle, an injunction against lying, in the spirit
of 'thou shalt not bear false witness'. This temptation is in evidence
in Searle's terminology.4 Searle, in his analysis of speech acts,
singles out for each kind of speech act a peculiar felicity condition

called the sincerity condition. For assertions, the sincerity condition

says that the author of an assertion believes the proposition he puts

forward - apparently a restatement of (D.earnest). Actually, making the
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identification would be misvepresenting Searle. Like Grice, Searle does
not recognize alternatives to the earnestness convention as real alter-
natives. His "normal input and output conditions" for speech acts rule
out "parasitic forms of communication such as telling jokes"; presumably,
being sarcastic is excluded too.5
In our approach, considering the earnestness convention a

condition for sincerity would be a mistake. One does not have to say
what one believes in order to be sincere: one can well be sincere while

being sarcastic and saying the opposite of what one believes. In our

terms, being insincere equals cheating in whatever game one is playing.

Cheating, in turn, is violating the rules of the game intending the
violation to go unnoticed. In particular, lying is playing the game of
cooperative information sharing with the private aim of creating a dis-
agreement of opinions known only to oneself. For this definition of
lying, it is immaterial what one says in order to induce the misunder-
stan ,: thus one can lie while speaking the truth (if one is misin-
formes oneself), even while saying what one believes (if one lets the
other think one is being sarcastic).6 From this, it is clear that it
is only under the "normal input and output conditions”, i.e., under
(D.earnest), that saying what one does not believe amounts to being
insincere.

More obviously, (D.earnest) is distinct from the fifth
commandment, rephrased as

(3) Do not put forward falsehoods.

In our terms, (3) represents an amalgam of the earnestness conventior
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with the maxim of truth. The maxim of truth can, if so is wished, be
construed as an ethical principle. However, (3) is a far more exacting
principle than 'do not lie'. As we noted, one can lie while speaking

the truth; conversely, it is possible to say falsehoods with the sincerest

of intentions.

4. Suggestions
It is often useful for players to put forward sentences that

they do not actually hold, but do not reject either. This is also infor-
mation about their epistemic attitudes, and being able to express it may
trigger off arguments that would otherwise pass unnoticed. For instance,
one may want to suggest an explanation, or make a guess at an answer to
a question, in the hope that others may judge whether they are acceptable.
Questions may represent guesses too: thus a suggested
explanation for a search question in terms of a sentential instance is
nothing else than a guess:

(4) Who is it? Is it Jack?

The interpretation of an unadorned sentence as a suggestion
is provided for by another meaning convention:

(D.guess) Put forward a sentence only if y-u admit it.

As a marked option, (D.guess) is in naed of a disambiguating
context, lest one's contribution be taken in earnest. Such disambigua-
tion can be nffered by an explicit request (Guess! ) or by the use of

appropriate intonation and gesturing.



- 97 -

There are ways to make guesses without relinquishing (D.earnest),
too. Suggestions and guesses can be explicitly marked as such by any

of a number of modality adverbs: perhaps and maybe teing the most common

ones.
The ability of perhaps to defuse (D.earnest) can be captured
by the following rule of interpretation:
(D.perhaps) A player P accepts a sentence of form
X - perhaps- Y
if and only if P admits
X -Y.

Thus, whenever a player entertains a sentence S, he can accept the
sentence perhaps S, and hence is allowed to put it forward in full
accordance with (D.earnest).

Note an interesting feature of the above rule of meaning for
‘perhaps’'. It does not have the form of a Tarskian truth condition 'S
is true if and only if p': 1t is not a condition for truth but a condi-
tion for acceptance. In other words, the meaning of a word like 'perhaps'
is not a matter of semantics (truth conditions) but pragmatics (conditions
of use).

This can be seen as a vindication of Wittgenstein's special
concern for the meaning of the word 'perhaps': 1t does constitute a
problem for the extension of the picture theory of meaning which the

7 Note that I am

Tarskian theory of truth has been taken to represent.
not saying that model theoretic methods could not be used to explicate

such pragmatic rules of meaning - that is just what I am doing! What
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'perhaps' shows is that the theory of truth for English does not exhaust

the theory of meaning for it.

5. Suppositions

As was indicated earlier, we want to go even further and allow
players at times to put forward sentences which they need not even admit.
It is often a good strategy .o assume something just for the sake of the
arqument, to see if it is a viable position.

The main point to realize is that conducting an argument from
doubtful premises is no different from arguing from accepted ones. The
only difference is that the set of assumptions being developed does not
reflect anyone's doxastic alternatives via some meaning convention or
other.

Let us think what actually happens when one conducts a
counterfactual argument. Intuitively, one supposes something, i.e.,
lays down one or several hypotheses as the starting-point of the argument,
and follows through the consequences of the hypotheses. The steps and
methods of argument which one uses to extend the original set of hypo-
theses are the very same ones of deductive inference and inductive deci-
sion one uses to extend one's epistemic alternatives.

Thus the problem of counterfactual conditionals: what would
happen 1f such-and-such were the case, is no simpler than the general
problem of theory construction. In each case, one is faced with the task
of finding the best complete explanation of a number of evidential facts.
What is more, the counterfactual problem is seriously underdetermined as

compared with the factual problem.
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In the factual case, where one's hypotheses do not decide a
auestion, one can go out and find out more facts. But what can one do
in the imaginary situation: where does one find imaginary facts? What
we actually do is make a conservative assumption: where the hypotheses
of the counterfactual supposition do not decide one way or another,
assume the counterfactual situation is like the actual situation.

This strategy has some interesting limitations. It may leave
many counterfactual questions undecided, if the actual situation has
nothing to say of them. Or there may be a number of competing ways of
extending the counterfactual situation, about equally plausible. This
indeterminacy creates such familiar paradoxes as
(5) White to Black: If I were you, I would give up.

Black to White: If you were me, you would not.

White imagines the players simply switching sides, while Black points
out that if White had Black's personality he would be equally obstinate.
With its limitations, this seems to be a fair description of
how people in actual fact create epistemic alternatives. They start out
as counterfactual imagination; if they turn out to be inconsistent or
false to fact, they are rejected; if they pass the muster of inductive
deductive examination and inductive evaluation, they become part of a
player's system of belief.
To i1lustrate the uses of counterfactual argumentation, let
us consider some examples.

(6) A person who hurts no one who hurts him hurts himself.
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It may not be apparent that (6) is self-contradictory. But it can be
shown so by a counterfactual argument:8
(7) For suppose some perscn A hurt no one who hurt him. Then A
would hurt A. On the other hand, A would hurt no one who hurt
him. So A would not hurt A.
The counterfactual aiternative violates (C.cons) and has to be rejected.
A more everyday use of counterfactual argument is to show a
supposition false to fact. The counterfactual alternative is internally
consistent here, but it is in conflict with the player's earlier accepta-
tions:
(8) It wasn't one of your regulars. For if it had been one of
your regulars, you would have recognized him. But you did
not recognize him.
There are two importantly different ways to handle such conflicts. A
conservative (and quite instinctive) way is to treat all and anv earlier
acceptations as unquestioned evidence: one develops counterfactual
alternatives as so many extensions of the intersection of one's epistemic
alternatives, rejecting any inconsistent or impro’.able ones. A more
rational approach is not to accord a privileged status to received
opinion, but to weigh each counterfactual alternative for its own merits,
using as evidence for the decision only such ass mptions as are not
questioned in the situation at hand. (These may include independent
observations and other hypotheses whose acceptance does not depend on
the solution to the problem at hand.) .

Thirdly, counterfactual argument is used in developing theories

and plans in a noncommittal fashion:
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(9) If 1 left now, I would avoid the rush and there would be

time to stop and shop.

Quite likely, the plan in (9) will actually be put into use, which serves
to show that being counterfactual need not mean being averse to the
argument.

Now a common indicator of counterfactual argument in English is
the subjunctive mood. But what exactly is its contribution to such argu-
ment? We may first note that it is not an indispensable index: counter-
factual arguments are also conducted in the indicative. It seems to me
that whatever counterfactual force is associated to a conditional like
(7)-(9) above remains wien the sentences are rephrased in the indicative.
Briefly, I subrit that as to logical force, a past subjunctive sentence
is equivalent to its indicative counterpart.9

This assumption is confirmed by the observation that a
subjunctive conditional licenses detaching an indicative consequent given
an indicative antecedent:

(10) A: If it were raining, I would be in trouble.

B: It is raining.

A: Then I am in trouble.

An apparently serious objection comes from sentences like

(11) I would not try that.

which does not seem to imply

(12) I will not try that.
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However, it seems that the reason why (11) does not imply (12) is that
(11) is actually elliptic for

(13) [ would not try that if [ were you.

It is a general fact that elliptic sentences cannot be taken at face

value, whatever their mood: for instance one who answers the question

(14) What will you do if he comes?
by
(15) [ will leave.

cannot be said to have promised to leave come what may. If it is clear -
that all the necessary conditions are present, the inference from subjunc-
tive to indicative seems warranted:
(16) "You've moved the table."

“"Certainly." ... "We were told things could be moved."

“Yeah, the inspector would, with members in the high brackets.

If it haa been a dump he'd have kept it sealed for a month."
The first speaker's subjunctive would seem to imply acceptance of the
second speaker's indicative were.

Yet clearly, the past subjunctive is not wholly without effect.
The way I construe it, it serves an important dialogue function. [ shall
try to spell it out by the following rule and definition:
(D.subjunctive) Put forward a sentence in past subjunctive only

if you suppose it.

(17) A player P supposes a sentence S iff S is a member of a hypo-

thetical alternative for P.
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By a hypothetical alternative I shall understand a list of assumptions

a player may construct by tnhe usual methods of model set construction
without (yet) deciding whether or not to include it among his epistemic
alternatives. We shall allow players to hold any number of hypothetical
alternatives alongside their bona fide epistemic alternatives at any

stage of the game. Such alternatives represent the players' suppositions,
thoughts or plans during the corersation.

In words, what the subjunctive mood indicates is the relevance
of a sentence to a discussion: by using the subjunctive, the speaker not
only makes known an assumption of his, but also indicates where it is to
be put to use in the dialogue, viz. in some counterfactual argument or
other he is construct‘lng.]0

Such counterfactual arguments are where one is to look for the
missing suppositions of elliptical sentences like (11). This force of
the subjunctive to suggest unexpressed provisos is what explains its use
in cautious or polite statements and questions:

(18) This would seem to confirm his statement.

(19) Could you open the window?

In (18), there is a suggestion of some qualification: "unless I am
badly mistaken” or the 1ike; in (19) the subjunctive helps construing
the question as part of a plan to get the window opened: could you do

the job 1f I asked you to?

6. Examples of Dialogue Strategies

So the only primitive dialogue game rule we have is (D.say).
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Of course, this minimum of rules is possible because all of the
interesting structure lies elsewhere: in the description of possible
game situations (model systems), in the epistemic explication of the
question-answer relation, in the statement of the aims of the game
(utility functions based on conversational maxims), the linearity
requirement, and meaning conventions.

To see how this substructure works to create structure to a
dialogue, let us derive a typical question-answer dialogue from it. Let
the dialogue be the following:

(20) A: Who are you?

B. I am Beth. °

A: So you are Beth.

B. Yes, I am Beth.

What happened? Simple: A put forward the topical question -
one she is interested in for whatever ulterior reasons - by the rule
(D.say). B can infer, by (D.earnest), that A accepts the question, i.e.,
wants an answer for it. Being cooperative, B is ready to join the game
and accept the question herself. Having accepted it, she also wants an
answer for it. Not surprisingly, she has little difficulty in finding
one among her assumptions. Faithful to the maxims of conversation, she
also wants to share it with A. This she does by putting forward her
answer by (D.say). Hearing it, A can use (D.earnest) to infer that B
accepts what she says. This is good evidence for the answer being true,
so A is justified in accepting it too. Following the maxim of agreement,

she prefers letting B know this, which she does by repeating the answer.
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Applying (D.earnest) again, 3 now knows that A accepts the answer too.
B may still complete the hermeneutic circle of common understanding by
acknowledging A's acceptance. Both players now know wno B is and know

the other knows it too. The discussion on the topic of B's identity has

thereby reached its aim and the players can go on to further topics.1]

Interesting confirmation of the above account comes from a
statistical study of typical topic-closing moves in conversation (Weiner
and Goodenough, [180]). Recall the function of the two final repetitive
moves in (16): they du not introduce new information on the subject of
the discussion, but serve to create a consensus on the information
already obtained. As soon as the consensus is reached, the dialogue
has attained its aim and the topic can be dropped. This prediction is
nicely confirmed by Weiner and Goodenough's data. They make the follow-
ing observations about the function of the sort of "passing" moves we
are discussing:

Typically, no substantive moves occur on the same topic
after a p ssing move pair. However, additional housekeeping
moves on the same topic may follow. For example, either
speaker may summarize the topic discussion or assess the
progress of the conversation at that point before advancing
to the next topic. These additional housekeeping moves
appear to be optional, however, since one of the speakers
often introduced a new topic directly after the passing

move pair:

Example 2: (Doctor-patient study)

Doctor: - and you say, as far as you know, you don't have
any other illnesses?

Patient: No, not to my knowledge.

Doctor: High blood, or diabetes.

Patient: No.

Doctor: OK.

Patient: Mmhmm.

Doctor: And you desire to lose weight. (p.219)
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In the last line of the above example, the Doctor, satisfied that the
aim of the inquiry about the medical history of the patient has been
reached, opens another topic. Notice that this satisfaction is guaran-
teed by a pair of acknowledging moves.

The above example also exemplifies another important type of
dialogue move. That is the Doctor'smov2 of instantiation from 'any other
illnesses' into the individual diseases 'high blood or diabetes'. The
step here is one of logical inference. I's function may be that of
gathering further confirmation for the patient's claim. The doctor
may feel, with justification, that the patient's answers are more
reliable when they concern the ifidividual illnesses. Again, we have a
dialogue step whose rationale is given by our statement of the aims of

information-sharing dialogue.

7. Rules vs. Strategies

In games, there is sometimes a certain give and take between
the concepts of rule and strategy. I illustrate this with a (somewhat
fictional) example from chess. In chess, the game rules specify the
admissible moves at each stage of the game and the winning positions,
with the understanding that the p]ayers of the game aim to win. A
chess strategy is a particular scheme or plan of moves designed to
further the aim of the scheming player. A particular stra.egy is deemed
good or bad depending on whether it serves the aims of its maker.

Rules, in contrast, are given at the outset. They can be
considered good or bad only from an external point of view, whether *they

serve the purposes of the users of the game. For instance, chess is
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often played from quite cooperative motives: each player wants to
entertain and to be entertained. Yet White does his best to defeat
Black and vice versa: this is even essential for the game to be eiter-
taining. That is, the choice of the rules of the game (say, chess
rather than checkers) can be described as a more inciusive game whose
moves include alternative games complete with their rules. Then a
particular choice for a rul2 of chess can be a gcod or a bad strategy in
the game of game choice.

Consider from this point the option of resigning the game when
defeat is obvious. It is customary among proficient chess players to
admit defeat as soon as it is nbvious for both parties that one of the
players has a winning strategy in the rest of the game. By now, resigna-
tion is an option duly registered in the rules of chess. At an earlier
point, it might have been better described as a convention of opting out
from a game at a point when it has lost its excitement: when playino
the game no more served the ulterior aim of entertainment. By incorporat-
ing this external strategical option into the internal rules of the game
it is ensured that the game is better apt to serve its ulterior purpose.

This fictitious history of chess could be pushed further. In
chess as it 1s, all other pieces except the king can be captured
(replaced by an enemy piece and removed from the board). The original
purpose of the game may have been to capture the enemy king. However,
by current rules the game is already ended when a king can no more avoid
imminent capture. Of course, to actually capture a king once it has no
place to go would be futile, and to expose one's king to imminent capture

would be suicidal. Such obviously unexciting moves are actually ruled
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out in modern chess. Again, there is a gain for the interest of the game,
as the amended rules prevent certain obviously uninteresting game possi-
bilities. Here, then, may be another case where obvious strategic consid-
erations have become part and parcel cf the rules of the game. These
rules are not at all unmotivated: actually, they reflect aspects of the
optimal strategies in the unamended game.

Analogous situations seem to arise in the theory of dialogue.
Sometimes, the question arises whether some feature of communicative
behavior should be considered a conventional rule of language games, or
as a likely (because effective) chnice of communication strategy. For
instance, iS it a rule of language, or just a good strategy of informa-
tion exchange, to answer a question if one can? Or, is it a linguistic
convention or just common sense that one does not ask what one already
knows ?

The natural inclination of course is to leave as much as
possible to be systematically explained by strategic considerations
rather than enumerated by arbitrary rule. For instance, surely it is no
grammatical mistake to ask what one already knows. It is just a foolish
thing to do if one wants to learn something new. In other contexts, it
may be quite rational, for instance, in a quiz or in court.

Ideally, rules ought to state only conventional facts: they

ought to register what cannot be explained by more general considerations.
Rules state what is arbitrary in a game: when a choice is imposed by

the rules of a language on its users.
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But as the chess example shows, the arbitrariness criterion
works on several levels. A good communicative strategy may, by force of
convention, get relegated into a rule of lanquage. For instance, a parti-
cular form of question may get stabilized as a conventional expression
of request. Again, there is a gain in the shortcut. Given the conven-
tion, the complicated route from literal meaning to illocutionary force
via conversational implication is saved and correct understanding
expedited.

Yet acain, the resulcing rule of meaning is not totally
arbitrary. The conversational implication is still there, explaining
why this choice of expression is a natural one. Nonetheless, it has
‘become a convention. Another language may prefer anothe; roundabout
construction for indirect request, equally well-motivated conversationally
but equally conventional. Each preference is arbitrary in the face of
the a]ternatives.12

We can expect similar situations to arise when we start
formulating rules for dialogue games. Some communicative strategies,
though well motivated by general strategic considerations, may have

become the rule by force of convention. Such 'theorems of dialogue'

will be considered in the remainder of this chapter.

8. Derived Rules

The simple theory of dialogue developed above has the
advantage of having a minimum number of primitive concepts. As is
familiar from the study of formal systems in logic, this is an advantage

when one is out to prove metatheorems, i.e., to describe the system
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rather than to use it. In exchange, a simple system may be complicated
to use: proofs in it get long and tedious in the Tack of auxiliary
lemmas and derived rules of inference.

This alone is a motivation for enriching the system of dialogue
rules beyond the absolute minimum. In addition comes the conventionality
argument from the preceding section. As in chess, so in dialogue, some
particularly common strategirs may have become conventional enough to
deserve individual attention, and proper names. The very existence in

English of terms such as question, answer, reply, objection, and the

like is proof of this.

For th>se reasons, I shall go on to define a number of derived
dialogue rules. Their effect is to induce a hierarchical functional
structure to a dialogue over and above the linear sequence of its moves.
In addition .o following each other in a temporal sequence, the moves of
a dialogue will thus be functionally related to each other in ways not
determined by temporal sequence alone. It is such functional dependencies
that the derived dialogue game rules will register. By their means, we
will be able to capture explicitly the fact that one and the same
sentence (or sequence of sentences) may serve many quite different func-
tions in dialogue, as its intended relations to other utterances in the
dialogue vary.

The set orf dialogue game rules to be defined in the following
sections thus form the basic material for spelling out the functional
structure of a dialogue, or the way how the flow of information is

organized in a conversation.
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Approaching the problem from an abstract angle, we may expect
to find moves divided into several general types. First, there is likely
to be some rule or rules for starting a ccnversation: for instance, some
formulas of greeting have this function.

In opposition to such initial moves there will be what " shall

call countermoves: moves related to earlier (explicit or implicit) moves

as responses or replies to them.

In addition to countermoves, we shall consider a set of what

will be called continuation moves. They are moves that look back to

(are defined with reference to) other dialogue moves, but have the addi-

tional restriction that they are made by the same player as the moves

they respond to. Such moves therefore are called dialogue moves by
courtesy only, a: they will be as much at home in a monologue, a soliloquy

conducted by a lone player.

9. Game Rules for Questions

We start jut by writing quite abstract gene:sl dialogue rules
for asking questions and answering them. The rules will refer to defini-
tions of answer and presupposition for each type of question, which we
shall jive below in the form of logical game rules for questions and

answers.
There will be one initiating rule for asking questions, which at

the same time serves as an initial rule of dialogue games:

(D.ask) Any player may ask any player a sentential (polarity) question.

As the rule makes no reference to preceding discourse, a move by (D.ask)
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is at hand only when none is being made, either: to make a move by
(D.ask) is to start a dialogue, to open a new topic of discussion.

The point of making the initial rule of dialogue games a rule
for asking questions should be clear: 1in our view, dialogues are topic-
centered, and topics are introduced by questions which describe the
questioner's informational interests. The special property of sentential
questions that makes them particularly suitable for the purpose of open-
ing a discussion is that they are safe: their presuppositions are
tautological. Thus before opening a discussion around some more informa-
tive inquiry players can first establish whatever presuppositions such
more informative questions are predicated on by putting them into question
by (D.ask).

Following the intention of Hintikka's paraphrase of direct
questions, the rule for asking further questions will run as follows:
(D.question) When a player nas put forward the presupnosition of a

question, any player may ask him the question.

Observe that (D.question) is formulated as a countermove rule. It
requires as a precondition for raising a question that the presupposition
nf the question has put in an appearance in the dialogue. (We shall see
later that this does not imply it has been said out loud or even
accepted implicitly.)

Note that the presupposition of a question is construed as an
addressee's move rather than the questioner's. A motivation for this

is seen in the contrast between the following two dialogues:
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(21) A: You said something.
B: I did not say anything!
A: What did you say?

(22) A: You said nothing.
B: I did say something!
A: What did you say?

It seems to me that (22) is much more natural and fluent than (21). In
(22), the questioner denies the presupposition of the question he is
asking, but the addressee accepts it. In (21), the opposite is true:
the questioner accepts the presupposition but his addressee denies it.

In (21), one gets the feeling that the questioner is not paying
any attention to his interlocutor: he does not realize that a precondi-
tion of his question is not fulfilled. In (22), A is listening to B.
Quite possibly, he may actually believe B, and be asking his question
seriously (accept it as admitting of an answer).

There is another alternative, too. A may not actually accept
B's claim, so she is not asking the gquestion in earnest. She is almost
sure she is not going to get an acceptable answer. Then A is not asking
the question seriously under (D.earnest), but noncommittally or even
ironically. She might have used the subjunctive mood to show her doubt:

(23) What would you have said?

Finnish would use a particle which nicely captures this nuance of the
question: 1t 1s muka 'allegedly', related to the postposition mukaan

‘according to'. The Finnish translation of the doubtful question (23)
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would read 'What did you say, according to you?', nicely attributing the
question, and its presupposition, to the answerer. A good example of
such an incredulous question is the girl's query in

I said gently, "What do you do with yourself down here?"

She shrugged her shoulders, "What is there to do?"

"Haven't you any hobbies? Don't you play games?

Haven't you got friends around about?

"I'm stupid at games. There aren't many girls around here,
and the ones there are I don't like. They think I'm awful."
(Agatha Christie, The Moving Finger, p. 20.)

The shrug of shoulders eloquently conveys the noncommittal character of
the girl's question. Note that the first speaker correctly reaus the
intention of her question, for he puts his suggestions in the negative
form of the expected answers. The girl confirms his guess by demolishing
all the alternatives in turn.

In most 'normal’ cases of questioning, of course, the questioner
himself accepts the presupposition of his question. It is easy to show,
using rules of inference given in later chapters, that acceptance of a
question implies the acceptance of its presupposition (it would be
dialogically inconsistent to accept a question and deny its presupposi-
tion). Hence whoever asks a question in earnest (accepts it) must also

accept its presupposition.

10. Answering
Rules for asking questions would have little use without the

complementary rule for answering them. As Stenius [35] points out, the

point or meaning of a direct question is actually incorporated in the

game rule for the answerer,
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The dialogue game rule for answering will also refer to an
independent explication of the semantics and pragmatics of the answerhood
relation:

(D.answer) When a player has put forward a question, an addressee

may put forward an answer to it.

The dialogue game rules for asking and answering are exceedingly
simple. This is because the complicated aspect about questions is their
semantics, and that aspect has been relegated to the semantic game rules.
The only thing that is left for the dialogue game rulec for asking and
answering to explicate is the meaning of the 'optative operator' in
Hintikka's analysis, or the meaning of the interrogative mood.

As we noted earlier, the dialogue game construction as a whole
and the dialogue game rules for asking and answering in particular
provide ar e.planation how it comes about that a questioner manages, by
putting forward a direct question to an interlocutor, to put him under
a commitment to provide an answer to the question. The crux of that
explanation is the assumption that the questioner and the addressee
agree to play a dialogue game following the rules of the game and accept-
ing the aims it assigns to them.

The rest, i.e., the inference of the players' beliefs and
intentions is simple game theoretical reasoning.

Note that this language game explication of the meaning of the
interrogative mood confirms Wittgenstein's insight about the difference
in meaning between questions and assertions. A question is not a

disguised assertion. It is not just accepted or denied, but answered or
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not. Although it often conveys a questioner's desire for knowledge (and
hence, his lack of it), it does not assert that desire or ignorance. They
can only be inferred vrom the assumption that the questioner is playing
the game of asking and answering according to the rules of the game and
following a rational strategy choice relative to appropriate background
assumptions.

To appreciate this point, note that none of our rules make
reference to the desideratum of a question. They are quite neutral about
the intention of a question, whether it is a simple request for informa-
tion, an examination question, or perhaps a rhetorical one. We shall
see that all of these question types represent rational discussion

strategies under different appropriate background assumptions.

11. Logical Moves

The moves we shall consider next are inferential and explanatory

steps of reasoning in a dialogue. An example of each sort may be in

order:
(24) Everybody is kungfu fighting.

Then the President is kungfu fighting.
25) Not everybody is kungfu fighting.

The President is not kungfu fighting.

Inferential moves are often marked as such by various markers

of inferential tie (e.g., then, so, therefore, hence). At the surface of

a real-1ife dialogue, the inference need not be formally valid (logically

binding).
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Even with enthymematic premises made explicit, the argument may
be just a probable one (an inductive inference).

Explanatory moves are reciprocal to inferential ones. An
explanandum is related to its explanantia in much the same way as an
inference is related to its premises. Thus an explanation need not be
a complete one on the surface of a dialogue, and it may remain probabil-
istic even when fully spelled out.

I propose the following dialogue game rules for inferential
and explanatory moves:

(D.infer) When a player has put forward a sentence, he may infer

another sentence from it.

(D.explain) When a player has put forward a sentence, he may put

forward an explanation for it.

The way I have defined (D.infer) and (D.explain), inferential

and explanatory moves are continuation moves, i.e., moves by the same

player as the moves they act as responses to. This seems intuitively
right, as a putative second speaker of the dialogues (24)-(25) seems to
implicitly accept his interlocutor's claim by his inferential and
explanatory moves. His moves will be analyzed as continuation moves to
his own implicit intervening moves or acceptance.

Surely, a player may suggest to his interlocutor inferences
and explanations for assumptions he does not himself subscribe to. But
note that in that case, his tone of voice is different: 1n making a

suggestion he is actually prompting his interlocutor to draw the inference
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or adopt the explanation. Intuitively, in such cases, it is correct to
append his move by a question mark to convey this questioning tone of
voice. Such usage thus rather supports than speaks against our formula-

tion of (D.infer).

12. Arguments

When an interlocutor refuses to accept an answer, what one may
do is argue for it by producing evidence for it. Such relevant evidence
are of course sentences that confirm the answer.

Hence argumentation is relative to some explication of the
relation of confirmation. We shall employ the probabilistic notion of
confirmation presupposed in the chapter on inductive acceptance: a
sentence is evidence for another sentence if it adds to the probability
of the latter. More formally, a sentence e confirms a hypothesis h if
p(h/e) > p(h); if p(h/e) < p(h), then e disconfirms h and confirms the
denial of p, else e is independent of h and (inductivel,) irrelevant to
it.

This characteriz.tion of the confirmation relation is

symmetrical as is evident from the definition of conditional probability

p(h/e):

(26) p(h/e) = P{,—'('%‘}l

For e is relevant to h if and only if

h&e
(27) phpf.-T#1

and then e and h obviously are relevant to each other (if not always to
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the same extent). For instance, any sentence is conclusive evidence for
its own logical consequences, and hence conversely is confirmed by them
to various degrees.

Evidence will be allowed to enter a dialogue game by the
following game rule:
(D.argue) When a player has put forward a sentence, he may

argue for it by a sentence that is evidence for it.

As a limiting case, of course, any sentence is conclusive
evidence for itself, so (D.argue) provides for the (common if somewhat
silly) argument by the simple repetition of a c]aim.]3

(D.argue) also provides another motive for putting forward
logical consequences of one's claims.

The way (D.argue) is formulated, it all ws players to defend
their own claims only. Of course, one can argue against others, too:
i.e., attack another player's claim by producing disconfirming evidence
for it. However, such counterevidence will be construed here as evidence
for the denial of the claim (or some other incompatible claim). As an

afterthought, an explanation can be recognized as a limiting case of

inductive argument.

13. Replies

One more type of game rules needs to be introduced: they are
rules for declarative countermoves to declarative sentences. The most
straightforward reaction to an interlocutor's assertion is to assent to

it or to dissent from it:
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(28) A: He won.
B: (Yes,) he won.

C: (No,) he did not win.

Assent and dissent take a definite stand with respect to the assertion:
assent is a sign of acceptance, while dissent implies denial, or rejec-
tion, of the claim. But sometimes a claim may prompt a more indirect
reaction:

(29) A: I like tea.

B: Most people like tea.

Note that B does not take a definite stand for or against A's assertion:
his reply does not imply it nor rule it out. What B seems to be doing
is rather to brush A's comment aside as being of little importance or
interest: A is not wrong but he is irrelevant.

This intuition is explained if it is assumed that B constiues
A as attempting an answer to a more general question than the form of
his assertion suggests: perhaps it is the question

(30) Who likes tea?

What B does is suggest an alternative answer to the same question which
has higher information value than the one A was able to come up with.
B does not deny A's answer; he just passes it because its epistemic
utility is low.

These considerations lead me to propose the following game rule

for replying to a declarative sentence:
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(D.reply) When a player has put forward an answer to a question, any
player reply to him by putting forward his answer to the

same question.

The important feature about (D.reply) is that anyone who replies to a
claim has to decide first what the issue is: what question he takes the
claim as an answer to. This feature seems to me to capture a central
insight about assertion-reply dialogues: people in a conversation do
not just exchange assumptions, but are led by their perceptions of what
the conversation is aiming at, i.e., what questions are on their mind,
what they think the topic of the discussion might be.

What is nice about (D.reply), it includes as a special case
assent and dissent to a previous assertion on its own right. For the
simplest question which any assertion answers is the question whether it
is true or not. To that question, there are two direct answers: yes
and no. Thus the dialogue (28) above can actually be understood as a
series of answers to the simple question

(31) Did he win (or not)?
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STRUCTURE _CF DIALOGUE

1. Structure of Dialoque

As even casual observation of actual conversations shows, no
simple theory of the structure of dialogues can be right. In particular,
one can at once dismiss a simplistic view of a dialogue as a linear
sequence or Markovian chain of moves where each move is related to, or
depends on, only the preceding move in the linear order of utterance.

Such dialogues of course occur: for instance, a dialogue may start with
a question, which is answered, the answered rejected, the rejection argued
for, and so on.

However, that is only a very special case. More generally, one

has to allow for topic change in real life dialogues: the current topic

may be dropped and another picked up in mid dialogue; challenges may be
ignored, and whole new topics introduced. In general, the assumption
that a move in a dialogue can always be construed either as in initial
move or a countermove or continuation move to an immediately preceding
move is all too restrictive. The move-countermove structure of a dialogue
does not have to coincide with the linear order of moves: these are
two independent orders of structure.

In fact, it appears to be an overly restricting assumption to
assume that any dialogue move must even have a unique premise at all -
i.e., that each dialogue move is a response to at most one antecedent

move. To take a trivial example, a teacher may put forward a sentence
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as a correction to a whole number of alternative guesses by his students.
Inferences, too, often depend on multiple nremises.

More interestingly, recall the format of the game rule
(D.reply): according to it, a reply represents an alternative answer
to a previously expressed or understoud topical question - thus it serves
two purposes at the same time, being a correction or confirmation of the
answer it surpasses and an answer to the topical question. In fact, it
seems that the phenomenon of multiple antecedency is quite common.
Another example is the following dialogue. Speaker A accepts the
following sentences:

(1) If anyone won, it was Jack or Bob. Someone won. Who was it?

The following dialogue ensues between A and another player B:

(2) A: Did Jack win? 1
B: Nu. 2
A: So Bob won. 3
B: No. 4
A: But then no one won! 5

Move 3 represents at the same time an inference from move 2 and an answer
to the questioner's implicit question in (1). Similarly, line 5 is
simultaneously an inference from 2 and 4 and an argument against accept-
ing these premises in the face of (1) (as signaled by but).

The example illustrates at the same time a third, all-important
source of surface complexity in a real life dialogue. It is obvious

that dialogue moves often are not addressed to any of the actually
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expressed preceding moves in a dialogue, but to some related implicit
assumptions held by some participant or other, or inferred from their
assumptions.

Very often the intermediate steps of reasoning in a dialogue
may be quite complicated, and this can lead to difficulty of 'seeing
the point' of someone's contribution. Yet a dialogue serves its purpose,
and is by all means well-formed, as long as the gaps can be filled out in
an appropriate way. Hence there is not likely to be any concept of well-
formedness of a sequence of explicit moves in a dialogue in abstraction
of the whole description of the implicit game situation as we have been
in the process of constructing it. There may be textual principles which
are sensitive to the difference between explicit moves and merely implied

1 The fact remains that a good many such rules

or tacitly understood ones.
and principles must be formulated so as to pay equal atten*ion to explicit
and merely understood moves.

A fourth complicating factor is the phenomenon which I shall

describe as the use of subdialogues to do the work of individual moves.

For instance, when one invites one's interlocutor to guess at an answer

to his question instead of giving a straightforward answer, one is making

a guessing subdialogue do duty for a simple application of (D.answerQ.
These are some of the structural complications that any theory of

conversational discourse has to come to grips with.2

2. Parameters of a Move

These considerations already indicate some of the parameters

which describe a move in a dialogue game.
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The first one that come:¢ to mind is of course the sentence, or
more generally, the expression the move actually consists of.

Next, the type of a move and its place in dialogue is indicated
by specifying the dialocue(s) it belongs to, the rule(s) which justify
it, and the moves which motivate it (its topical precedents or premises).

Third comes an important triple of indices, which might be
called the signature of the move: it consists of a specification of the

author, the addressee(s), and the audience of a move. 'Author' is a

noncommittal name for the speaker, utterer, writer, or whoever puts a
sentence forward and is responsible for it. The author of a sentence is
the referent of the first-person pronoun I. The addressees of a sentence
are the referents of the second-pe: “on pronoun you: these ara the players
who are invited to answer a question, take stand to a claim, comply to a
request, and so on. They are also the bearers of vocative noun phrases.
The audience, ffnally, includes all those players who are within earshot
of the move, to whom the dialogue move is accessible. [ summarize the
seven indices of a move in the following list (in the order I shall be
indicating them).

(1)  The author of the move

(i11) The addressee(s) of the move

(111) The audience of the move
(iv) The sentence of the move

(v) The game rule(s) which justify the move

(vi) The premises of the move
(vi1) The dialogue(s) the move is in.
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Instead of further formalization, I shall again use English
as its own metalanguage and describe a typical dialogue move by an

English sentence, say:

(3) A says to B in the presence of C that S as an answer to §'
(1) (i1) (iii)  (iv) (v) (vi)
in the dialogue d.
(vii)

There are a number of questions to ask about the possible
combinations of the indices in the signature. Is the author always in
his own audience? Can one address oneself? Can Nature put forward
moves? What would that mean?

To answer these questions, I shall simply postulate certain
constraints and principles of interpretation. First, I decree that Nature

can put forward moves (she is an admissible author), but she cannot

address anyone else nor can she be addressed by other players. There is

a temptation to let players put questions to Nature, interpreting them

as experiments, and interpreting the results of experiments as Nature's
answers to the questions. However, I prefer to assume that Nature does
not cooperate: one can find out what Nature's assumptions are, but she
does not volunteer the answers, they have to be pried out of her. The
investigator puts questions to himself and tries to answer them by forcing
out Nature's secrets willy-nilly. The investigator does not ask Nature,
but searches her as it were.

As a recompensation, Nature is in the audience of every move.

"God sees and hears everything." She can herself have other players in

her audience. Such moves by Nature will represent sundry observations
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accessible to other players: facts they see, hear, feel, or observe any
other way. Observations may be privileged: Nature may reveal her

secrets only to players that face a certain way, do the right experiments,
or whatnot.

Remember that we have characterized Nature as the ideal player
who is right about everything. Hence 'Nature says that' equals 'it is
true that'. Any 'free-standing' truth about Nature can therefore be
dressed as an admissible dialogue move by setting its author, addressee,
and audience equal to Nature. Conversely, any player in Nature's audience
is justified to accept what she says as a bona fide observation, for he
is assured that it will be to his advantage (in accordance with dialogue
maxims).

A player is in his own audience if and only if he is conscious

of what he is putting forward. A player who makes an inadvertent slip

is not in his own audience: he does not realize what he is actually
saying. The same would hold of one who speaks in his sleep or delirious-
ly. Naturally, the unmarked assumption is that one is in one's own
audience, and accordingly, I shall not always be explicit about making
that assumption. However, I shall not rule out the marked possibility

in principle.

Self-addressed moves occur, too. It is not at all odd for a

player to ask himself a question (that is called in English wondering
about a question; the French {is actually e demander 'ask oneself'), or

to address oneself with a declarative clause. (There is a choice between

pronouns I and you in these cases.)
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(Dialogically) silent moves are moves whose audience is

restricted to a minimum (oneself and Nature, if the move is conscious;
else Nature alone.) It matters little whether the move is said aloud
with nobody within earshot, or said silently to oneself: the main thing

is one is alone in the audience.

3. Internal Dialogques

OQur approach to epistemic logic and the solution to the problem
of logical onniscience is built on the idea that each person is himself
responsible fcr his own epistemic alternatives. How a player's epistemic
alternatives will look at each game situation is up to him.

This means that a player will be allowed, and supposed to,
construct, modify, and delete his own epistemic alternatives to his best
ability so as to conform with his preferences.

How will a player go about constructing and rejecting epistemic
alternatives? An exceedingly simple and natural answer is already avail-
able to us: by using operations given to him by the dialogue game rules -
by raising questions for himselt by (D.ask) and (D.question), deriving
further questions from them by (D.explain and (D.infer), answering his
own questions by (D.answer), reasoning further by (D.infer), (D.explain)

and (D.argue) - in short, by playing the dialogue games with himself.

Now let us ask: what 1s a player doing when he is occupied
with such private activities? My answer has been already anticipated
by Plato in his middle dialogues: he is thinkin;. Working on one's
assumptions and suppositions is very much 1ike conducting an internal

dialogue with oneself: asking questions of oneself, suggesting answers
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for them as hypotheses, following their consequences so as to explain
them or refute them. Let me quote Plato's own words:

So. - ... Do you accept my description of the process of
thinking?

Th. - How do you describe it?

So. - As a discourse that the mind carries on with itself
about any subject it is considering. You must take
this description as coming from an ignoramus: but
I have a notion that, when the mind is thinking, it
is simply talking to itself, asking questions and
answering them, and saying Yes or No. When it
reaches a decision - which may come slowly or in a
sudden rush - when doubt is over and the two voices
affirm the same thing, then we call that its 'judgment'.
So I should describe thinking as discourse, and
judgment as a statement pronounced, not aloud to some-
one else, but silently to oneself.
(Plato, Theaetetus 189e; cf. Sophist 263d.)

Let us stop and think what it would mean to take Plato dead
seriously here. What it would imply is again reinterpreting our epistemic
alternatives or epistemically possible worlds, this time construing them
not as unordered sets of sentences, but as such sets structured as so
many dialogues (or monologues), or perhaps as sets of small dialogues.
Given this reconstruction, it would be immediately clear how such sets
are to be extended given the rules of dialogue games.

So let us do that, why not! From now on, our epistemic
alternatives are no more just sets of sentences, but structured sets
of dialogue moves, each move annotated by the indices (i)-(vii) listed
earlier. Exactly the same rules and principles which govern the well-
formedness of explicit dialogues are now extended to apply in the internal

dialogues.
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This innovation allows a refinement of the principles of
application of dialogue rules, in particular how internal dialogues
influence the flow of actual dialogues. An actual dialogue, or a dialogue
sequence (as distinguished from a complete dialogue game) is represented
by a sequence of explicit dialogue moves in Nature's epistemic alterna-
tive, e.qg.,

(4) A asks B: Who are you?
B answers A: I am Beth.
A replies to B: So you are Beth.

B replies to A: I am Beth.

Embedded in the dialogue game, each player has their internal
representation of the game in progress, as well as their conjectures for
their partners' conceptions of the dialogue. These internal reprasenta-
tions of course are what guide the players' choices of strategy in the
actual dialogue. Now the internal representations may typically go
beyond what is actually said in the actual dialogue sequence: they may
describe extensions of the dialogue which no one will ever put into so
many words.

It naturally follows that players may address their actual
dialogue moves to such merely virtual moves: they may answer questions
just hanging in the air, or forestall criticisms which have not been
spoken out. It is this further 1icense which accounts for the often

strikingly fragmentary character of everyday conversations.
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4. Playing for Others

Each epistemic alternative of a player is of course
characterized in the first place by the sentences it includes. On the
other hand, each epistemic alternative is a member of the model system
constituting a game situation: hence it assumes some particular position
in the field of the alternativeness relations for different players.

Assume for instance player A is considering an alternative
where the following sentences are true:

(5) B accepts that A won or B won.

(6) B accepts that B did not win.

Is A justified to infer that
(7) B accepts that A won?

In order to figure that out, A must put himself into B's shoes: try to
second-guess what is going on in B's mind. In virtue of the truth-
definition of acceptance, A infers that the sentences

(8) A won or B won

(9) B did not win

are included in the intersection of B's epistemic alternatives. Now if

B is careful to follow through the consequences of his acceptations - i.e.,
goes through the trouble of trying to find a consistent explanation for
his position - he will reject any alternative including (9) along with

the right disjunct of (8). A can therefore conclude that the left
disjunct of (8) will appear in every remaining epistemic alternative of
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