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ABSTRACT

I provide for Deletion under Identity, in the general
framework of Chomsky & Lasnik's (1977) theory of grammar, as

one rule of phonological interpretation. Identity Deletion

is a general, optional, bidirectional deletion rule, subject
to a notion of Recoverability of Deletion which guarantees
strict identity between the 'trigger' and 'target' of deletion,
as well as parallelism of syntactic environment. The output

of Identity Deletion must pass a universal well-formedness

filter, C-filter, which distinguishes good from bad deletion
patterns merely by the position of the Conjunction C. Identity
Deletion, subject to C-filter, is able to collapse a variety
of sentence-bound coordination rules, inciuding Gapping,

Peripheral Ellipsis, Primary Conjunction, respectively-

Conjunction, etc. It is unable to account for 'Verb Phrase

Deletion', which is neither sentence-bound nor coordinative.
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0. Introduction

The description of coordination -- as found in English
sentences with and, or, but -- has long been an important
and complex problem for syntactic theory. Although past
solutions within the transformational generative school have
been instrumental in developing crucial notions (such as
‘constituent', 'generalized transformation', 'recoverability
of deletion', and the semantics of plurals and quantifiers),
these solutions fail, in my estimation, on the grounds of
complexity, vagueness, or narrow applicability. I hope here
to provide a transformational generative analysis without
such defects, by assuming that coordinate propositions and
noun phrases (as (la) and (1b)) are directly generated by the

Base, and that a rule of Identity Deletion (which I place in

the deletion component of Chomsky & Lasnik's (1977) theory
of the organization of grammar) will give the cases of derived

coordination shown in (2)-(6), below.

(1a) John likes rice, and Bill likes beans.
(1b) John and Bill sing.

(2) Jénn likes rice, and Bill ___ beans.
(3) 2J%hn likes __ , and Bill hates, rice.
(4)  John sings, and Bill __ .

(5) John sings and ___ dances.

N

/ / N
(6) John sings today, and Bill dances



In sentences (2)-(6), the paired and contrastively
accented categories are symbolized i and i, while the unac-
cented string (the 'trigger' for deletion) is paired only
with the deletion site, . If f and i are contiguous
(separated only by a conjunction), the contrastive accent
and its concomitant pause may be neutralized, as in the case
of 'Primary Conjunction' (5). In the examples of 'Gapping'’
(2), 'Secondary Conjunction' (3), or 'Right Peripheral Ellip-
sis' (4,6), the paired categories are not contiguous; there-
fore, contrastive accent and obligatory pauses are among the
hallmarks of these ellipsis patterns.

Sentences such as (2)-(5) may be contrasted with (2b)-
(5b), which are all ungrammatical.1 My goal, in this work,
is to provide an explanation for these, and other, patterns

of coordination.

/ / ~ ~
(2b) *John rice, and Bill likes beans.
/ / ~
(3b) *John likes rice, and Bill Hates
~
(4b) *J6hn , and Bill sings.

/ ~
(5p) * sings, and John dances.

The organization of this study is tripartite. Chapter 1
presents the role of each component of the grammar's syntac-
tic, semantic, and phonological branches in the description
of coordination. Chapter 2 explains, in a detailed study,

the permitted Gapping patterns, in various languages, and also



(Section 2.2) includes an excursus on the verb phrase and
auriliaries. (This analysis is important to the study of
Verb Phrase Deletion and other phenomena). Chapter 3 is
historical, comprising a critical account of three previous
representative analyses of coordination. Such an order of
presentation facilitates a fuller and more coherent account

of syntactic coordination than would otherwise be possible.



1. Components

1.0. Introduction

The framework I am assuming is that of Chomsky & Lasnik

(1977), as scheratized in (1), below.1

In this grammar, the
syntactic branch generates surface strucures (SS's) which are
interpreted independently by the semantic branch (giving Logi-
cal Form) and the phonological branch (which interprets SS
into Universal Phonetics). Each of the components of the
grammar is reasonably simple and explicit, while their inter-
action permits a considerable depth of grammatical explanation.
In the syntactic branch, for example, the Base is couched in
X-bar nota‘tion2 (in figure (1) the initial symbol, S", notates
'proposition'); the X-bar notation greatly simplifies the Base,
as well as the transformational and filter components. The
transformational component (mapping Deep Structures onto Sur-
face Structures) avoids the reliance of previous analyses on
obligatoriness, ordering, and complex notions of analyzability,
by requiring that all output (SS) must pass through certain
universal or language-particular filters in the interpretive
(semantic and phonological) branches -- e.g., the Opacity
filter in the former, and the for-to filter in the latter.
Furthermore, because the transformational component does not
include deletion rules (but leaves these to a component in the
phonological branch), the semantic branch will accept some-

what fuller SS's than has been the case in other transforma-
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ional generati%e analyses. In this chapter, I will present
the details of each component insofar as they are important

to the description of coordination.

(1) S "
; i
Base -
g
DS L3
(_‘_
Transformations ﬁ

SS N

- [ 7

w .
. Deletion Construal -
.-U SI"]. N
= Scrambling Scope .
a3 . ]
% Phonology . %
® o
< ot
- UP LF 0
[}
SI-2
meaning |

Section 1.1 of this chapter discusses the role of the
syntactic branch -- Base and transformations. The Base's
categorial component generates Phrase Markers (PM's), through
unordered context-free optional Phrase Structure Rules. The
PSR for coordination, in my analysis, is the optional and
recursive rule (2), where C can either yield a traditional

conjunction (and, or, but) or a distributive quantifier (both,

either, all, each), and where ( )* denotes unlimited itera-

tion.
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(2)  X——(CX)*

PSR (2) is clearly recursive; I follow Chomsky & ILasnik's
3

example of restricting recursion” in the Base to the two
categories proposition and noun phrase. Then (3) and (4)

are directly generated as Deep Structures; (5) and (6) must
have undergone some later rule of deletion, to delete initial

C (and) and some medial string (likes or John)

(3) [Both [John] and [Bill]] are here.

(%) Eﬁther [John is here] cr [Bill is here” .
/ ~ ~

(5) Jéhn likes rice, and Bill beans .

/ \
(6) John sings and dances.

The transformational component (also in Section 1.1)
is restricted to optional rules of movement, adjunction, and
substitution, but not deletion. The deletion in (5) and (6),
above, has not yet been performed at the level of Surface
Structure, but only arises in the deletion component of the
phonological branch. The most important topic in my dis-
cussion of transformations will be the claim that the A-over-A
principle, but not the Coordinate Structure Constraint, is
needed to restrict the application of transformations on

coordinate structures.

In Section 1.2 are presented the semantic rules needed
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for coordinate structures. Construal and Scope (in Semantic
Interpretation -1) are not as important to the semantics of
coordination as is an arithmetic component, in SI-2, which maps
Logical Form onto sense or meaning, and is thus actually exter-
nal to the grammar proper. This arithmetic component checks

discourses for proper number-matching -- e.g., couple, both,

and the dual number require a referent denoting two individ-
uals; trio and the trial number require a set of cardinality
three.

Section 1.3 includes the three components of the phono-
logical branch -- deletion, scrambling, and phonology --
which are all important to the description of coordination.
My deletion component contains Chomsky & Iasnik's minor rules
of deletion, but is extended to permit free deletion under
identity, in coordinate structures. This deletion rule is

called Identity Deletion (ID).

The second component of the phonological branch is, in
my analysis, scrambling, including various stylistic rules of
movement or permutation. In English, scrambling is often
assumed to include Heavy-Noun Phrase Shift; in languages other
than English, scrambling may be freer, optionally permuting
any major constituents within a clause. Chomsky & Lasnik
assumed, in their schema of the grammar, that scrambling
followed the rules of phonology and the filters in the phono-
logical branch, but this ordering is tentative and, so far as

I know, is not required by the data. In my analysis, scram-
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bling immediately follows deletion, and is itself followed
by the rules of the phonological component, which include
the filters of the phonological branch.

The phonological filters (including the for-to filter
and the doubly-filled COMP filter) are taken by Chomsky &
Lasnik as strictly preceding all phonological rules, which
interpret Phrase Markers into Universal Phonetics. No argu-
ment for this strict ordering is given, not is there any
that I know of.l’L In my analysis, phonological filters are
among the rules of phonological interpretation; the for-to
filter, for example, merely disallows the phonological inter-
pretation of 'for-to' in certain dialects. The doubly-filled
COMP filter disallows the phonological interpretation of a
wh-phrase in COMP, unless the COMP is otherwise empty. In
both these cases, the phonological filters effectively force
an earlier rule (free deletion inside COMP) to be obligatory
in its application. In the analysis below, I shall suggest
that a phonological filter, the C-filter, effectively blocks

certain cases of deletion via my optional Identity Deletion

rule, and I will also suggest certain filters which examine
the output of the scrambling rules to block or require the
application of these (formally) optional rules. The formu-
lation of the deletion and scrambling rules can be greatly
simplified if their output is ultimately subjected to filters,
positioned within the phonological component of the phono-

logical branch. These filters are written to disallow
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phonological interpretation of specified categories or
lexical items, in specified contexts. In my analysis, then,
the filters are found among the phonological rules which
actually interpret lexical items into UP, and which apply
stress as a function of syntactic category or position. The
filters are, in effect, special rules for the interpretation

of certain categories or words.
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1.1. Syntax
1.1.1. Base

In Chomsky's (1965:225) 'Standard Theory' of grammar,
the categorial component of the Base permits recursion only
on the level of the proposition. (The proposition is, as
well, thé initial symbol and the locus of the cycle.) This
means that if category A1 dominates another, identically
labeled category A2 in Deep Structure, then A1 must dominate
some proposition category dominating A2. An extension of
the Standard Theory (Chomsky 1970, Akmajian 1975, etc.)
captures certain similarities between propositions and noun
phrases -- both, for example, may have a subject -- and takes
vroposition and noun phrase as the recursive, cyclic catego-
ries. Such an assumption is basic to Chomsky & Lasnik's
grammar, and I accept it in my framework.

Proposition and noun phrase may be 'indirectly' recur-
sive, as when aproposition includes a sentential complement
or a relative ~2lause, or when a noun phrase includes a posses-
sive or prepositional phrase, dominating a lower noun phrase.
In my analysis, proposition and noun phrase may also be
'directly recursive', when rewritten by Phrase Structure Rule

(2), repeated below.

(2) X—> (CX)*
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PSR (2) is the only directly recursive rule; the choice of
X in PSR (2) is naturally restricted to the recursive catno-
gories proposition and noun phrase. In this respect, ny
analysis is midway between the 'derived conjunction' frame-
work (which would restrict X to proposition or sentence, or,
for analyses employing generalized transformations, might
disallow (2) altogether) and the 'phrasal' analysis of
coordination (which would not restrict X, but would permit
Base-generated coordinate adjectives, articles, verbs, etc.).
My intermediate position is a natural consequence of Chomsky
& Lasnik's restriction of recursion to proposition and noun
phrase, and will be shown in Chapter 3 to be preferable to
the abovementioned analyses.

The abbreviating convention that I will employ for
‘proposition', 'noun phrase', etc., is an amended version
of Chomsky's (1970) X-Bar convention. Implicit in the 1970

version (and explicit in Sag 1976) is the restriction of

categories to three levels -- lexical X, intermediate X',
and major phrasal X". In X-bar feature notation, noun
phrase can be written [+noun, -verb, +X"], or N". I follow

Sag (1976:263) in taking proposition as major phrasal S",
rather than Chomsky & Iasnik's S. Proposition rewrites as
S"—> COMP S', while S' (sentence) dominates the subject
noun phrase and the verb phrase. There is no lexical cate-
gory in the Si family; hence, there is no S category.

The major phrasal categories are proposition S", noun



17

phrase N", adjectival phrase A", adverbial phrase D", prepo-
sitional phrase P", quantifier phrase Q" (how many, etc.),

and verb phrase V" (have been being eaten by missionaries,

etc). Chomsky & Iasnik analyze Tns as falling outside of the
verb phrase. This is possible in my analysis, but I also fol-
low Jackendoff (1977:48) and Akmajian, Steele, & Wasow (1979:
21) in taking the modal auxiliary (can, may, etc.) as outside
of verb phrase, and the yield of a constituent medial bhetween
its left sister, the subject, and its right sister, the verbd
phrase. Jackendoff requires that this intermediate constituent
be a modal phrase; in my terms M". Then the PSR for rewriting
sentence S' is S'——)N" M" V". (Permitting final adverbials
would give S*—— N" M" V" (D")*).

Employing the suggested notation, I have restricted X in
PSR (2) to S"™ or N". I assume that the lexical component of
the Base may insert, as the yield of conjunctive C, either a
traditional conjunction (and, or, but) or a distributive quan-

tifier (both, either, all, each). And may cooccur with both,

all, each; or cooccurs with either; I propose that the former
conjunctives are each the yield of a C node bearing the fea-
ture [+plural], while either, or are inserted under a [-pl] C.
(This choice of feature will affect the rule of Subject-Verb
Agreement, in Section 1.3.3). The iteration of CX, in PSR (2),
should repeat the [«xpl] feature of C, so that all the C nodes
of a compound must be [+plural]l] or be [-pl]. Then the Deep

Structure arising from PSR (2) will include (7)-(9), but not
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(10)>(11).

(7)  [Either [John] or [Bill]] is here.
(8) [Either | John is here) or [Bill is therell.
(9) LBoth LJohn] and [ Bil1lll are here.
(10) #*[Either [the man] and [the womanl]] are here.

(11) *[Both lJohn) or [Bill]] are here.

Even with this cooccurrence restriction, there are a
number of details in which PSR (2) misgenerates. In all the
sentences of (12), the arithmetic requirements of the gquanti-
fiers are not satisfied. I will employ an arithmetic compo-
nent (Section 1.2.1), in Semantics, to mark these sentences

with #, for numerical anomaly.

(12a) #[Both [Johnl] are here.
(b) #IBoth [John]l and [Billl and [ Tom]] are here.
(¢) #lEither [the manll is here.
(d) #lEither [ John] or [ Billl or [Toml] is here.

Misgeneration occurs, as well, when the number on the verb is
not in agreement with the subject noun phrase. I will assume
that the number on Tns is free in Deep Structure and Surface
Structure, but that a concordance rule in the phonological
branch throws out sentences where the surface subject does not

match Tiis in number. It is not till Section 1.3.1 that (13)
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is thrown out.

(13) *IBoth [John] and [Bill]] is here.

Finally, the rules of the Base may insert conjunctives in
positions from which C must later be moved or deleted, or else
violate certain filters in the phonological component. For
example, the Base allows and as the initial conjunctive of a
coordinate (e.g., the DS (14a)), but in English (as opposed to
French) this initial and may not be interpreted -- a true con-
juntion may not end up initially in a coordination. I propose
a conjunction filter to disallow (14a), and thereby to make
the formally optional deletion rule effectively obligatory in

application.

(14a) [and [John] and [Billl] are here
(b) John and Bill are here.

Similarly, all must sometimes be moved by a Quantifier Move-
ment (QM) transformation. Although (15a) is Base-generable
(and interpretable by Semantics), it must undergo QM, because
my later quantifier filter will not allow all in this position.
(Both, however, is allowed in initial position). Thus QM is

made effectively obligatory in its application, giving (15Db).
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(15a) [All [John] and [Bill]l and [Tomll are here.

(b) John and Bill and Tom all are here.

In conclusion, my analysis of coordination holds that
X in PSR (2) is restricted to the recursive categories S" and
N", and that C may yield the [+pll conjunctives and, both,
all, each or the [-pl] or, either. Plurals are Base-generated
and only checked for syntactic concordance in the phonological
interpretation branch. The semantic interpretation rules
check that numerical requirements are met. Transformations,
deletions, and scrambling are formally optional, but can be
made effectively obligatory in that their output must pass the
filters of the phonological component.

We now turn to the transformational component, and then

(Sections 1.2, 1.3) to the interpretive branches.
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1.1.2. Transformations
Each of the three classes of transformations -- cyclic,
root, and minor movement -- in Chomsky & Lasnik's grammar has

some importance in my description of coordination. The basic

cyclic rule, for example, is Move « (as suggested by Chomsky

1978 and class lectures to conflate Move NP and Move wh-

phrase); when Move «  would apply inside a coordinate struc-

ture, the A-over-A principle prevents movement of a conjunct

at
is
is

S"

the expense of the coordinate structure. The A/A principle
naturally invoked for coordination, because all coordination
in the form of N" dominating N" conjuncts, or S" dominating

conjuncts. Cyclic Move « is thus prevented from ques-

tioning, passivizing, or relativizing a conjunct N" from out

of its coordinate N", as shown in the (a-b) examples of (16)-

(18). The (c) examples show that Move x is permitted to move

the whole coordinate N", which is the maximal category ana-

lyzed.

(16a) *What sofa; will he put the chair between
[some table and t;1%

(b) *What table; will he put the chair between
[ti and some sofal?

(c) [What table and sofa], will he put the chair
betweeen ti?
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(172) *Bill; was seen L John and til by Mary.
(b) *John, was seen | t. and Billl by Mary.

(¢) LJohn and Bili]i were seen t, by Mary.

(18a) *Look at the woman who, I saw [a man and til.
(b) *Look at the man who, I saw [ti and a womanl .

(c) Look at the man and woman whoi I saw ti.

Although Ross (1967b:14,88) observes that (16a-c) and
the like "can be successfully accounted for by invoking the
A-over-A principle," he finds other coordinate sentences where
A/A is inadequate. To prevent the movement rules of Question
and Relative Clause Formation from applying in just one con-
junct of a coordinate sentence, he suggests the Coordinate
Structure Constraint (CSC). CSC, as stated in (19), subsumes
the effect of A/A on coordinates, and is further meant to pre-

vent questions and relative clauses, as in (20a-b).

(19) CSC: 1In a coordinate structure, no conjunct
may be moved, nor may any element contained
in a conjunct be moved out of that conjunct.

(20a) *Which trombone did the nurse polish and the
plumber computed my tax?

(b) *The nurse who polished her trombone and the
plumber computed my tax was a blonde.
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There are several difficulties with Ross's CSC, and T
will argue that in an analysis, like Chomsky & Lasnik's, which
retains A/A, the CSC is not necessary. A correctible problem
is that Ross's Question and Relative Clause Formation rules,
(as they have been formalized (p.65) when he presents CSC)
do not in fact move an element out of the sentence, but merely
left-ad join it to the sentence-initial variable; therefore,
CSC is not applicable in starring (20a-b). However, a dozen
pages after presenting CSC, and on the basis of separate data,
Ross suggests that Question and Relative Clause Formation do
prepose their elements to a position out of the sentence.

With this modification, CSC will work to star Ross's (20a-Db).

In my analysis, however, Question Formation and Relative
Clause Formation are subsumed under wh-movement, whereby the
wh-phrase is moved into the proposition's COMPlementizer posi-
tion. My PSR for coordination permits conjoined propositions,
and not conjoined sentences, so wh-movement, to give (20a-b),
wouldn't, in fact, be moving an element out of a conjunct. To
star (20a) I would need an independent constraint blocking the
conjunction of an interrogative and a declarative proposition.
I would be claiming, then, that (20a) does not violate a meta-
theoretical constraint on movement rules, but violates the per-
mitted patterns for conjoined propositions.

In fact Ross (1967b:104) gives just this constraint, which
in his work must supplement CSC. He notes that there are non-

movement violations, like that in Japanese (21), when an inter-
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rogative is conjoined to a declarative, and that there are

similar non-movement violations in English.,

(21) *Zyoozyi wa nani o mi, neko ga nete iru.
¥George what see, (and the cat is sleeping.

¥What did George see, and the cat is sleeping.

Ross (1967t "04) assumes that some (unspecified) semantic cecn-
straint on « ,oined sentences will "provide the solution in
universal grammar of ensuring that only the 'right kinds' of
sentences get conjoined." I also assume such a constraint, to
be discussed in slightly more detail in Section 1.2.2.

To recapitulate, Ross provides a Coordinate Structure
Constraint on movement rules, which, under the proper formali-
zation of the movement rules, will star (20a-b), etc. He must
supplement this with a universal semantic constraint on con-
joinable sentences. In the analysis of movement rules that I
assume, CSC could not block (20a-b), because there was no move-
ment outside of a conjunct proposition. I invoke Ross's seman-
tic constraint to prevent (20a), the conjunction of an inter-
rogative and declarative. It remains for me to block the rela-

tive clause in (20b), repeated below.

(20b) *The nurses,[ gyho polished her trombonel and
gﬁm plumber computed my tax]] was a blonde.
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It seems likely to me that the semantic constraint block-
ing the conjunction of an interrogative (with [+WH] COMP) and
a declarative (with 1-wHl COMP) should also block the coordi-
nation, at the level of SS, of a relative clause (i.e., a
declarative with a wh-filled COMP) and a non-relative declara-
tive. Invoking such a semantic constraint would obviate the
need for CSC in explaining (20b). An alternative solution,
also avoiding CSC, would be the stipulation that each of the
two conjunct propositions of (20b) must be interpreted as a

relative clause, but that only [who polished her trombone] in

fact meets the (minimal) requirement of containing a relative
pronoun in the COMP. This alternative solution would claim
that (20b) is bad for the same reason as (22) -- some would-

be relative clause is uninterpretable as a relative.

(22) *The nurse gulg.l John saw Bill] and
S"[the plumber computed my tax]was a blonde.

For the purpose of this study, I will assume that the first
alternative is appropriate, and give a fuller description of
this semantic constraint in Section 1.2.2. In any case, I have
found no need to invoke the Coordinate Structure Constraint, a
constraint on movement outside of a conjunct, in order to star
(20a) and (b). In an analysis, like Chomsky & ILasnik's, which
assumes the A-over-A principle and (I propose), Ross's univer-
sal constraint on conjoinable propositions, there is insuffi-

cient evidence for an additional Coordinate Structure Constraint.
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It is appropriate at this point to discuss so-called
Across-The-Board violations of Ross's CSC. In Ross's analysis,
sentences, and not propositions, are conjoined; Question for-
mation and Relative Clause Formation (in his pp. 101-103 ver-
sions) are blocked by CSC from forming (20a) and (b), because
who is moved out of the first conjunct sentence. But then how

are (23a) and (b) generated, under Ross's assumptions?

(23a) When did you get back and what did you bring me?

(b) Students who fail the final exam or who do not
do the reading will be executed.

Ross stipulates that a movement rule may violate CSC if it
applies simultaneously to all conjuncts of a coordinate struc-
ture. Question formation applies to prepose when and what in
in (23a); Relative Clause Formation preposes who and who in
(23b). In my framework, of course, wh-movement could not be
subject to CSC in the formation of (23a-b), because there is no
movement outside of each conjunct proposition. There is, in
fact, no CSC in my analysis, and hence no ATB violation of C3C
in (23a-b).

There has been some confusion in the literature about the
ATY applization of rules. Ross's formulation of ATB, as pro-
posed in his pp. 96-108, distinguishes impossible relatives,
like (20b), from possible relatives, like (23b). Ross does not
propose that one ATB application of Relative Clause Formation

should derive (24), by preposing who and deleting it "across-



27

the-board” in each conjunct sentence.

(24) Students who fall the exam or do not do the
reading will oe executed.

In Ross's analysis, (24) is derived by applying his
regrouping-deletion rule of Conjuntion Reduction to (23Db),
which is the output of Relative Clause Formation. The only
effect of ATB, in deriving (23b), was to block the CSC, which
otherwise would prevent (23b) just as it prevents (20b). 1In
what I consider a confusion of terminology, Williams (1978)
proposes to "develop and formalize Ross's (1967) principle of
Across-The-Board (ATB) rule application, and to support the
hypothesis that this principle governs the application of all
transformations," yet his "ATB" application of wh-movement
forms (26) from (25) in one step. Williams' ATB application
of relative clause formation thus dir "ers crucially from

Ross's.

(25) comMP [ [John saw who]S and [Bill saw who]S]S
(26) Who [lJohn saw t]s and LBill saw t]S]S

In discussing this type of proposed 'ATB' application of
transformations, Chomsky & Lasnik (1977:491) claim that "[loln
general grounds, it would be weil to explore the possibility
that there is no dual extraction from conjoined clauses; rather,

the wh-word that appears derives from the first clause while
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some sort of deletion applies in the second" -- to delete the

second who in (27).

(27) someone who Mary called an idiot and who
June called a cretin.

This is the approach I take -- I do not extend the theory, in
the direction Williams takes, to allow simultaneous extrac-
tion from each conjunct of a coordination. Rather, I make use

of my deletion rule for coordinates to reduce (27) into (28).

(28) someone who Mary called an idiot and
June called a cretin.

It should be noted that Williams' assumptions of 'ATB' applica-
tion of transformation does not allow him to avoid a coordina-
tion deletion rule, for he assumes at least three such rules,
as well as permitting the PSR for coordination to rewrite any
category X as a coordinate.

In my analysis, (27) is reduced to (28) by deletion of
objzctive who(m), under identity with the trigger for deletion.
In (29), deletion of nominal who is permitted under identity

with nominal who.

(29) someone [ [whoi [ti saw John] ]q, and
[whoi Lti heard Bill] ]S,,JS,,

(30) someone who saw John and heard Bill.
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It is an accident, of most dialects of English, that the dis-
tinction between subject and object who is lost at the level
of phonological interpretation. Some dialects retain the dis-
tinction, even in phonological representation, just as they
distinguish he from him. Since the realization of objective
who(m) as who is a late process, objective who(m) and nomina-
tive who are non-identical at an earlier level, for example,
the level of Deletion. Then who cannot be deleted in (31),
because there is no identical trigger.

(31) someonei[ [who(m)i [ John saw till and

Lwho. Lt, heard Billllg.qw

S"

(32) *someone who John saw and heard Bill.

It is my claim, then, that Deletion rules follow the
transformations; indeed, they are parts of different branches
of the grammar. (31) is a Surface Structure resulting from
the independent application of wh-movement in each of the two
conjoined propositions. (31) can be interpreted by the rules
of Semantic Interpretation, which will find both relative pro-
nouns realized. (31) must be phonologically interpreted as is,
without any deletion, because objective who(m) does not equal
nominative who.

My explanation is similar, in some respects, to the ocne

Schachter (1973:322) presents for the badness of (33).
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(33) #The men and woman are here.

Both Schachter and I assume that (33) would have had to be
reduced from a fuller coordinate structure containing the men
and the woman, but that "the two occurrences of the ... are
only superficially identical, and hence cannot be treated by
the conjunction schema as repetitions of the same item." The
of the men is [+plurall; the of the woman is [-pl]; one cannot
trigger the deletion of the other.

Williams (1978:24-38) adduces three types of data as
being difficult to handle in an account which does not permit
ATB application (on simultaneous factors) of transformations.

The first example is (34).

(34) I know the man who John likes and we hope will win.

Williams' derivation of (34) includes the simultaneous movement

of who from the object position (John likes who) of one con-

junct, and from a medial subject position in the second (we

hope [ who will win] ). His syntactic constraints, on the ATB

application of transformations, reduce, in this case, to the
claim that if one who is non-initial in its conjunct sentence,
then the other who must also be non-initial in its conjunct
sentence. (See Williams (1978:32) on definition of 'factor' --

"if the conjuncts are split, then the left conjunct brackets
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must all belong to the same factor").
I believe there is a better explanation of (34), without
invoking ATB -- or simultaneous multiple application of a

transformation. In my dialect, (34) is not as good as (35).

(35) I know a woman who can win and I hope will win.

Yet in (35), for Williams, who would have to be moved by an

ATB application of wh-movement applying to who initial in the

first conjunct (who can win) and non-initial in the second

(I_hope [who will win]). This should be blocked by Williams'

definition of factor, but should be allowed if the real require-
ment is that nominative who be identical to nominative who, in

a Surface Structure like (36).

(36) I know a woman who can win and who I hope will win.

In my dialect, then, nominative who deletes nominative
who. But how does Williams permit (34), where objective who
apparently deletes nominative who? Certainly this is not gener-
ally true, for he stars (32), above. I suggest that Williams'
(34), derives from unreduced (37), and that for Williams, both

who's in (37) are objective, so that the second one may delete.

(37) I know the man who John likes and
who I hope will win.
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In Williams' dialect, it is true, neither who in (37) will
surface as whom, but there are dialects where both pronouns
would be whom. Long (1961:370) notes that "Utlhe use of whom
as subject of a verb from which it is separated by some such
adjunct as the you think of the following sentence can be

described as genteel nonstandard.

I am noting here qualifications for members and suggest
that you list for us any persons whom you think will
qualify."

I assume that, while Williams does not mark objective who
as whom, he does mark each who in (37) as in objective case.
Then, for his dialect, the first who can delete the second who,
and (34) will be better than (35). I will therefore not take
(34) as crucial evidence supporting ATB in the sense of
multiple application of transformations.

Williams' second case is also subject to an alternative
explanation. Given a rule of wh-movement which moves an X"

term [ W wh-word Y] , should it apply simultaneously to the

X"
whole coordinate Noun Phrase [ who and whose friends], to give

(38)%°

(38) #*John, Lwho and whose friends); you saw t, is a fool.

Williams answers "No", because the factorization imposed by

wh-movement, into W-wh-word-Y, will be as in (39), where the
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wh-word factor contains the left and right conjunct boundaries,
for [who], but only the left conjunct boundary, for [ whose
friends]. This is a violation of his assumption on ATB factor-
ization: 1if some factor analyzes one complete conjunct, it

must analyze all conjuncts completely.

(39) [who ] .
g [ whose friends]
W wh-word Y

I agree that (38) is bad, but not for the reason Williams

suggest. Who and whose friends is bad just like I and my

friends, and is improved if the heavier constituent is first:

whose friends and who(m), my friends and I/me. That is, (40)

is much better than (38).

(40) John, whose mother and whom I once met, is a fool.

But there is no explanation available in Williams' analysis,

for [whom] would be a complete factor, while [whose-friends]

would still be two factors.

Thus, while Williams claims it is the factorization of

[to whom and to whose friends] that allows (41), I claim that
it is mere phonological weight, or heaviness, allowing to whom

before to whose friends. Williams observes that his ATB

requirements are met, as shown in (42): one factor (W) ana-
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lyzes both left-conjunct boundaries, but neither right-conjunct

boundary.

(41) John, to whom and to whose friends that letter
is addressed, is a fool.

(42) [ Lto | whom ]
&

[to whose friends]

W wh-word Y

But consider [ to whose friends and whom], as in (43).

For some (including me), (43) is preferred to (41), even though
the factorization would be as in (44), strongly violating

Williams' restrictions.

(43) John, to whose friends and whom that letter
is addressed, is a fool.

(44) to || [ whose friends]
&
[whom]
W wh-word Y

Williams' third case is meant to show that his rule of
Conjunction Reduction6 must apply to conjoined sentences, and
not to conjoined propositions, W's, etc. (Williams allows any
X to be rewritten as a coordinate). Conjunction Reduction

applies as in (45), with the restriction that the factorization
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not break up a proposition, in the following way:

I TTRN PRI PP IR
S S

=) [ x Y] g, L x Y]S &
[ X 7], Lg Y']g

The avowed function of this restriction is to prevent such

derivations as *(47) from (46). Wiliams takes than as the

COMPlementizer of proposition, S, and his restriction prevents

the inclusion of than alone in X, while the rest of S is in Y.

(46) [ John has more cows ;than Bill has dogs]_|] &
S S

[John has more cows Ethan Pete wants to have]_]
S S

X Y

(47) *John has more cows than Bill has dogs and
[} Pete wants to have.

But Williams is then claiming that (49) should be good, because

it derives from (48) without violation of his ...L...|...I...

restriction. S S

(48) [John has more cows | than Bill has dogs]
S &
[ John has more cows than Pete wants to havdk

X Y

(49) John has more cows than Bill has dogs
and than Pete wants to have.
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I find no contrast between (47) and (49), and disallow the

'crossed' interpretations (Bill has QP dogs; Pete wants to
have P ) in both cases. Without going at all deeply into the
analysis of comparatives (which is orthogonal to my present
concern, since than, as are not coordinating conjunctions),
I assume Chomsky & Lasnik's analysis of Comparative Deletion
and Subdeletion as examples of wh-movement, and I block any

in (46) or (48) by Identity Deletion,

”

deletion of [wh—phraselN
because the only possible trigger would be a non-identical
[wh-phrase’] Q" in the first conjunct.

In conclusion, I dispute Williams' claims that 'ATB'
application is permitted, and find insufficient counter-evi-
dence to Chomsky & Lasnik's assumption that "there is no dual
extraction from conjoined clauses; rather, the wh-word that
appears derives from the first clause while some sort of dele-
tion applies [to the moved wh-word] in the second’

I have found insufficient evidence, too, for Ross's ver-
sion of ATB violations of his Coordinate Structure Constraint,
because I judge the arguments for the CSC uncompelling. Chomsky
& Tasnik's grammar, which I assume here, invokes the A/A prin-
ciple, and should include Ross's semantic prohibition of cer-
tain types of conjoined sentences. This semantic prohibition,
throwing out (50), is not a constraint on movement, for Japa-
nese and English sentences, with no movement history, may be

thrown out by it.
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(50) *Who did John see and Bill hit Mary?

Having examined the interaction of cyclic transformations
with coordinate structures, we turn now to root and minor
transformations.

Emonds (1970) restricts his root transformations to apply
"only in the highest proposition or in a proposition immedi-
ately dominated by that node." To simplify and generalize this
definition, I observe that domination is reflexive, so that one
may define a 'root proposition' as any node dominated only by
S" nodes. (The topmost S" is dominated only by itself; any of
its daughter propositions are dominated only by S"). Subject-
Aux Inversion must apply to each conjunct S" of (51), yielding

(52).

(51) [ When you PST get back]sn and [what you PST
bring me tlS"]S"

(52) When did you get back and what did you bring me?

But my definition is more general than Emonds' in that,
if one of the daughter propositions is itself a coordination,
all of the second generation S"'s will still be root proposi-
tions. Thus, my definition of root S" allows SAI in the dis-
juncts S"3, 8“4 of (53), while Emonds' would only allow it in
S"l, because only S"1 and S"2 are immediately dominated by the

topmost node, but S“3 and th are not. The test case is (54),
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where, as predicted by my definition, SAI applies in any S"

dominated only bv S" nodes.

(53) g

and S" and S"

or S" "
or S L

(54) [ Uwhen did you get back]q.
1
and [ldid you bring me a presentlS"

or [did you bring Bill a present]q,1]?
I

T conclude that the new definition ('only S" dominates a root
proposition') is preferable to Emonds' definition, on grounds
of simplicity and adequacy.

In addition to the cyclic (structure-preserving) and root
transformations, Chomsky & Lasnik require some version of
Emonds' (1970, 1976) third class of 'local', 'minor movement',
or 'housekeeping' rules. The precise demarcation of these
rules is, however, quite problematic. For example, one local

transformation which Emonds assumes is Quantifier Postposition,

which moves all, both, or each from a WP -initial position to

an immediately post-IP position. QP relates (55) and (56).
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(55a) All (of) the boys are here.
(b) Both of us can speak Russian.

(c) Each of the boys is here.

(56a) The boys all are here.
(b) We both can speak Russian.

(c) The boys each are here.

Should QP also relate (57a) to (57b)? Emonds (1976:239)
assumes that "it may be the same rule", and writes his QP to

apply to an P in any position.

(57a) John gave all (of) them some new clothes.

(b) John gave them all some new clothes.

Emonds notes, but does not attempt to capture, examples like

(58).7

(58a) *We have been dealing with the problems both.
(b) *She loved the men all.

Schachter's (1973:406,409) observation is that all and each
must not postpose over an P if that W is non-pronominal and

sentence~final. See (59).
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(59a) I gave John and Bill and Harry all presents.
(b) *I gave presents to John and Bill and Harry all.

(c) I gave presents to them all.

I suggest, as a preliminary account of all's permitted envi-

ronments, that Quantifier Postposition applies freely to the

[+plurall distributive quantifiers all, each, both, but that

a phonological filter prevents the output of Q in the fol-

lowing environments:

(60) *@ /  Tistress] __ ],

I claim that the distinction between *(59b) and (59c) is that
only the latter contains the unstressed word them. Thus (59c)

becomes bad if them is stressed, as in (61):8

(61) #No, that's not what I said; I said
"I gave presents to thém a11."

The role of filter (60), in my analysis, is to allow a

very general statement of Q Postposition; in the formulation

I will give below, Q can postpose over pronominal or non-

pronominal I 's, whether in sentence-final position or not.
Some speakers, according to O0ED, will accept (62) with both,
but apparently not the analogue with all; a reformulation of

(60), to make it inapplicable to both in such dialects, is a
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reasonable description of the dialectal split. (But see Sec-

tion 1.3.3 for an alternative explanation).

(62) I have seen your brother and your sister both.

Let us assume, in the hope of permitting a simple formu-
lation of QP, that QP moves Q to a post-IP position, whether
the W is a subject or object. But then why, asks Baltin
(1978:184), can't the object P -- without its following Q --

be preposed by Passivization? Compare (63) and (64).

(63) I gave the kids all some candy to keep them quiet.

(64) *The kids were given t all some candy to keep them
quiet.

One proposal might be to claim QP is a stylistic rule, and

therefore follows Move ®« , which gives passives. But sentences

like (65) (and similar examples in Baltin 1978:53) would seem

best accounted for by having the arithmetic rules of the seman-

tic component assume that M2n is generic, in pre-copular con-

texts, unless it is determined by an extant quantifier ((65Db)).

Then the 'generic' men of (65c) is at odds with the dual cardi-

nality required by its postposed quantifier -- so (65c) is
marked as arithmetically anomalous. If this explanation is
correct, then QP must precede semantic interpretation, and
hence QP could not be a sylistic rule. (The trace left by QP

will be discussed in Section 1.2.1).
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(65a) Men are featherless.
(b) Both men are featherless.

(c) #Men both are featherless.

A second explanation would be to order QP, as a minor
movement rule, as following the cyclic rules. But, even if
such an extrinsic ordering were allowed by the theory, strings

like (66) (Baltin (1978:52)) would be counterexamples.
(66) The women who I pretended were all from Boston ...

For if QP followed wh-movement, and wh-movement, in applying

to [all whol had to move the maximal ¥ by subjacency,

ol
then a string will be generated where all is outside the lowest
clause Lt were from Bostonl]. But then a quantifier-lowering
rule would be required, violating restrictions on lexical
insertion held by Chomsky & Lasnik, Baltin, and myself.9 I
conclude that QP and wh-movement are unordered, or, at least,
that QP need not follow wh-movement. But there then seems
little justification in requiring QP to follow Move NP
(Passive).

The appropriate explanation, I believe, is that the bad
sentence (64) violates Chomsky & Lasnik's (1977:479) output

filter (67).

(67) * V adjunct ¥
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This filter throws out (68), where the 'adjunct' is an adverbial

modifier. L0

(68)% I believe sincerely John.

If the adjunct is taken as postposed Q (i.e., Q undominated by
P ), then (69) will be starred.

(69) *The kids were promised all some candy.

If this filter is the right approach, it is likely that the

rule of Quantifier Postposition should be generalized to give

the cases Dougherty ascribes to Quantifier Movement (Dougherty

1970:877,fn.25), as in (70a)-(d).

(70a) The men all will have been eating steak.
(b) The men will 21l have been eating steak.
(c) The men will have all been eating steak.

(d) The men will have been all eating steak.

(71) will be generated by QP, but won't pass the template of

output filter (67).

(71) *The men will have been eating all steak.
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No longer is QP a minor movement rule, in the sense of
Emonds (1970, 1976), unless (70a)-(e) are taken as iterative
applications of QP over one right-hand constituent.  ¥Emonds
(1970:241), considers the possibility of collapSing(hig-gg and

a restricted Quantifier Movement into a somewhat‘noval'tvpe of

minor movement rule, but by 1976 he rejects thlo approach It
is possible that the definition of 'minor movemgnt ruJe must

be modified, even within Emonds' framework, for the dgrlvation
of (72b) from (a) lets both jump over what may be'aﬁdl&zed.as

a coordinate structure ", and not over a single constituent.

(72a) Both John and Bill are here.

(b) John and Bill both are here.

Indeed, Emonds (1976:19) accepts Dougherty's (1970:872) PSR

for coordination, (73).

(73) X—(Q) X% (ADV)

But then both in (72a) would jump over [John]H,{Bill1M,, which
is not the single constituent required in Emonds' definition of
minor movement (local) transformations. Emonds ignores such
cases; it may be that he would claim the recursive P node is
found under a Prepositional Phrase under N, as is his us in
all of us. His evidence for such a PP, in the case of all of

us, includes the insertion of of into the PP [A us] , and the
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non-subject case of us, even though it is in a subject w11

But no of is insertable before John and Bill in Both John and

Bill, and each of the Noun Phrases is marked nominative, in the
coordinate subject She and I. If, from this, Emonds must con-
clude that Dougherty's (73) is indeed relevant in generating
(72a) above, then (72b) must be derived by a new type of minor
movement rule.

In fact, I think (72b) is derived by Move Q, supplemented
by filters in the semantic and phonological components. I must
restrict Q to the distributive Q's, and only allow Q to be a [+pl]
distributive quantifier. Baltin (1978), in a more general
study of extraposed modifiers, suggests that their semantic
construal rule is (74)%2requiring that extraposition of X is

postposition over a variable Y.

(74) [... [e] o] Y= X
X

If the category X is Q, then Move Q would have to postpose Q

to a position following NP . It will apparently be necessary to
restrict Q to highest, initial distributive qualifiers each,
all, pgﬁh; this restriction follows in part from the formulation
of the arithmetic component (Section 1.3.1) and in part from an
ad hoc restriction on the Q's interpretable by (74) (e.g., John

or Bill either may not be interpreted). Phonological filters

((60) and (67), above), will prevent 'Y' in (74) from ending

with a verb or a stressed sentence-final word. Further work
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on this topic is, as always, urgent, but I believe (and will
assume) that an unconstrained Move Q rule, followed by filters
(as represented above) is the optimal explanation for quanti-
fier movement. The dialectal or ad hoc restrictions are cap-
tured by varying the conditions on the semantic and phonologi-
cal filters (to allow, say, sentence-final both, or to require

all to postpose in All John, Bill, and Tom). Such an analysis

follows the implicit lead of Chomsky & Lasnik (1977), and tends
toward the explanatory.

In the above description of one minor part of coordination,
I have attempted to apply Move x to cover distributive quanti-
fier movement, from a position inside I to a following position.
But, in my analysis, distributive quantifiers may also be intro-
duced by the PSR giving coordinated propositions, as in (75).

Can these quantifiers also be moved?

(75) L[Either [I sent John ricel or LI sent Bill beans] )
S" S" S"
I believe that they can be moved, and that this movement
underlies quantified primary and secondary coordination of non-
P strings. Move Q and later Deletion give (76a)-(c) and (77).
/ ’ N > _
(762a) [tQ[ I either sent John ricel, or ] Bill beans] |
/ / N N
(b) [tQ[ I sent either John ricel, or [ Bill beans] ]
(e) [tQ[ I either sangl or | dancedl]
(77) [tQ[.I both sangl and [ danced 1]
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The movement of Q in these sentences is from the position

marked by t and into a position in the first conjunct propo-

Q’
sition. Deletion and later filters determine which output
strings are permitted: either, for example, has a wider range
of positions than both. Further discussion of this Move Q will
be given in Sections 1.2 and 1.3, where the semantics and fil-
ters proposed for W 's Q movement will be extended to account
for propositional Q movement.

A second topic which will be deferred, until Section

1.3.1, is Subject-Verb Agreement. Instead of classing it as

a housekeeping, or minor movement rule (of [xpl] from the sub-
ject to Tns), I treat it as a representative of the Concordance
rules in the phonological branch. SVA will not actually copy
[x p1] from one node to another; rather, it checks that the

Ix p11 of the subject N matches the [p pl]l feature which was
Base-generated on Tns. SVA is thus a local filter, and not a
transformation; it stars strings that do not pass its template.
The proposed ordering of SVA, as an 'anywhere' rule in the
phonological branch, is part of my explanation of 'Sloppy
Identity' which the deletion component superficially allows.

In conclusion, my analysis of coordination has required
but minimal machinery in the transformational component. The
independently needed A/A principle blocks certain cases of
misgeneration, and a proposed semantic constraint disallows the
'wrong kinds' of compound propositions: declarative+interrogative,
and relative + non-relative. Root transformations apply to S"

dominated only by S", so (matrix) compound propositions may
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undergo root transformations. The housekeeping rules do not,
in my analysis, include SVA; I collapse various quantifier
movement rules into QP, supplemented by Baltin's construal
rule and various phonological filters. The transformational
component remains quite simple, as regards coordination. We
now examine the semantic and phonological branches, to verify

that these branches have not received a compensatory complexity.
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1.2. Semantics

1.2.0, Introduction

At the level of Surface Structure, which is the input to
the rules of semantics, all coordination is in the form of
coordinate propositions and coordinate noun phrases. The
rules of SI-1 interpret SS into Logical Form (giving struc-
tures close to those of standard predicate calculus), while
largely ignoring the presence or absence of coordination.
Under this analysis, the construal and scope rules of SI-1
apply to singulars or plurals. Chomsky & Lasnik's rule of
reciprocal interpretation, for example, requires an antecedent

N" to be construed with each other; in (78a), the antecedent

N" is the men; in (78b), it is (and) John and Bill.

(78a) [ The men)] saw each other.

(b) T(And) John and Bill)] saw each other.

If the construal and scope rules properly zvply, a well-formed
Logical Form ensues, which must then be interpreted into

'sense' or 'meaning' by the extra-grammatical rules of SI-2.
There are three components of SI-2 which are pertinent to coor-
dination: the arithmetic component, which verifies that couple,
both and the dual number have anaphors which refer to two indi-
viduals; a conversational component which disallows, e.g., a
coordination of an interrogative and a declarative proposition;

and a meta-linguistic component which treats the words of a
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sentence as orderable objects, to give the interpretations

required by sentences like (79) and (80).

(79) John sings and dances, in that order.

(80) John and Bill respectively sing and dance.

I will treat the numerical component in Section 1.2.1, and
then “(Sections 1.2.2-1.2.3) consider the requirement for the
'right kind' of conjunct S" 's and the interpretation of

'ordering' phrases, like in that order and respectively. Tit-

tle special analysis is needed to account for the semantics of
coordination: +the interpretation of both is similar to the
independently needed rules for couple; the interpretation of

respective(ly) is not tied exclusively to coordinate structures.
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1.2.1. Arithmetic

Since Gleitman (1965), it has been observed that a com-
plete description of 'number words' 1like couple and trio
"verges on arithmetic", and has little to do with the grammar

proper. There is nothing grammatically ill-formed about (8la-

c); rather, the special arithmetic requirements of couple and
trio are not met, so the sentences should be assigned '#' for
arithmetic anomaly. The examples of (81) are grammatical,

though nonsensical or meaningless.

(81a) #The Smiths and the Browns are a happy couple.
(b) #Brown, Smith, and Jones are a dubious pair.

(¢) #Smith and Brown make a marvelous trio.

This analysis is naturally extended: +to number words (two,
three); to the dual and trial number (in languages which dis-
tinguish more than just [+pl] versus [-pll ); to the requirement

of the reciprocal each other for an antecedent denoting two or

more individuals; and to verbs of combination -- chb’ in
Gleitman's (1969:102) terminology -- which must take a seman-
tically non—singular13 subject in their intransitive forms, as

in (82a-4d):

(82a) Oxygen and hydrogen combine.
(b) The car and the bus collided.
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(c) John and Mary met.

(d) These two lines are parallel.

Such verbs also require more than one argument in their tran-

sitive forms:

(83a) Oxygen combines with hydrogen.
(b) The car collided with the bus.
(c) John met Mary.

(d) This line is parallel to that one.

The arithmetic requirement of these 'number' words may
sometimes be met solely on the basis of the conversational or
pragmatic context. For example, (84) is permitted only if two
men (but not only one or three) have been linguistically or
deictically distinguished as the possible members of the

couple.

(84) Those men make a nice couple.

The arithmetic component of SI-2 has been shown above to
be necessary to the description of a variety of number words.
This component may be naturally extended to analyze coordinate
constructions -- in particular, the conjunctions and, or and

the distributive quantifiers both, either, all, each. The IP

[(and) John and Bill]l)+ denotes a set of cardinality two, and
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is a possible subject for make a couple, but [ (or) John or

Bill] refers to two sets of cardinality one (namely, the sin-
gleton {John} and the singleton {Billl), and is not a possible

subject for this predicate.

(85) [(and) John and Bill] make a nice couple.

(86) #[(Or) John or Bill] make(s) a nice couple.

The arithmetic component of SI-2 must also be invoked to
capture the arithmetical requirements of the distributive quan-

tifiers both, either, all, each. These quantifiers may be

written under a C node introduced by PSR (2) : X— (CX)¥. 1In
Section 1.1.1, it was shown that the [+pl] distributive quan-
tifiers may cooccur with and, while the [-pl] quantifier either

may cooccur with or. Q may be moved (by Quantifier Postposi-

tion, which I treat as an application of Move ® ), but in
moving, Q leaves a trace, so that its original position is
always marked. A category Q, or 