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Abstract

Wireless ad hoc networks are used in several applications ranging from infrastruc-
ture monitoring to providing Internet connectivity to remote locations. A common
assumption about these networks is that the devices that form the network are homo-
geneous in their capabilities. However in reality, the networks can be heterogeneous
in the capabilities of the devices. The main contribution of this thesis is the identifica-
tion of issues for efficient communication in heterogeneous networks and the proposed
solutions to these issues.

The first part of the thesis deals with the issues of unambiguous classification
of devices and device identification in ad hoc networks. A taxonomical approach
is developed, which allows devices with wide range of capabilities to be classified
on the basis of their functionality. Once classified, devices are characterized on the
basis of different attributes. An IPv6 identification scheme and two routing services
based on this scheme that allow object-object communication are developed. The
identification scheme is extended to a multi-addressing scheme for wireless ad hoc
networks. These two issues and the developed solutions are applicable to a broad
range of heterogeneous networks.

The second part of the thesis deals with heterogeneous networks consisting of
omnidirectional and directional antennas. A new MAC protocol for directional an-
tennas, request-to-pause-directional-MAC (RTP-DMAC) protocol is developed that
solves the deafness issue, which is common in networks with directional antennas.
Three new routing metrics, which are extensions to the expected number of trans-
missions (ETX) metric are developed. The first metric, ETX1, reduces the route
length by increasing the transmission power. The routing and MAC layers assume
the presence of bidirectional links for their proper operation. However networks with
omnidirectional and directional antennas have unidirectional links. The other two
metrics, unidirectional-ETX (U-ETX) and unidirectional-ETX1 (U-ETX1), increase
the transmission power of the directional nodes so that the unidirectional links appear
as bidirectional links at the MAC and the routing layers. The performance of these
metrics in different scenarios is evaluated.
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Chapter 1

Introduction

Wireless devices such as cellular phones, laptops, personal digital assistants (PDAs),

etc. have become indispensable. The prevalence of wireless devices can be attributed

to the mobility they provide. With the development of new wireless standards and

new wireless technologies, the usage of wireless devices is going to increase in the

future.

A wireless network is a network of nodes or devices that have wireless communica-

tion capability. Based on the communication model, wireless networks are classified

as cellular networks (Figure 1-1) and ad hoc networks (Figure 1-2). In a cellular

network, a set of devices communicate with a central device, called the base-station

or the gateway. The gateway is usually fixed or static, while other devices are usually

mobile. The gateway and any other device in the network are directly connected

via a wireless link. An example of cellular networks is a wireless local area network

(WLAN). Cellular networks have a centralized communication architecture with the

gateway coordinating the communication activity.

Wireless ad hoc networks don't have a dedicated routing infrastructure and rely

on multi-hop communication. Nodes in an ad hoc network cooperatively forward

other nodes' data. These networks have a distributed communication architecture,
where individual nodes make the decisions on routing and medium access. We discuss

wireless ad hoc networks in the following section.



Figure 1-1: Cellular network

1.1 Wireless ad hoc networks

Wireless ad hoc networks are classified as static ad hoc networks or mobile ad hoc

networks depending on the mobility of the nodes in the network. In this thesis, we

focus on static wireless ad hoc networks and henceforth, refer to them as wireless ad

hoc networks.

Static wireless ad hoc networks are classified as mesh networks or sensor networks

depending on the intended application and the communication model. In sensor

networks, a set of devices use multi-hop communication to relay data to a gateway

device or a base-station. Common sensor network applications include infrastructure

monitoring [10], environmental monitoring [5], and wild-life habitat monitoring [68].

Mesh networks are characterized by a high degree of connectivity between the

nodes and are used in applications such as wireless personal area networks, or pro-

viding Internet connectivity to remote locations [6].

A common assumption about wireless ad hoc networks is that they are homoge-

neous. In a homogeneous network, all the devices have the same communicational

and computational capability. However in reality, wireless networks are heteroge-

neous. We discuss heterogeneous wireless ad hoc networks in the next section.
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Figure 1-2: Ad hoc network

1.2 Heterogeneous wireless ad hoc networks

In a heterogeneous wireless ad hoc network, the devices differ in their communica-

tional aspects such as transmission power, antenna type, modes of communication,

etc. Economic and application constraints lead to differences in communicational as-

pects of devices in wireless networks. For example, many sensor network applications

[68] require a tiered communication architecture, where the devices in the network

have different communicational capabilities.

In the following section, we discuss a few issues related to communication in

heterogeneous wireless networks.

1.2.1 Issues in heterogeneous wireless networks

Communication is the fundamental aspect of networks, and for efficient communi-

cation, several conditions need to be met. Efficient communication in homogeneous

networks is relatively easier than in heterogeneous networks. Heterogeneity in the

network imposes additional requirements. We focus on the problem of communica-

tion in heterogeneous static wireless ad hoc networks in this thesis. We first identify

two broad issues that need to be addressed for efficient communication in wireless

heterogeneous networks.

1. Unambiguous classification of devices
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Since a heterogeneous network consists of devices with different communica-

tional capabilities, there is a need for unambiguously defining the devices in a

network.

2. Device identification

To enable communication in a network, a unique identifier and an address are

required for every device in the network. A unique identifier uniquely identifies

a device, where as an address gives the logical location of the device in the

network. An appropriate identification scheme and an addressing scheme are

also needed for assigning identifiers and addresses in networks.

The above issues are applicable to different types of heterogeneous networks.

Smart antennas improve the performance of wireless ad hoc networks [93]. Existing

research focusses on homogeneous networks consisting of smart antennas. However,

the research on heterogeneous networks that consist of smart antennas and omnidirec-

tional antennas is very little. In this thesis, we consider communicational aspects of

such networks. In the following, we discuss the issues that arise in such heterogeneous

networks.

1.2.2 Issues in heterogeneous wireless networks with omni-

directional and directional antennas

Heterogeneity in wireless networks arises from several factors. In this thesis we con-

sider heterogeneity when the nodes in the network either use an omnidirectional or a

smart antenna.

A smart or a beamforming antenna is realized through an array of antennas,

whose signals are combined (or beamformed) to achieve a desired beam pattern [43].

Having a desired beam pattern improves the signal quality in the desired direction

and reduces interference in other directions. Thus, these antennas are also known as

directional antennas. Figure 1-3 shows the radiation pattern for an omnidirectional

and a directional antenna.



a) b)

Figure 1-3: Radiation pattern in a) isotropic antenna and b)the simplified radiation
pattern for a directional antenna

One of the important aspects of heterogeneous ad hoc networks that consist of

omnidirectional and directional antennas is the presence of unidirectional links. The

difference in gain between a directional and an omnidirectional antenna creates these

links. Consider Figure 1-4, when node A (an omnidirectional antenna) broadcasts,

node B (a directional antenna) is able to receive the message. However when node B

broadcasts (using the omnidirectional mode), node A is unable to hear. The presence

of unidirectional links needs to be considered when designing medium access control

protocols and routing metrics.

Figure 1-4: Unidirectional links in heterogeneous networks

We discuss medium access and routing issues in networks with omnidirectional

and directional antennas in the following.

3. Medium access control

Wireless communication is essentially broadcast, and hence an efficient protocol

to coordinate the communication activity in the network is needed. Existing

MAC protocols, such as the 802.11 assume that an omnidirectional antenna is
used at the physical layer. Hence, using a directional antenna at the physical



layer would need significant changes to the MAC layer. Existing modifications

to 802.11 [17] accommodate directional antennas at the physical layer cause the

deafness problem in wireless ad hoc networks. The deafness problem leads to

a wastage of transmissions and hence a decrease in the throughput. Thus, a

MAC protocol to solve the deafness issue is needed.

4. Routing

To deliver the data in a network, a route is needed between the source and the

destination nodes. The lack of a dedicated routing infrastructure, the broadcast

nature of the wireless medium, and the heterogeneity of wireless ad hoc networks

make routing a challenging task. A routing protocol and routing metric(s)

to account for the unidirectional links in the network are needed for efficient

routing.

We discuss the implications of unidirectional links in heterogeneous networks at

the MAC and routing layers in this thesis.

To summarize, we discussed the broad issues in heterogeneous networks and the

issues related to the usage of omnidirectional and directional antennas. We develop

solutions to these issues in this thesis. We discuss research contributions in the next

section.

1.3 Research Contributions

The central objective of this thesis is:

To develop routing metrics for heterogeneous wireless ad hoc networks that consist

of devices equipped either with a smart antenna or an omnidirectional antenna.

We outline the detailed contributions of this thesis in the following.

1.3.1 Functional Taxonomy

To solve the issue of unambiguous classification of devices, we develop a functional

taxonomical classification scheme for classifying different types of wireless communi-



cation devices (WCDs). We define WCDs as devices that are used in wireless ad hoc

networks. The classification scheme defines the devices based on the functionality

and characterizes them on the basis of several attributes. Functionality is primarily

defined from a communication perspective and the chief attributes used for character-

ization are: communication, power, memory, and sensors. WCDs are classified into

the following categories [9]:

1. Passive RF devices

2. Active RF devices

3. Ad hoc networking devices

4. Gateway devices

The above classification scheme allows an unambiguous way of defining several

types of devices ranging from RFID tags to laptops. The attributes and the sub-

attributes allow different levels of characterizing the device. The above taxonomical

representation of devices is scalable and can be extended to other RF digital devices

and other possible devices that may find application in wireless ad hoc networks in

the future.

To summarize, the taxonomical representation scheme solves the issue of unam-

biguous classification of devices in heterogeneous networks.

1.3.2 IPv6 identification scheme

To solve the issue of device identification in wireless networks, we develop an IPv6

identification scheme. This scheme is used for identifying all kinds of physical objects

including objects that are tagged by RFID tags to network interfaces. We initially

define the requirements of a globally unique identification scheme and show that

the IPv6 identification scheme satisfies these requirements. The format of the IPv6

identifier is similar to the format of the IPv6 unicast address, but is distinct and

distinguishable from the IPv6 unicast address. Further, we also define the notion of

a corresponding address for an identifier and vice-versa [11].



We develop two routing schemes that allow generic object-to-object communica-

tion. These schemes assume the existence of an IPv6 identifier. The first routing

scheme is based on a naming scheme for objects that uses the IPv6 identifier, and

these names are used in conjunction with the domain name system (DNS). The second

routing scheme is a distributed scheme that use the routers for routing data packets

to objects or their networked proxies. This scheme assumes that the routers treat an

IPv6 identifier in the same manner as an IPv6 address in the data packet. Thus, a

packet which has an IPv6 identifier in the destination address will be routed to the

corresponding address [11].

We propose a novel multi-address assignment scheme, called the viral IP address

assignment scheme for wireless ad hoc networks. This scheme uses the IPv6 identifiers

to define an address space from which nodes can allocate addresses to other nodes.

The process of assigning addresses mimics a viral growth and hence is termed as viral

address assignment. One of the assumptions for commonly used address assignment

schemes is that address and identifier are the same, and hence are used in an inter-

changeable fashion. An identifier uniquely identifies an entity, while an address gives

the logical location of the entity in the network. The viral address scheme makes this

distinction between an address and an identifier. The multi-address scheme provides

redundancy to wireless networks and makes routing easier as the address assignment

scheme is based on a prefix-based addressing scheme [13].

To summarize, the IPv6 identification scheme satisfies the requirements of a global

identification scheme and the developed routing schemes allow a generic object-to-

object communication. Since, the identification scheme is based on the Internet Pro-

tocol (IP), the identification scheme can use the existing Internet infrastructure and

the developed routing schemes can coexist with the existing Internet routing pro-

tocols. Further, the proposed addressing scheme provides redundancy and makes

routing easier in heterogeneous ad hoc networks. The IPv6 identification scheme

solves the issue of device identification in wireless networks.

The developed solutions, functional taxonomy and the IPv6 identification scheme

solve the broad issues pertaining to heterogeneous wireless networks. We now discuss



the medium access control and routing in heterogeneous networks with omnidirec-

tional and directional antennas.

1.3.3 MAC protocol for directional antennas

We discuss the existing MAC protocols for directional antennas and discuss their limi-

tations. Based on these limitations, we develop a new MAC protocol, request-to-pause

directional medium access control (RTP-DMAC). This protocol uses information from

the routing layer to improve the performance of the MAC layer. The RTP-DMAC

protocol defines an additional frame, request to pause (RTP), whose format is similar

to the request to send (RTS) packet of the 802.11 MAC protocol. The protocol uses

information from the routing layer to decide to which nodes the RTP packet should

be sent. The RTP-DMAC is an extension to the 802.11 DCF MAC protocol and uses

the mechanisms designed for directional antennas, directional network allocation vec-

tor (DNAV) and directional handshake scheme. The RTP-DMAC scheme is designed

to solve the deafness problem and reduce the impact of deafness in ad hoc networks

with directional antennas.

1.3.4 Routing in heterogeneous networks

We develop novel routing metrics for heterogeneous networks that consist of direc-

tional and omnidirectional antennas. We develop and evaluate three new routing

metrics that are extensions to an existing routing metric for homogeneous wire-

less networks, ETX [20]. The first routing metric, ETX1 uses a higher transmis-

sion/broadcast power to overcome some of the problems caused by the unidirectional

links [12]. The other two routing metrics, unidirectional-ETX and unidirectional-

ETX1, use the higher gain available to directional antennas, and improve the routing

performance in the presence of unidirectional links. We also discuss some of the

changes that are needed at the MAC and the physical layers to accommodate these

routing metrics. The problem of routing in heterogeneous is novel and the designed

routing metrics improve the routing performance compared to the standard (i.e. those



designed for homogeneous networks) routing metrics when used in a heterogeneous

network.

In this thesis, we are concerned with different issues that arise in communication

in heterogeneous networks. We discuss these issues and the proposed solutions in a

greater detail in the remainder of the thesis. We discuss the thesis outline in the next

section.

1.4 Thesis Outline

The remainder of the thesis is organized as follows.

Chapter 2 covers the functional taxonomy of wireless communication devices. The

taxonomy allows an unambiguous definition of devices based on their functionality

and characterize them on their attributes. We provide a few taxonomy-based exam-

ples of classifying devices.

In Chapter 3, we develop an IPv6 identification scheme that is used for identifying

wireless devices ranging from RFID tags to wireless gateways. We develop two routing

mechanisms and a viral IP addressing scheme based on IPv6 identifiers for ad hoc

networks. The routing schemes allow a generic object-to-object communication and

the multiple addressing scheme provides redundant routes in wireless ad hoc networks.

The overall focus of this thesis is on communication in heterogeneous networks, and in

this regard Chapter 2 and Chapter 3 deal with issues that are applicable to a generic

case of heterogeneous wireless networks.

Chapters 4, 5, and 6 consider communication in heterogeneous networks that

consist of omnidirectional and directional antennas. In Chapter 4, we discuss hetero-

geneous networks that consist of omnidirectional antennas and directional antennas

and the details of the antenna model that we use in this thesis.

In Chapter 5, we discuss the MAC layer issues with directional antennas, develop

the RTP-DMAC protocol and compare its performance with existing MAC protocols

for directional antennas.

We study the need for new routing metrics in heterogeneous networks, and develop



and evaluate new routing metrics for heterogeneous networks in Chapter 6.

Finally, we draw the relevant conclusions and suggest directions for future work

in Chapter 7.





Chapter 2

Taxonomy of Wireless

Communication Devices

We describe a functional taxonomy of wireless communication devices in this chapter.

We give the motivating reasons for such a classification scheme, describe the classi-

fication scheme, and provide a few examples of using the classification scheme. This

chapter is based on the work by Cheekiralla and Engels [9] 1

2.1 Introduction

With the recent technological developments, low-powered and cheap computing tech-

nology is readily available. The development of standards for wireless personal area

networks (WPAN) and wireless industrial automation and control has increased the

usage of wireless devices. A Wireless ad hoc network is a network of devices that use

RF-based multi-hop communication for transferring data. We define Wireless Com-

munication Devices (WCDs) as devices that are used in wireless ad hoc networks.

Wireless ad hoc networks are broadly classified as wireless sensor networks (WSNs)

and wireless mesh networks (WMNs). WSN applications include civil infrastructure

monitoring, wild-life habitat monitoring, and environmental monitoring, and WMN

'Copyright @2005 IEEE. Parts of this chapter are reprinted from: S. Cheekiralla and D.W.
Engels. A functional taxonomy of wireless sensor network devices. Broadband Networks, 2005 2nd
International Conference on, pages 949956 Vol. 2, 3-7 Oct. 2005.



applications include providing Internet connectivity to remote places [6].

Wireless ad hoc networks tend to be heterogeneous in nature as devices of dif-

ferent capabilities are used. In such a heterogeneous network, defining WCDs in an

unambiguous manner becomes necessary. We now discuss the motivating reasons for

a taxonomical classification of WCDs.

2.1.1 Motivation

The increasing use of wireless ad hoc networks necessitates an unambiguous way of

defining WCDs. For example, in WSNs, the loaded use of terminology for describing

devices causes ambiguities. The word "motes" is often used to refer devices used in a

WSN. However, such a usage of the word limits the range of devices that can be used

in a WSN. Technologies such as ultra wide band (UWB) [65] and radio frequency

identification (RFID) are also used for WSN applications. The usage of these diverse

technologies for a single application makes the network heterogeneous. In such a

heterogeneous scenario, a classification scheme gives a better perspective of the role

of different WCDs in the network.

There is an increasing convergence of WSNs and WMNs for some applications.

The existing schemes for describing devices usually concentrate on WSN devices or

describe the devices from a hardware [60] or a database perspective [35]. Thus, there

is a need for a scheme to describe devices that are used in WSNs and WMNs. We

use the term WCDs to refer to devices used in wireless ad hoc networks (both WSNs

and WMNs).

We describe a classification scheme that allows a spectrum of WCDs to be classified

on the basis of their functionality. As far as we know, this kind of classification

scheme is novel. For our classification scheme, we consider devices that use RF-based

digital communications and devices that could potentially be used in ad hoc network

applications.

The remainder of the chapter is organized as follows. In Section 2.2, we discuss

the previous work on classifying devices used in ad hoc networks. In Section 2.3, we

describe the functionality based classification of WCDs. In Section 2.4, we state the



different attributes of WCDs that are used for characterizing them. In Section 2.5,

we represent a couple of WCDs using the taxonomical approach. We draw relevant

conclusions in Section 2.6.

2.2 Previous Work

Existing work on classifying WCDs is limited to WSN devices. Most of the WSN

devices that are classified are "mote" like devices with varying capabilities. Vieira

et al. [60] describe important characteristics like power consumption, computational

and communication resources of the motes. Tilak et al. [89] describe WSN from a

networking point of view, classifying micro-sensor networks on the basis of communi-

cation and network parameters. Hellerstein et al. [35] describe WSN devices ranging

from RFID devices to remote sensing from a database perspective. Hill et al. [36]

give a tiered view of WSN devices and classify them on a hierarchical basis. A generic

survey on WSNs is given by Akyildiz [2], where the architecture, communication pro-

tocols, and algorithms for different aspects of WSN are discussed. Engels and Sarma

[27] define an encapsulation scheme for classifying different kinds of RFID devices

based on their functionality.

There is an increasing convergence of WSNs and WMNs and using devices with

varying capabilities. Hence, a new and a generic classification scheme is needed for

classifying a broader class of devices. We describe our classification scheme in the

following section.

2.3 Functional Classification

In this section, we describe the functionality-based classification of WCDs. We classify

devices into the following categories (Figure 2-1):

1. Passive RF devices

2. Active RF devices



3. Ad hoc networking devices

4. Gateway devices

The above order of listing the categories has an inherent hierarchy with passive

RF devices having the least communication and computing capability and gateway

devices having the most. For WCDs, functionality is defined in terms of communica-

tion, computing capabilities, and power requirements. Devices are characterized on

the basis of attributes after classifying them on their functionality.

WCDs

passive RF active RF ad hoc networking gateway
devices devices devices devices

Figure 2-1: Tree view of the functional classification

Passive RF devices

Passive RF devices have a passive communication module and a minimal amount of

memory. They operate only in the presence of another device from which they draw

energy. For example, passive RFID devices, which operate only in the presence of a

reader 2. These devices cannot communicate with other passive RF devices. Engels

and Sarma [27] define the minimum functionality of a passive RF device as the ability

to respond back with data when queried by a reader. We generalize their definition

to devices that can operate only in the presence of another device.

Active RF devices

An Active RF device has an active RF transmitter. These devices usually have an

on-device power source for actively transmitting. Additionally, these devices may
2A reader is a device which emits electromagnetic energy and reads the reflected energy from

these devices to communicate with them.



have memory to store data. Specific examples of this type are active RFID devices

and radio ICs.

Ad hoc networking devices

Ad hoc networking devices have the ability to communicate in an ad hoc manner.

They usually have:

* An intelligence unit that controls the communication and sensor modules (if

present).

* A dedicated communication unit usually in the form of radio ICs.

* A power source in the form of a battery and in some cases additionally energy

harvesting schemes are used.

Specific example an ad hoc networking device is the mote. "Motes are tiny, self-

contained, battery-powered computers with radio links, which enable them to commu-

nicate and exchange data with one another, and to self-organize into ad hoc networks.

Motes form the building blocks of wireless sensor networks" [58]. Further, an ad hoc

networking device itself could have components that are either passive RF devices or

active RF devices.

Gateway devices

Gateway devices either collect data from a cluster of devices or connect with other

gateway devices to form a network. An example of a gateway device is a laptop which

collects data from motes.

The basic categories of WCDs have been defined on the basis of their functionality.

These can be characterized further on the basis of attributes, which are described in

the next section.



Figure 2-2: Tree view of attributes

2.4 Attributes of WCDs

In this section, we describe the attributes for characterizing WCDs. The attributes

(Figure 2-2) are broadly classified into the following groups:

1. Communication

2. Power

3. Memory

4. Sensors

5. Other features

Each of these attributes is broken down further and these sub-attributes can be

broken down further depending on the level of detail that is required for an applica-

tion.

2.4.1 Communication

The communication attribute is broken down into different sub-attributes (Figure

2-3). These are:

* Communication protocols/standards

* Communication modes

* Number of communication modules

* Antenna type



Figure 2-3: Tree view of communication attribute

Standards

Standards are important for characterizing WCDs as they specify the maximum data

rate, the frequency of operation, and a portion of the communication stack. We

classify the standards as shown in Figure 2-3. Table 2.1 summarizes the maximum

available data rates and the frequency of operation for different standards. We briefly

discuss some of the important standards.

1. Bluetooth is an industrial consortium formed to develop a standard for wireless

personal area networks (WPAN). Bluetooth is a spread spectrum technology op-

erating in the 2.45 GHz industrial, scientific, and medical (ISM) band. Typical

communication range is 10 m for bluetooth devices [37]. Leopold et al. [48] in

their feasibility study of using a Bluetooth radio for WSNs show that Bluetooth

is not a good option for scatter net kind of networks, and maintaining networks

even in low duty cycles is power expensive. Another disadvantage of using Blue-

tooth is that applications cannot access low level relevant information, which is

needed for synchronization and device discovery.

· · ·



2. ZigBee is an industrial consortium that developed a new standard for low-cost,

low-powered wireless monitoring, and control [94]. ZigBee uses direct spread

spectrum technology with a maximum data rate of 250 kb/s. The network-

ing and application layer of ZigBee are implemented over the IEEE 802.15.4

standard for WPAN [21].

Standard Typical Data rate Frequency of Operation
Bluetooth 2.0 2.1 Mb/s 2.45 GHz

ZigBee 250/40/20 kb/s 2.4 GHz/915 MHz/868 MHz
UWB up to I Gb/s 3.1-10.6 GHz

IEEE 802.11a 54 Mb/s 5 GHz
IEEE 802.11b 11 Mb/s 2.4 GHz
IEEE 802.11g 54 Mb/s 2.4 GHz

Table 2.1: Typical data rates and frequency of operation for different standards [94,
64, 37, 59]

3. IEEE 802.11 is the standard for wireless local area networks (WLAN). The three

important versions of this standard are 802.11a ,b, and g [59]. This standard is

mainly used for gateway devices so they can interface easily with PCs, laptops,

or PDAs. Future versions of the 802.11 include 802.11s and 802.11n, which

specify the standards for mesh networks and multiple-input multiple-output

(MIMO) antenna based devices respectively.

4. Ultra wide band (UWB) technology refers to a modulation technique based on

transmitting in very short pulses [64]. Work done by Oppermann et al. [65] show

significant promise for low-power, low-cost wide-deployment of sensor networks.

The signals being noise-like in nature are resistant to multi path effects and

jamming. Ad hoc networks based on UWB radios provide better locationing

and have better battery lives. The IEEE standard for UWB, 802.15.3.a is under

development.

5. ISO standards specify world-wide industrial and commercial standards that are

published by the International Organization for Standardization [411. For exam-



ple, the ISO 8000 series specifies standards for the air-interface communication

parameters [30] for different kinds of RFID devices.

6. EPC (Electronic Product Code) standard is primarily for using the EPC with

RFID devices [28].

Communication modes

Engels and Sarma [27] define different kinds of communication modes for RFID de-

vices. We generalize and extend them to WCDs. These are:

1. "Device talk first", which is relevant to RFID devices. This mode is further

classified into

* "Tag talk first" devices are those that respond first in the presence of the

reader's electromagnetic energy.

* "Reader talk first" devices are those that wait for an instruction from the

reader.

2. "Beacon" devices are those that periodically announce their identification and

other relevant data.

3. "Ad hoc" devices are those that have ad hoc communication capability.

4. "Human controlled" devices are those that are controlled by humans.

Some of the WCDs can have more than one mode of communication. For example,

a node in a network can have both the "beacon" and the "ad hoc" modes.

Communication modules

This attribute refers to the number of RF communication modules a WCD has.

WCDs usually have one communication module, but some of them have more than

one communication module. For example, gateway devices have more than one com-

munication module.



Antenna type

This attribute refers to the type of antenna a device uses. One of the common as-

sumptions in wireless ad hoc networks is that devices have omnidirectional antennas.

However it is possible for the devices to have directional antennas (such as yagi an-

tennas), smart antennas, or MIMO antennas.

2.4.2 Power

WCDs need power to operate. The attribute power is classified into three categories:

storage, energy harvesting mechanisms, and transfer. Power consumption and the

duty cycle of a device determines its lifetime, which in turn determines the lifetime

and the connectivity of the network. In WSNs, many of the devices are expected to

operate with minimum human intervention, therefore optimizing power consumption

is crucial. Sensing, communication, and computation are the main tasks of a WSN

device. A lot of work done in this area involves developing low-power communication

protocols for routing, resource discovery, etc. The tradeoff is usually seen between

communication and computation, and sensing is often assumed to be a less power

consuming task than the other two. This assumption in general, is not a valid one as

some applications require sensors which consume more power than communication,

and computation tasks. We give typical power consumption values for communication

and computation tasks. These values are representative and can vary widely depend-

ing on the application. Many WCDs run on batteries and some of them may be

powered via power outlets. The storage attribute doesn't cover these kind of devices

and whenever a device is powered from the wall, we would mention it so.

Table 2.2 shows the values for energy3 consumption and data rates of devices

based on various standards and different radio ICs. The energy consumption in Table

2.2 refers to the energy consumed per bit, which is defined as

eb = et + erx + Edec/h;

3Energy = Power *time. At some locations, we give power consumption values as it is easier to
give those values and for some cases energy consumption makes more sense.



Figure 2-4: Tree view of the power attributes

where eb is the energy per bit, et, and erx are the transmitter and receiver power

consumption per bit, respectively, Edec is the energy required for decoding a packet,

and rq is the payload length in bits [65].

Technology Energy per bit
ZigBee (@( 40 Kbps) 5 x 10- 7 Joules

UWB (@ 5Mbps) 5 x 10-12 Joules
Bluetooth (@ 1Mbps) 2.5 x 10- 7 Joules

RFM TR1000 (@57.6kbps) 8.5 x 10- 7 Joules

Table 2.2: Energy Consumption of various technologies [65]

Warneke et al. [90] give typical energy values required for computation. For

example, typical instructions for microprocessors need energy in the order of pico

Joules. The power consumption for sensing depends on the type of sensor used and

the type of signal processing circuitry used.

Storage

Storage refers to the way WCDs store power for their operation. Storage is done

either by using batteries or by using capacitors. Batteries are usually used when a



longer life is required. Capacitors, on the other hand are used in applications which

require bursty powers for very short durations. Batteries can be further classified

into different types on the basis of their operation. Vieira et al. [60] compare a few

battery technologies available. Capacitors can also be classified into different types,

but the operating principle of a capacitor is the same irrespective of its type.

Energy harvesting mechanisms

Some WCDs have energy harvesting mechanisms by which they can harvest power

from the ambient environment. Some of these mechanisms are:

1. Harvesting light energy using Photo-voltaic (PV) materials. PV materials use

photo-electric effect to convert light energy into electrical energy. The pico

radio project at Berkeley developed a radio, which uses ambient light energy for

communication [72]. Recently, Lin et al. [52] have designed a energy harvesting

module for commonly used sensor nodes. The module uses PV cell enclosure

for powering the sensor nodes.

2. Harvesting ambient vibrational energy. Meninger et al. [55] in their paper

discuss methods to convert vibrational energy into electrical energy.

3. Energy harvesting using thermal gradients. For example, it is possible to use

body heat to store energy and use this energy for powering medical sensors [82].

Transfer

Energy transfer is the way by which passive RFID devices are powered. This takes

place in the following ways: inductive coupling, capacitive coupling, and passive

backscattering. Inductive (capacitive) coupling refers to the phenomenon of energy

transfer via a magnetic field (electric field). Passive back scattering refers to method

of scattering an RF signal and modulating the signal by varying the impedance.



2.4.3 Memory

WCDs need memory for storing data, which can be either user defined or application-

related. For WSN applications, memory is needed for primarily storing application

related data and performing computations on this data. We classify memory into two

kinds: one depending on the purpose of storage and the other on the accessibility to

memory.

Based on the purpose of storage, memory is classified as user memory and program

memory. User memory is defined as the memory available to store user/application-

related data. Program memory is the memory available for programming the device.

This memory also stores any identification data that the device may have.

Table 2.3 shows the amount of total memory present for different WCDs. Memory

can be classified into three categories on the basis of its accessibility. They are:

1. Read-only memory; this type of memory cannot be accessed for writing but can

only be read. The contents of the memory are written during its manufacturing

stage.

2. Write-once memory; this type of memory can be accessed only once for writing

data and once written, the memory cannot be used for making changes.

3. Read and Write; this type of memory allows multiple reads and writes.

Devices Typical Memory
Passive RFID devices 0(100 b)
Active RFID devices 0(1 kB)

Motes 0(100 kB)
Gateway devices O(100 MB)

Table 2.3: Typical values of total available memory for different categories of WCDs

2.4.4 Sensors

Many WCDs consist of sensors. Commonly used sensors for WSN applications include

temperature, pressure, humidity sensors, etc. The application determines what type



Figure 2-5: Tree view of memory

of sensors the device needs. WCDs usually provide capabilities for interfacing external

sensors.

2.4.5 Other features

In this section, we consider two attributes, which cannot be categorized into any of

the attributes. These are programmability and price. Programmability allows the

devices to be reconfigured. For example, Mica motes are programmable and they can

be programmed to control parameters such as sensor sampling rate, etc.

Another important feature is the price of the device. To have wider deployments,

the price of the devices needs to be as low as possible. The price in turn is actually

governed by the market demand for the applications. In this regard, passive RFID

devices have very nominal prices (typically $.10, when bought in tens of thousands).

This is because of the realization of the increasing need of RFID devices in the supply

chain management. On the other hand, motes and gateway devices cost on the order

of $100.



2.5 Examples

We give a few example representations of devices using our classification scheme 4

The following are represented:

1. Mica mote (Figure 2.6)

2. High frequency RFID device (Figure 2.6)

2.6 Summary

To summarize, we developed a taxonomical scheme for classifying a wide range of

WCDs on their functionality and characterized them on their attributes. Our classifi-

cation scheme allows scalability and will allow a wider range of devices to be included

in the future.

Having described an unambiguous way of classifying WCDs, which enables the

users to know what the device is, we next discuss identification, which enables com-

munication between devices.

4Numerical values are given in [ .



Mica mote
Ad hoc networking device

Communications
Standards

Proprietary/Others
RFM

Frequency

[916.5 MHz]
Data rate

[19.2 kb/s]
Modes

Ad hoc
Communication modules

Antenna type

[omnidirectional antenna]
Power

Storage
Battery

Ni/Li AA cells
Sensors

Optional accelerometer, light sensor, temperature, etc.
Memory

Purpose
User memory

[256 kB]
Program memory

[10 kB]
Accessibility

Read-Write
Other features

Programmable
TinyOS

Price
[$100]

Figure 2-6: Taxonomical representation of the mica mote



High frequency passive RFID tag
Passive RF device

Communications
Standards

EPC
Frequency

[13.56 MHz]
Data rate

[10 kb/s]
Modes

Device talk first
Tag talk first

Communication modules

[1]
Antenna type

[omnidirectional antenna]
Power

Transfer
inductive coupling

Sensors
None

Memory
Purpose

User memory

[0]
Program memory

[128 b]
Accessibility

Write-once
Other features

Programmable
not programmable

Price
[$0.10]

Figure 2-7: Taxonomical representation of a HF RFID device





Chapter 3

An IPv6-based Identification

Scheme

In this chapter, we propose an IPv6 identification scheme that can be used for iden-

tifying all kind of physical devices. We then propose routing schemes based on this

identification scheme. The first routing scheme is for devices that use the wired In-

ternet as a backbone for communication and the second routing scheme is for devices

in wireless ad hoc networks. We describe some of the issues with the identification

scheme, and the the advantages and disadvantages of the routing schemes.

This chapter is based on the work by Cheekiralla and Engels [11, 13] 1

3.1 Introduction

Globally Unique IDentification schemes (GUIDes) enable a broad range of applica-

tions and provide the basis of secure and efficient functionalities. Unique identifiers

enable secure and efficient communication capabilities, and they may act as pointers

'Copyright @2006 IEEE. Parts of this chapter are reprinted from:

1. Sivaram Cheekiralla and Daniel W. Engels. An IPv6-Based Identification Scheme. In Pro-
ceedings of ICC 2006, Istanbul, Turkey, June 2006.

2. Sivaram Cheekiralla and Daniel W. Engels. Viral IP Address Assignment. In Proceedings of
IEEE LCN 2006, pages 574575, Nov. 2006.



to additional information and services related to an object [26]. Examples of unique

identifiers in the United States are zip codes for identifying postal areas, and social

security numbers (SSNs) for identifying people.

In addition to a unique identifier, an object may have a name and an address. A

name may be the same as the globally unique identifier, but it need not be unique just

as a person's name may not be unique, but their SSN is unique. An address identifies

either an object's location or the location where services exist for that object. Multiple

objects may have the same address, just as many people may live at a single address,

and the address need not specify an object's current location, just as a person's home

address does not always specify where they are at any moment in time.

An object's name and address may change over time. The object and its owner

may be mobile, possibly changing addresses and even names often. Similarly an

object's owner may change over time since companies are known to sell their products

from time to time. With either a change of location or a change of owner, an object's

address and/or name are likely to change. The object's identifier, however, should

never change.

A name or an address may not allow one object to talk to another object or even

find out more information about another object. A unique identifier, however, is

capable of acting as the reference that enables communication and services. In the

networked world, a globally unique identifier that is based upon the Internet Protocol

(IP) address scheme could easily be a reference to a name or a network address.

Objects may have communication capability inherent in their base functionality,

e.g. routers and network interface cards have a network interface distinct from their

base functionality in order to allow communication. A network interface to any ob-

ject is possible by using a radio frequency identification (RFID) tag. An RFID tag

consists of at least a microchip containing the identifier and an antenna for com-

munication. A passive RFID tag does not have a power source of its own and only

operates in the presence of a reader. The reader acts as the gateway for RFID tagged

objects. All communication with such objects is through a gateway. The tag has

limited functionality and networked proxies may be used to provide additional func-



tionality. We define a proxy of an object as a device that provides services related

to an object. Possible services include information services and location services. An

object's networked proxy provides the intelligence for the object.

RFID tags allow object-to-object communication via the reader. There are poten-

tial applications of object-to-object communications in applications such as supply

chain management, healthcare monitoring, and military operations. For example,

RFID-tagged surgical instruments ensure that each instrument is placed in its proper

container.

To summarize, an identifier is needed that:

* is capable of identifying all physical objects

* is persistent

* has a distributed allocation scheme

* may act as a network interface identifier

* acts as a pointer to information about the object the identifier identifies

* facilitates object-to-object communication

* can work with the existing Internet infrastructure

In the following, we propose an IPv6-based GUIDe that meets all of these re-

quirements and is practically capable of uniquely identifying all physical and virtual

objects. In Section 3.2 we discuss the requirements of a globally unique identification

scheme. In Section 3.3 we discuss the IPv6-based identification scheme. Section 3.4

covers the IPv6-based name and routing service. In Section 3.5, we discuss previous

work and compare it with our work. Section 3.6 extends the identification scheme

to wireless ad hoc networks and discusses how the identifier can be used for allocat-

ing addresses in an ad hoc network. Section 3.7 discusses the details of the viral IP

address assignment scheme, which allocates multiple addresses to nodes in the net-

work. Section 3.8 concludes the chapter with the discussion on benefits of IPv6-based

identification scheme and directions for future work.



3.2 Requirements of a GUIDe

A GUIDe is used for generating unique identifiers for a set of applications. A unique

identifier generated from a GUIDe should be globally unique and should have global

scope. Global scope implies the meaning of the identifier is the same everywhere. The

identifier should be persistent and may be used to identify an object even beyond its

lifetime. The GUIDe should be scalable and extensible for identifying different types

of objects [26, 81]. While these requirements target global identification, they are

applicable to all unique identification schemes regardless of their scope.

An identifier should have a partitioned structure that is either fixed or determined

from the identifier itself. The partitioned structure itself should contain a tree-like

topology of interpretation precedence and the number of identifiers possible within

each partition must be manageable for the applications using the identifier. Such

a partitioned structure allows hierarchical representation of identifiers and allows

scalability and extensibility of identifiers and their allocation. Apart from these re-

quirements, there are requirements on the identifier encoding. An identifier encoding

is a symbolic representation of the identifier. It should allow an easy comparison of

two or more encodings in a straight forward manner, and should have the capability

to be communicated over a communication system [26].

Having discussed the requirements of an identifier and a GUIDe, we discuss the

IPv6-based identification scheme in the following section.

3.3 IPv6-based Identification Scheme

We briefly discuss the IPv6 addressing scheme and then we propose our new IPv6

identification scheme. We then compare and contrast an IPv6 address with an IPv6

identifier.



Table 3.1: IPv6 address allocation [39]

allocation binary prefix fraction of
address space

Unassigned 001 1/8
Provider-based 010 1/8
Unicast address
Link local 1111 1110 10 1/1024
address space
Site local 1111 1110 11 1/1024
address space
Multicast 1111 1111 1/256

3.3.1 IPv6 Address

An Internet Protocol (IP) address is used as a network address for defining the logical

location of a network interface on the Internet. An IP address is needed for commu-

nicating in the Internet. Routers, which are the connecting bridges between different

networks, use IP addresses for routing the traffic. IPv6 is the next generation Internet

protocol that offers expanded addressing, and provides support for quality-of-service

(QoS), better end-to-end support, and easy management of routing tables [39].

The different types of IPv6 addresses are: unicast, multicast, anycast, and link-

local addresses. Table 3.1 shows the different types of addresses and their allotted

address space. The most important address is the provider-based unicast address.

Table 3.2 shows the format of a unicast address. A unicast address has a 5-bit

registry ID, which is the ID of the agency that is responsible for assigning network

addresses in a geographical area. For example, the Asia-Pacific Network Information

Center (APNIC) is in charge of assigning addresses for networks in Asian and Pacific

countries. The other registries are: American registry for Internet Numbers (ARIN)

for North America, Reseaux IP Europeens Network Coordination Centre (RIPE NCC)

for Europe, Middle-East, and Central Asia, Latin American and Caribbean Internet

Addresses Registry (LACNIC) for Latin America and Caribbean, and AfriNIC for

Africa. The provider ID in the IPv6 address is the 16-bit ID of the Internet service

provider (ISP) and is obtained from the registry. The subscriber ID is the 24-bit



Table 3.2: IPv6 unicast address format [39]

010 registry provider 0 subscriber 0 subnet interface
ID ID ID ID ID

3 5 16 8 24 8 16 48

Table 3.3: Format of the IPv6 general identifier

ID of the subscriber and is obtained from the provider. The subnetwork ID is the

16-bit ID of a sub-network and the interface ID is the 48-bit unique identifier within

a subnetwork. Following the provider ID and the subscriber ID, 8 bits each (total of

16 and all set to "0") are reserved for future extension purposes [39].

3.3.2 IPv6 Identifier

An IPv6 address has 128 bits and can potentially address 2128(= 3.4 * 1038) objects,

or every molecule on the surface of the earth. Table 3.1 shows a part of the IPv6

namespace allocation. For the complete allocation, the reader is referred to [39].

For IPv6 identifiers, we propose to use the unassigned IPv6 namespace that has the

binary prefix "001". This constitutes 1 / 8th of the namespace and should be sufficient

for identifying all the physical objects that are manufactured in the foreseeable future.

We propose two formats for the identifiers (Table 3.3 and Table 3.4); the first one,

which we call the general identifier has a format that is similar to a provider-based

Table 3.4: Format of the IPv6 pseudo-random identifier

value 0011 agency ID random number
no. of 4 5 119
bits

_ · · · · · __ ·



unicast address (Table 3.2) and the second one is a pseudo-random identifier. The

pseudo-random identifier is a flat identifier and hence provides a sense of privacy by

not revealing any information about the object that it identifies.

In the general identifier, a 5-bit agency ID is used to represent the agency that

is responsible for allocating the identifier. It is analogous to the registry ID of the

provider-based unicast address. The domain name represents the company or orga-

nization's name that is using the identifier. The 7 bits of zeroes that follow after the

domain name are reserved for future extension purposes. The object class is assigned

by the company and is used for identifying different types of objects. The serial

number uniquely identifies objects belonging to an object class.

The concepts of domain name, object class, and serial number are similar to the

practical deployed numbering schemes such as the electronic product code (EPC) [77].

For the pseudo-random identifier, the random number in the identifier is assigned by

the agency that is responsible for allocating the identifier. For defining future versions

of identifiers, we propose to use the unused namespace.

Consider the following example: company "X" manufactures an object of type

"Y". Assume that the agency ID or the identifier assigning agency for the location

where the company is located is "R". We assume that "R", "X", and "Y" are the

appropriate bit representations of the agency ID, domain name, and object class

respectively. For a particular object manufactured by this company, of type "Y", the

identifier would be "0010-R-X-Y-0000000-SN". The suffix "SN" is used for uniquely

identifying the object and is assigned by the company. On the other hand, a flat

identifier would look as "0011-R-RN", where "RN" is the bit representation of a

random number assigned by the agency.

An IP address is used for locating a network host in the Internet, while an IP

identifier is used for identifying physical objects. The prefix of an IPv6 address is

"010" and that of an IPv6 identifier is "001". There are many similarities between

the general identifier and the provider-based unicast address. Both of them have a

similar partitioned structure. The registry ID and the agency ID have similar function

and it is possible for the Internet registries to take the responsibility of the allocation



of the identifier space. The domain name is similar to the combined provider ID and

subscriber ID. It is possible to allocate the IP address/identifiers in such a manner that

an organization will have a domain name which is the combination of the provider ID

and subscriber ID (including the 7 bits of "0" used for extension purposes). The object

class and subnetwork ID are similar as they identify a particular object/subnetwork

given a domain name/provider ID and subscriber ID. The serial number is analogous

to the interface identifier. A serial number (interface identifier) uniquely identifies a

particular object (network interface) of an object class (in a particular subnetwork).

Because of the similarities of the structure of an IPv6 address and an IPv6 iden-

tifier, we define a corresponding address for an identifier and vice-versa. The cor-

responding identifier (address) for an address (identifier) is obtained by changing

the 3-bit binary prefix. By defining the identifier in a similar format to the unicast

address format, an organization can have the corresponding identifier space for its

address space. This concept is utilized in providing functionalities for an object.

The IPv6 identifier may be used to obtain the IP address of the services related

to an object. These services include locating the information provider of an object

or finding the address of an object or its gateway so that communication may be

established.

The IPv6-based identification scheme satisfies all the requirements of a globally

unique identification scheme as discussed previously, and has sufficient identifier space

to identify all physical objects. Since physical objects are owned by different per-

sons/organizations at different points of time, we suggest two methods to track ob-

jects across multiple domains. These methods use the existing core concepts of the

Internet as described next.

3.4 IPv6 ID services

In order to communicate with an object, the IPv6 address of the object is needed.

We assume that objects that don't have communication capability use RFID tags or

similar automated identification technology and we are interested in communicating



with the gateway of the object in such a case. For the rest of the chapter, when we

refer to address, we mean the IPv6 address. We also define the creator's domain as the

domain in which the object is assigned an IPv6 identifier. Apart from communicating

with the object, one may also like to find information or proxy services about the

object. We propose two methods for finding the address of the object and the address

of the object's information provider. When we refer to IPv6 identifier in these two

methods, we mean the general identifier. In the first method, we propose a name

system that translates identifiers to addresses. This name system is based on the

identifier of the object and relies on the domain name system (DNS)[56] for finding

the address of the object or that of the information provider. The second method

uses the identifier of the object in the packet header for communication or locating

the information provider or proxy.

3.4.1 Name System

An object may have multiple names and multiple addresses over time but the identifier

must remain the same. At any instant of time, the mapping between an identifier and

a name is one-to-many and the mapping between an identifier and an address is one-

to-one (for physical objects). The name of an object or its proxy may be constructed

from the object's IPv6 identifier. It is possible to have aliases for names while it is

not possible to have aliases for identifiers. A taxonomy in designing naming systems

and the issues associated with it are given in [92]. The name system described in our

work uses the DNS for finding an object's (or its proxy's) address from its name.

Table 3.5 shows an example of an object's name and it's proxy based on IPv6

identifiers. The first column shows the bits in the IP identifier, the second column

shows the name of the object, and the third column shows the name of the proxy.

The complete object name and proxy name are shown in the last two rows of the

table. The names are written in the reverse order in which they are constructed.

All proxy names and object names end with "obj" and a "." is the delimiter for

the partitions in the identifier. We assume that a new top-level domain (TLD) is

created to accommodate these names in the DNS and for the rest of this chapter



Table 3.5: Naming system based on IPv6 identifiers

bits object name proxy name
0-2 obj obj
3-7 apnic apnic

8-55 d-name d-name
64-79 o-class o-class

80-127 sn
object name sn.o-class.d-name.apnic.obj
proxy name o-class.d-name.apnic.obj

we assume that DNS has "obj" records. In the table, we use APNIC (which is an

Internet registry) as the agency ID for IP identifiers, "d-name" as the domain name

of the object, "o-class" as the object class, and "sn" as the serial number. The serial

number is a 48-bit number and in actual names, "sn" will be replaced by the bits in

hexadecimal format. The compressed representation used for IPv6 addresses can be

used for representing the "sn".

Typically, when an object is created, the creator of the object assigns the identifier,

and based on the identifier the name is also assigned. An appropriate DNS record

for the object or its proxy is created. This is done only if the owner of the object

decides that the object or its proxy can be reached over a communication network.

The initially assigned name is the canonical name of the object and any other names

assigned later are aliases. When the object moves to a different domain, the new

owner just updates the existing DNS record with the new IP address of the proxy or

of the object. If the owner wishes, he/she creates a new name, which will be an alias

of the canonical name and update the DNS records. The time to live (TTL) field in

the DNS specifies the time for which the name-address mappings should be cached.

It is possible to set this value to "0" to prevent stale mappings [80]. The TTL value

is a design parameter and the value depends on the rate at which the object changes

domains. An object that moves into a different domain gets an IP address using

the auto-configuration scheme described for IPv6 or using an existing method like

DHCP or uses its proxy (gateway) for communication. For security reasons, the DNS



Table 3.6: Translation table in a gateway router

Index IP identifier Address of proxy
0010...1000...1001
0010...1000...1010

1 0010...1000...1011 0100...1000...1011
0010...1000...1100
0010...1000...1101

2 0010...1001...1101 0100...1000...1011
3 0010...1010...1000 0100...1000...1011
4 0010...1010...1001 0100...1010...1001

records should only be changed by a DNS gate keeper or the authenticated proxy of

the object.

DNS is not designed for dynamic updates of mappings [70]. Hence, a locationing

service should be provided that provides the location of the object. The locationing

service will have a fixed name/address to avoid DNS updates. This locationing service

is provided by the proxy.

3.4.2 Address forwarding scheme

The address forwarding scheme is similar to the mobile IPv6 scheme. Mobile IPv6

specifies routing support to IPv6 hosts by allowing them to use their permanent

"home address" even when they move across different domains. In mobile IPv6, the

"home agent" takes care of the routing issues associated with the "mobile node" [67].

For our scheme, we assume that routers are configured to distinguish identifiers

from addresses. In this scheme, the IPv6 identifier is used as the destination address

in the datagram instead of the IPv6 address. When routers see an identifier instead

of an address in the datagram, they treat the packet as if it were addressed to the

corresponding IP address. We further assume that the creator's domain owns the

corresponding address space of its identifier space; however this need not be true.

When an IP identifier is assigned to an object, the corresponding IP address is

the address of its proxy. In order to reach the proxy of the object, one uses the IP



identifier in the IP datagram, and the router routes the packet to the corresponding

address. However, it might happen that multiple objects have the same proxy. For

example, objects of the same class have a single server providing information about

all of them. Further, the same proxy could also serve information about multiple

objects. To address this issue, the local or gateway router is configured to route

packets that use identifiers as the destination address to the object's proxy. Thus,
the local or gateway router performs a translation service for IP identifiers. Table 3.6

shows a snapshot of the local router's translation table for IP identifiers. The first 3

entries (corresponding to the indices from 1-3) in Table 3.6 shows objects belonging

to different classes having the same proxy. The 1st entry corresponds to objects of

the same class having a single proxy. While entries 3 and 4 have objects belonging

to the same class but have different proxies. It is possible to use the net mask

representation to compress the entries in the routing table. Since a proxy can serve

objects of multiple classes, the IP identifier in the datagram is used for delivering the

information about the right kind of object.

Proxy

IPv6 packet

IRol destination
address

OlO-xxxx 001-xxxx
(IPv6 address) (IPv6 identifier)

Figure 3-1: Routing packets with IPv6 identifier as the destination address

When a user tries to reach the object that is in the creator's domain (say it is called

"d"), the datagram uses the IP identifier as the destination address. When an external
router sees an identifier in the datagram, it sends the traffic to the corresponding

address (see Figure 3-1). Since the corresponding address belongs to domain "d",
the traffic passes through the gateway router of domain "d". The gateway router
sends the datagram to the appropriate proxy depending upon the identifier in the
datagram. Over time the proxy of an object might change and all the routing tables
of the "d"'s routers will be updated accordingly.

A problem arises when a user tries to reach the proxy of an object that is not



in the creator's domain by using its identifier in the datagram. For resolving the

mobility issue we use the idea of "home agent" in mobile IPv6. When the object

moves to a domain that is different from the creator's domain, the new proxy informs

its address to the old proxy. Further, the new proxy also informs that any traffic for

the object/proxy should be forwarded to the new proxy's address. When a user uses

the IP identifier for communication, the IP packet will be routed to the new proxy

via the original proxy.

This method can be further extended if the object moves across different domains.

The new proxy only informs the original proxy if the new owner wishes that the object

should be reached. This method leverages the similarity between the IPv6 address

and the IPv6 identifier format. This method is not efficient if the object keeps moving

across multiple domains. In our work, we do not address the security and privacy

concerns that arise from this approach.

3.5 Previous work

Numerous identification schemes are deployed commercially, these include proprietary

schemes as well as industry adopted schemes such as the vehicle identification number

(VIN) for automobiles and the universal product code (UPC) for retail. Global unique

identifiers have only recently gained widespread adoption with the deployment of the

EPC. The EPC is an identification scheme for identifying all physical objects with

Radio Frequency IDentification (RFID) tags. The EPC was originally specified by

the Auto-ID Laboratory, MIT. The present EPC Standard is specified by the EPC

Global Inc. EPC was created to enable the Internet of Things using RFID tags. It is

mainly used in supply chain management applications today. EPC is a meta-code that

accommodates various existing identification schemes. The EPC identification scheme

also defines a General IDentifier (GID) that is independent of the existing schemes.

The GID encoding has 4 fields; these are: the "header field", the "General Manager

Number", the "Object Class", and the "Serial Number". The "General Manager

Number" identifies the organizational entity which is responsible for assigning the



"Object Class" and the "Serial Number". The "Object Class" identifies a particular

type of object, and the "Serial Number" identifies a unique object in a given "Object

Class" [77]. The EPC in conjunction with the Object Name Service (ONS), is used

for locating the network address of services associated with an object. The ONS takes

the EPC encoding in uniform resource indicator (URI) form and returns an URL to

the querying application [63, 31].

The IPv6 identification scheme name system proposed in Section IV is similar to

the ONS. However it should be noted that the ONS is a separate service from DNS

and in our case we are directly relying on the DNS. However, our system requires

a new TLD, which the ONS doesn't require. Using IPv6 identifiers also allows the

routers to perform translation service. This is similar to a distributed database scheme

allowing scalability. However, the EPC lacks such an advantage. Since our system

uses IP, it can easily integrate with the existing Internet infrastructure and using IPv6

identifiers truly creates an "Internet of Things". It allows a wide variety of devices

having different capabilities to be identified using a single scheme that is harmonized

with the IPv6 network address scheme.

Other relevant work on identifiers includes the work on the host information pro-

tocol (HIP), keyed hash identifiers (KHIs), and distributed hash tables (DHTs). HIP

resides in between the IP and transport layers and is designed for providing improved

mobility support, multi-homing, and trust between systems. HIP uses IPv6-based

identifiers as host identifiers; host identifiers use an unallocated IPv6 namespace and

have a fixed 4-bit binary prefix. A host identifier is inherently cryptographic in nature

because it is the public key of an asymmetric key-pair. The reader is referred to [57]

for more details. Even though HIP uses an IPv6-based identifier, it does not address

the issue of identifying all physical objects using IPv6. As such , there are significant

problems in scaling to all objects on earth.

KHIs are IPv6-based identifiers that are designed to be statistically unique and

non-routable. Depending on the context, they can be used in different protocols such

as HIP and mobile IPv6. Work on KHIs is ongoing and more details can be found at

[62]. It is possible to use the work done on HIP/KHI for the pseudo-random identifier.



DHTs use identifiers based on hashes and are usually longer than 128 bits (e.g.

Chord [84] uses 160-bit identifiers) and are used in applications such as peer-to-

peer networks. Other applications of DHTs include using them as an indirection

mechanism for providing better communication support (such as multicast, anycast,

etc.) in the Internet [83]. DHTs are not intended as universal identifiers.

Having discussed the IPv6 identification scheme, we discuss how this scheme can

be extended to wireless ad hoc networks.

3.6 IPv6 identifiers for wireless ad hoc networks

With the advances in wireless technology, ad hoc networks such as sensor networks

and mesh networks are becoming a reality. The fundamental aspect of these networks

is communication. Most work on wireless ad hoc networks assume that node addresses

are assigned either using auto-configuration schemes or using a specifically designed

address assignment scheme. Both these schemes allow a node to acquire an address

when it joins a network. Address assignment schemes for wireless ad hoc networks

assume that the identifier and the address are the same. In these schemes an address

doesn't have any location information, but is purely used as an identifier. However,

we assume that an address and an identifier are two different and distinguishable

entities.

We propose a new address assignment scheme, where nodes have multiple ad-

dresses, and each address corresponds to a logical location of the node in the network.

Further, nodes assign address to each other in a contagious fashion resembling a viral

growth. We state the requirements of such a scheme and discuss a few issues with

this scheme.

In the following Section, we discuss the details of the viral address assignment

scheme.



3.7 Viral address assignment

We assume that the network is a relatively static network with few nodes joining and

leaving over long intervals of time. We further assume that a node joining the network

has an IPv6 identifier. It may be argued that the MAC address of an interface could

be used as a node identifier. However, work done by Thoppian and Prakash [69]

discusses the non-suitability of MAC address as an identifier.

Figure 3-2: A single node exists in the network before another node joins the network.

Given an identifier, we define a corresponding address space from which a node

assigns address to itself and other nodes. This address space is part of the IPv6 site-

local address space. The node also allocates a part of its address space to other nodes

when it discovers them. Initially, a single node (say A) exists in the network and

when another node (say B) joins the network, the new node (B) searches for other

nodes and finds the existing node (A). After the discovery stage, both nodes assign

an address and a part of their address space to the other node. After this step both

the nodes have two addresses, one of which is assigned by the other node. Now, node

C and node D discover A. Node C and node D get addresses and address spaces from

A. These addresses are from As and Bs address space. Similarly, E and F discover

B. Node B assigns these nodes addresses from As and Bs address space. Now, all the

nodes have 2 addresses, one relative to A and the other relative to B. This process is

repeated as more nodes join in the network. Since the address assignment process is

similar to viral growth and therefore is termed as viral address assignment.

An important issue is to map identifiers to address spaces. A simple solution to

this issue is to allocate the address space based on the identifier. For example, a

node having an identifier "001...A-B-C", where A,B, and, C represent the last 118



Figure 3-3: Additional nodes discover node A.

bits, would have an address space of "1111 1110 11-A-B/C". Once the address space

is chosen on this basis, A, B, and, C should be chosen so that a node has sufficient

address space to allocate to its n-hop neighbors, where n is a design choice.

Figure 3-4: All nodes now have two addresses, one with respect to A and the other
with respect to B.

If nodes keep assigning addresses to each other, maintaining the routing tables

would be memory intense. Thus, we need to restrict the number of address assigning

nodes to a limited number (say 5-10). This implies that a node can potentially have

5-10 addresses.

It may happen that some of the nodes have identifiers whose bit values differ only

by a few suffix bits. In such case, existing methods for detecting duplicate addresses

need to be employed [69]. These methods need further optimizations to account for

multiple addresses that nodes have.

The address allocation is done on the basis of prefixes. Nodes that are the one-hop

neighbors from a given node have the same prefix. Prefix-based addressing (Fig.3-5)

gives the logical location of a node with respect to the node that owns the address

space. Prefix-based addressing is a well studied concept and has been used recently



by Eriksson et al. [29] for assigning addresses to nodes in a wireless ad hoc network.

Having an address which has logical location information makes routing simpler and

efficient.

P: Common prefix

P-YYY

P-i YY

'-I Y

Figure 3-5: Example of prefix-based addressing

Nodes with multiple addresses provide redundancy to the system. Wireless links

are prone to more failures than wired links, and thus, redundancy becomes an es-

sential feature. Multiple addresses also allow multiple routes between a source and a

destination. The benefit of multiple routes is that each route can be used for a par-

ticular kind of traffic, and potentially QoS guarantees could be achieved by reserving

specific paths.

We discuss existing work on address-based routing in wireless ad hoc networks.

3.7.1 Relevant Work

Eriksson et al. [29] have proposed an address-based routing scheme that is primarily

designed for ad hoc and mesh networks. They propose a new routing scheme that

is based on the concept of addresses having location information. For their routing

scheme, they assume that nodes have an identifier. Similar ideas have been proposed

for sensor networks. Pal Chaudhari et al. [8] propose an addressing and routing

architecture for sensor networks, which is based on constructing prefix trees in an

efficient manner. Motegi et al. [79] propose an on-demand addressing scheme, where



nodes are only assigned addresses when the base-station has to communicate with

the node. However, our concept of viral address assignment is novel as nodes have

multiple addresses.

We draw the relevant conclusions in the next section and discuss directions for

future work.

3.8 Conclusions

In this chapter we have presented an IPv6 identification scheme that can be used for

all physical objects, including network interfaces. The scheme allows objects to have

identifiers within the IPv6 namespace that are distinct from and inter-operable with

IPv6 addresses.

Unique identifiers enable a platform of applications and can be used to improve

security and provide intelligence to objects. A distinct identifier is required to ensure

that an object may be consistently identified through out its life, even as it moves

and changes ownership. The main advantage of this method is the ability to use the

existing network infrastructure to provide communication capability to objects. We

have proposed two ways of reaching an object or its proxy when the object moves from

one domain to another. The first method is based on a naming system using IPv6

identifiers. This method relies on the DNS to keep track of the mappings between

object (proxy) names and object (proxy) address. Having names for objects is also

beneficial for applications where there is human involvement, as humans are more

comfortable dealing with names rather than numbers. The second method is similar

to the mobile IPv6 concept. Both the IPv6 ID services use the existing core Internet

technologies and these systems have been studied widely and their performance has

been characterized.

The identification scheme also considers the issue of network connectivity, which

some of the schemes don't consider. Since the identification scheme uses IPv6 identi-

fiers, it is possible to use the existing Internet protocols. The IPv6 identifier also acts

as a pointer to information and services about an object. It also facilitates object-to-



object communication and satisfies all the requirements of an identifier that are stated

in Section I. The object-to-object communication enables us to realize the vision of

the "Internet of Things" [7]. The IPv6 identification scheme allows the realization a

distributed service with the routers providing translations from the identifiers to the

addresses. This is in contrast to the EPC system, which uses a centralized service to

provide services about objects [63].

We also suggest that the Internet registries should take the additional respon-

sibility of assigning IPv6 identifiers. This way, a company can get an address and

identifier space which are corresponding. This allows easy management of both the

address and identifier spaces. Finally, our identifier scheme uses IPv6-based identifiers

and hence can coexist easily with the Internet architecture.

Having a single global identification scheme that is harmonized with the Internet

enables efficient allocation of identifiers and provisioning of networked information

services that can be used to include business processes and provide additional services

to consumers.

We also extend the IPv6 identification scheme and propose a novel viral IP ad-

dress assignment scheme. The viral IP address assignment scheme subsumes many

of the existing concepts such as prefix-based addressing, the concept of nodes having

IPv6 identifiers, and existing work on detecting duplicate addresses in wireless ad hoc

networks. To summarize the Viral address assignment scheme, it provides the fol-

lowing advantages. Since multiple addresses are used, multiple routes can be found.

Multiple routes imply redundancy in wireless ad hoc networks. Since wireless links

are error prone and their quality can fluctuate with time, redundancy is a desired

feature in the network. Further it may be possible to achieve QoS guarantees with

multiple routes by reserving specific paths for a particular kind of traffic. However,

having multiple addresses is resource expensive and this scheme may not be scalable

to a large number of nodes.



3.8.1 Future work

This chapter provides the initial steps for developing the IPv6-based identification

scheme. Further work needs to be done to make this identification scheme usable.

One of the most important areas is that of security and privacy. We have not ad-

dressed security and privacy here. Security and privacy issues are common to other

identification schemes [78] and to the mobile IPv6 service and the DNS [4, 3].

The effect of the TTL value in the DNS record needs to be analyzed. It affects the

performance of the DNS as some objects move across different domains at a faster

rate and some of them may not move at all. This issue is considered in some detail

in [80].

Apart from these issues, reachability and existence must be addressed. Various

methods need to be developed so as to test the identification scheme such that the

uniqueness of identifiers is guaranteed and so that this identification scheme can be

used.

In this chapter, we also proposed a novel concept of viral IP address assignment

scheme, where nodes have multiple addresses. We identified a few design areas and

issues in our scheme. These include assigning address spaces on the basis of identifiers

and an efficient way to detect duplicate addresses. We plan to address these as part

of future work.

Having discussed taxonomy and identification schemes, which are applicable to

a broad class of heterogeneous networks, we discuss a specific case of heterogeneous

networks in the next chapter. These networks consist of nodes that either use omni-

directional antennas or smart antennas.





Chapter 4

Heterogeneous Wireless Ad Hoc

Networks

In the previous chapters, we discussed the taxonomy scheme and the IPv6-based

identification scheme. These schemes are applicable to a broad class of heterogeneous

networks. In this chapter, we discuss a specific case of heterogeneous networks in

which the nodes are equipped either with a smart antenna or with an omnidirectional

antenna.

The remainder of the chapter is organized as follows. In Section 4.1, we provide

motivating examples of heterogeneous networks and discuss previous work on hetero-

geneous networks. In Section 4.2, we discuss the different types of smart antennas

and the details of the antenna model that we use in this thesis. In Section 4.3, we

discuss benefits and issues of directional antennas.

4.1 Motivation

Many wireless ad hoc network applications involve inherent heterogeneity. For exam-

ple, typical sensor network applications involve using devices with varying capabilities

[91] or using a hierarchical architecture with devices having varying communication

and computing capabilities [68]. We consider heterogeneity due to the type of antenna

a node uses.



Beamforming or smart antennas improve the network performance through in-

creased spatial reusability and provision of higher communication range. These an-

tennas usually consist of arrays of antennas, whose signals are combined to achieve a

better performance compared to omnidirectional antennas. We assume that a beam-

forming antenna is more expensive than an omnidirectional antenna. Hence, it may

not be economically feasible to have a network in which every node uses a beamform-

ing antenna. Therefore, it is possible to imagine a heterogeneous network in which a

few nodes use beamforming antennas and the others use omnidirectional antennas.

Since smart antennas have a superior performance compared to omnidirectional

antennas, we assume that a heterogeneous network of omnidirectional and smart

antennas has a better performance than a homogeneous network of omnidirectional

antennas. We envisage that these heterogeneous networks will be useful in appli-

cations such as disaster management or providing Internet connectivity to remote

locations. In such scenarios, the edge nodes are nodes equipped with omnidirectional

antennas and the intermediate nodes are equipped with smart antennas providing

shorter and better links for achieving a higher throughput.

We discuss previous work on heterogeneous networks in the following.

4.1.1 Previous work

Sundaresan and Sivakumar [47] propose a MAC and routing protocol for heteroge-

neous networks that includes omnidirectional antennas, fixed-beam antennas, adaptive-

array antennas, and Multiple-Input, Multiple-Output (MIMO) antennas. They de-

scribe a routing protocol similar to DSR for heterogeneous networks, which uses a

three-tuple routing metric. The first two components capture the spatial reusability

of the network and the third component captures the link rate.

Yarvis et al. [91] use a resource aware routing protocol and MAC protocol for ex-

ploiting the heterogeneity in the network. Heterogeneity is considered from an energy

and link perspective. They evaluate the quantity and placement of the heterogeneous

nodes in the network through analysis, simulation, and deployment. They find that

using a modest amount of line-powered nodes and long-range back haul links improves



the network life time. Fujii et al. [32] describe a MAC protocol for heterogeneous

ad hoc networks where nodes use different transmission powers. They propose us-

ing additional handshake messages that allow lower-powered nodes to communicate

effectively in the presence of higher-powered nodes.

Much of the existing work on wireless ad hoc networks assume that omnidirec-

tional antennas are used at the physical layer. The IEEE 802.11 MAC protocol also

inherently assumes that omnidirectional antennas are used. However, it is possible

to use smart antennas for wireless ad hoc networks [74]. We discuss smart antennas

in the next section.

4.2 Smart antennas

Smart antennas are arrays of antennas arranged in a pre-determined order, whose

signals are combined to achieve a specific beam pattern. The signals can be combined

in two ways, switched diversity and diversity combining. In switched diversity, a

single element is chosen for the best signal and thus there is no "gain" by using this

method. With diversity combining, there is an increase in the "gain". We discuss

different types of smart antennas [43].

Single-beam model and multi-beam model

In the single-beam model, only one beam can be used at a time, while in the multi-

beam model, more than one beam can be used at a time. The gain of a single-beam is

higher than the omnidirectional mode. For the multi-beam model, the gain depends

on the number of antennas used. A constant power P, is fed to the antennas, and

this power is split amongst the number of beams in use. Thus the higher the number

of beams in use, the lesser the gain. Omnidirectional mode is achieved by using all

the beams and hence has the least gain.



Switched-beam systems and steered-beam systems

In switched beam systems, multiple fixed-beams are formed either by shifting the

phase of elements by a predetermined amount or by switching between several fixed

directional antennas. In steered-beam systems, the beam can be pointed in any

required direction. With steerable antennas, the direction of the main lobe can be

pointed to a given direction with very fine granularity, and in switched antennas the

direction of the main lobe is more discrete.

Steerable antennas can be classified as dynamic phased arrays or adaptive arrays.

Dynamic phased arrays provide beam steering and adaptive arrays additionally pro-

vide adaptive beamforming. In adaptive beamforming, nulls are produced towards

the interfering sources.

Details about different types of directional antennas and their gain models are

discussed in [49]. We now discuss the radiation pattern of smart antennas.

4.2.1 Radiation pattern

Smart antennas have a radiation pattern that is not uniform in all directions. Thus

these antennas are also called as directional antennas, and henceforth, we refer to

them as directional antennas. On the other hand, isotropic antennas have a radiation

pattern that is uniform in all directions. Thus for a directional antenna the gain in a

particular direction d(0, 0) is defined as:

U(d)G(d) = U (4.1)
Uave

where rT is the efficiency of the antenna, U(d)is the power density in d and Uave

is the average density over all directions. The peak gain is the highest gain over all

directions. Gain is often expressed in decibels, Gdbi = 10. loglo(Gabs). The beam-

width of an antenna, usually referred as the 3 dB beam-width, is the angle subtended

by the two directions on either side of the peak gain that have a lower 3dB gain than

the peak gain. Figure 4-1 shows the radiation pattern of an isotropic antenna and



the simplified radiation pattern of a directional antenna.

a) b)

Figure 4-1: Typical radiation pattern in a) isotropic antenna and b)the simplified
radiation pattern for a directional antenna

Antenna model

For our current work, we use a switched, single-beam antenna model with 8 beams.

The beam-width of each beam is 45 degrees and has gain of 15 dB. Together, the

8 beams span the azimuthal range. The radiation pattern for the beams is shown

in Figure 4-2. This pattern is different from the simplified radiation pattern and

accounts for the side lobes and the back lobes, which contribute a non-trivial amount

of radiation.

We assume that nodes have an omnidirectional and a directional mode. While

transmitting, the node can either choose an omnidirectional transmission or a di-

rectional transmission. Nodes are assumed to be in the omnidirectional mode when

they are idle, and upon detecting a signal switches to the best beam for receiving.

Thus receiving is always directional. We use the omnidirectional mode of directional

antennas for broadcasting. A similar model is used by Subramanian and Das [85].

We use the following notation. OM stands for omnidirectional mode and DM

stands for directional mode. An OD node is an omnidirectional node and a D node

is a directional node. We define the following communication ranges: 0-0 is the

possible communication range when both nodes are OD nodes. We define D-O range

when the sender, a D node uses directional transmission and the receiver is an OD

node. Similarly the definitions of O-D range and D-D range follow. We mention the

values of ranges and other relevant values in the simulations section in the following

chapters.



Figure 4-2: Radiation pattern of the antenna model used in this thesis

Other antenna models

Ramanathan [74] in one of his earliest papers on smart antennas assumes that the

antenna can only transmit directionally and receive only in omnidirectionally. How-

ever, subsequent work by other researchers [15, 54, 18, 33] assume that there are two

separate antennas and receiving is possible in both directional as well omnidirectional

mode, and transmitting is possible in directional mode only. Thus for this model, the

notion of a broadcast doesn't exist. A comprehensive listing of antenna models used

in ad hoc networks can be found in [49]. We discuss features and issues of directional

antennas in the next section.

4.3 Features and Issues

Directional antennas have a higher gain in the direction of interest and a reduced gain

in other directions. These features provide a few advantages that can be leveraged in

wireless ad hoc networks. These are:

1. Increased network capacity because of higher spatial reuse [49, 93]. This can be

attributed to the radiation pattern of directional antennas, which allow more

simultaneous conversations compared to omnidirectional antennas (Figure 4-3).



Yi et al. [93] derive the capacity of an ad hoc network with directional antennas,

they show that the capacity of a network that uses directional antennas increases

by a constant factor over a network that uses omnidirectional antennas.

Figure 4-3: Increased spatial reusability with directional antennas [49]

2. Improved routing performance and network connectivity due to increased trans-

mission gain (Figure 4-4). Directional antennas have a higher gain (in the direc-

tion of the main lobe) than omnidirectional antennas, and hence for the same

power, directional antennas have a higher transmission/reception range than

omnidirectional antennas. This also implies that it is possible to reduce the

power-consumption of a node while transmitting.

Figure 4-4: Increased transmission range of directional antennas

3. Increased signal quality and reduced interference because of directionality of

the radiation pattern.

4. Reduced eve-dropping or increased security because of directionality in trans-

mission. Directional antennas are used for reducing wormhole attacks in wireless

ad hoc networks [38].

Directional antennas share some of the same problems as omnidirectional antennas

such as hidden terminal problems. In addition, there are new problems introduced
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Figure 4-5: Deafness problem with directional antennas [49]

by directionality. These are the deafness and directional hidden terminal problem.

Deafness occurs when a node is trying to transmit to another node, whose beam is

pointing in another direction. Figure 4-5 depicts a deafness scenario. In this figure,

node C is trying to transmit to node A and node A cannot hear node C's attempts

as node A is engaged in a conversation with node B. The deafness scenario leads

to a decrease in the throughput, and in worst case, deadlocks can happen in some

networks [49]. We discuss different kinds of deafness scenarios in the next chapter.

Figure 4-6 shows a simple scenario where the directional hidden terminal problem

occurs. Nodes A and B and C and D are engaged in a conversation. Node C finishes

its conversation with node D and then wants to communicate with node A. However

node C's communication attempts collide with the data reception at A.

Figure 4-6: Directional hidden terminal problem

Some of the above mentioned issues with directional antennas can be alleviated

by using an appropriate MAC protocol.

In heterogeneous networks that have omnidirectional as well as directional nodes,

the difference in gain between the directional and omnidirectional modes creates new

issues. One of these is the presence of unidirectional links. These links occur in the

network because of the difference in the gain of an omnidirectional antenna and a



directional antenna. We discuss the effect of these unidirectional links in Chapter 6.

In the next chapter, we discuss MAC protocols for directional antennas.





Chapter 5

Medium Access Control Protocols

In this chapter we discuss medium access control (MAC) protocols for wireless net-

works that use directional antennas. We propose a new MAC protocol for directional

antennas, request-to-pause-directional-MAC (RTP-DMAC).

5.1 Introduction

MAC protocols specify the rules for using a shared communication medium so that

collision-free communication is realized. Bandwidth is scarce in wireless ad hoc net-

works, and hence every transmission should contribute to the overall throughput with

as little control overhead as possible [59]. Thus, a MAC protocol is needed for efficient

communication in wireless ad hoc networks.

Most of the work on MAC protocols for wireless networks assumes that omnidi-

rectional antennas are used at the physical layer. In this chapter, we discuss MAC

protocols for wireless networks that use smart (directional) antennas. The remainder

of the chapter is organized as follows. One of the commonly used MAC protocols for

wireless ad hoc networks is the 802.11b MAC protocol, which implicitly assumes that

omnidirectional antennas are used at the physical layer. In Section 5.2, we discuss

this protocol and in Section 5.3, we discuss modifications that have been proposed by

researchers to this protocol for using directional antennas at the physical layer. These

modifications improve the spatial reusability in networks. However with these mod-



ifications, the deafness problem and new variations of the hidden terminal problems

arise. We discuss these problems in Section 5.4. In Section 5.5, we propose a new

MAC protocol, RTP-DMAC for directional antennas, which reduces the impact of the

deafness problem. We evaluate the performance of this MAC protocol in Section 5.6.

In Section 5.7, we discuss previous work on MAC protocols for directional antennas.

Finally, we draw relevant conclusions in Section 5.8.

5.2 802.11b DCF Protocol

The IEEE 802.11b standard specifies the MAC protocol for wireless local area net-

works (WLANs) using infrared (IR) waves or radio waves in the industrial, scientific,

and medicine (ISM) band of the radio spectrum that operates between the 2.4GHz

and 2.5GHz frequency range. Later extensions to the standard specify details of op-

eration in other frequency ranges. More details about the standard can be found here

[40].
The 802.11b MAC specifies two modes of operations, namely the independent or

the ad hoc mode and the access point mode. Since we are concerned with ad hoc

networks, we assume that nodes use the ad hoc mode, which is also known as the dis-

tributed coordination function (DCF). The DCF has three main components: carrier

sense multiple access/collision avoidance (CSMA/CA), truncated binary exponential

backoff mechanism, and the optional handshake mechanism. CSMA mechanism en-

sures that nodes sense the medium before transmitting any unicast data and the CA

part ensures that all unicast data is acknowledged. When the acknowledgment is lost

or doesn't arrive, nodes assume that data is lost and retransmit the data.

The DCF has a truncated binary exponential backoff mechanism that enables the

nodes to determine a proper scheduling rate and have a fair chance to access the

medium. A node when it wishes to transmit, senses (physical carrier sensing) the

medium for a minimum amount of time called the distributed inter frame spacing

(DIFS). If the medium is sensed to be idle for the entire DIFS period, the node waits



for a random number of time slots 1. If the medium is sensed to be busy, the node

waits for the medium to be idle before starting its random wait period. If the node

has already started its wait period, and it senses a transmission, it freezes its backoff

counter. The backoff counter is started only after the medium is idle for the DIFS

period. The node chooses the random number between 0 and its current congestion

window (CW) plus 1 (i.e., between 0 and CW+1). The value of CW is chosen from

a set of specified values, and these values are in the range CWmi, to CW,ax. CW is

initially equal to CWmi, and its value is doubled after every unsuccessful transmission

(CWnew + 1 = 2 * (CWold + 1)). The value of CW can go up to CWmax and if there is

a further retransmission, the packet is dropped. After every successful transmission,

the value of CW becomes CWmin.

We now discuss the handshake mechanism in detail.

Handshake mechanism

The DCF specifies an optional handshake mechanism, which is used for reserving the

medium so as to reduce hidden terminals around the transmitter and the receiver

nodes [59]. Hidden terminals cause collisions in the network and lead to wastage of

the throughput. A collision due to a hidden terminal occurs when two different nodes,

which are out of communication range, communicate with a common receiving node

(Figure 5-1). Because of the collision, the receiving node usually cannot decode either

of the messages and both the messages are lost.

The handshake mechanism (Figure 5-2) is also termed as the virtual carrier sensing

mechanism as nodes use the handshake messages to gets information about the state

(idle or busy) of the medium. A node S that wishes to communicate with another

node R, sends a request to send message (RTS) message to R. Node R, if it is free

sends a clear to send (CTS) message to node S. Node S then sends the data and once

the data is successfully received at R, R sends back an ACK message acknowledging

the receipt of the data. Nodes that overhear the RTS or the CTS message update their

network allocation vectors (NAVs) with the total duration of the transaction, which is

'Each slot in 802.11b is 20ps



Figure 5-1: Hidden terminal problem

specified in these messages. The NAV provides the virtual carrier sensing mechanism

indicating if the medium is busy or idle and if it is busy, when it is expected to be

idle. In the above described handshake mechanism, a node is said to be "free" when it

is not communicating with other nodes or its NAV indicates that the medium is idle

[59]. The handshake mechanism solves the hidden terminal problem at an additional

overhead of the RTS and CTS packets.

BACKOFF SIFS

SOURCE RTS DATA
(S)

DESTINATION
(R)

OTHER
NODES

Figure 5-2: Handshake mechanism in 802.11b DCF protocol [59]

The DCF protocol has been designed assuming that omnidirectional antennas are

used at the physical layer. In order to leverage the advantage of using directional

antennas at the physical layer, the 802.11b MAC protocol needs some modifications.

We now discuss these modifications.



5.3 Modifications to 802.11b DCF Protocol

In this section we discuss directional-NAV (DNAV) and directional handshake [86, 171

mechanisms that have been proposed to 802.11b DCF protocol for directional anten-

nas. These mechanisms improves the spatial reusability in networks with directional

antennas.

5.3.1 DNAV

The NAV component of the 802.11b DCF protocol provides the virtual carrier sensing

mechanism, which reduces the occurrence of hidden terminal problems in the network.

When a node receives a RTS/CTS message, the node blocks its transmissions in all

directions as any transmission can cause a collision with the on-going communication.

With DNAV, nodes do not transmit in the direction in which they have received the

RTS/CTS message until the duration specified in the RTS/CTS message. However,

nodes are free to transmit in any direction that is sufficiently different from the

direction in which they heard the RTS/CTS message. The sufficiency is determined

from the beam-width of the directional antennas.

RTS/CTS

Figure 5-3: DNAV improves spatial reusability [17, 86]

Figure 5-3 explains the usage of DNAV. Node A receives an RTS/CTS from node



B and hence its DNAV in the direction of B is set. The dotted lines show the angle

for which the DNAV is set. Since the DNAV is set in the direction of B, node A can

communicate with node C. DNAV improves spatial reusability as now node A is able

to communicate with node C. Ideally, the angle for which the DNAV is set and the

beam-width should be the same, i.e. in the figure the dotted lines and the solid line

should overlap [17, 15].

5.3.2 Directional Handshake scheme

The DCF employs the RTS/CTS mechanism to reduce the probability of hidden

terminals in the network. Instead of transmitting RTS/CTS using the omnidirectional

mode, a node that uses directional antennas can transmit these messages in the

directional mode. The directional transmission/reception of these messages improves

the spatial reusability as most of the radiation is along the line joining the transmitter

and the receiver. In order to transmit RTS/CTS directionally, nodes should know

the relative locations of the transmitters/recipients. Existing MAC protocols assume

that this information is available via using GPS or via an elaborate neighbor discovery

process [73]. Some MAC protocols [86] assume that when a node receives a message,

it is possible to determine the angle of arrival (AOA) information. By caching this

information, nodes can determine the direction information of its neighbors.

MAC protocols for directional antennas transmit data and ACK directionally.

Thus when they use directional handshake mechanism, all transmissions are direc-

tional. Further is is possible to employ a directional carrier sensing which further

enhances the spatial reusability.

However using directional RTS/CTS causes deafness and directional hidden ter-

minal problems, which are discussed in the next section.

5.4 Issues with directional antennas

In this section, we discuss deafness, hidden terminal, and backoff related issues with

directional antennas.



5.4.1 Deafness

Deafness refers to the situation where a sender node is trying to communicate with

a receiver node and the receiver node cannot hear the sender node's attempts as the

receiver node's beam is pointing in a different direction. Fig. 5-4 depicts a deafness

scenario, in which node C is trying to transmit to node A, and node A cannot hear

node C's attempts as node A is engaged in a conversation with node B. In this scenario

when C tries to communicate with A, node C waits for a CTS from A. After certain

time, node C times out and enters the backoff phase by doubling its CW. Node C now

likely has to wait for a longer time than it waited previously to access the medium and

try communicating with A again. Further, node A is not aware of C's communication

attempts and A also has a higher chance of accessing the medium before C as A's

CW is lower than that of C's CW. This worsens the situation for node C when node

A again is engaged in communication with node B. Severe forms of deafness lead to

wasted bandwidth and unnecessary backoff. The backoff is unnecessary because there

is no real congestion at node A. Some extreme forms of deafness lead to deadlock,

and in chain topologies cascading effects of deafness are seen [17].

A
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Figure 5-4: Deafness problem with directional antennas [49]

Gossain et al. [33] identify different types of deafness scenarios. These are:



* "Destination engaged in communication". This type of deafness is similar to

the scenario depicted in Fig. 5-4. This occurs usually in MAC protocols that

use directional handshake schemes. This type of deafness can be avoided using

an omnidirectional handshake scheme, but such a scheme reduces the spatial

reusability to a great extent [33].

Figure 5-5: Deafness due to unheard RTS/CTS [33]

* "Unheard RTS/CTS". Figure 5-5 depicts this type of deafness. Here node C and

node D and node A and node B are having a conversation. Once node C finishes

the conversation with node D, it wants to communicate with node A, and sends

a directional RTS towards node A. Since node A is in conversation with node

B, the RTS from C either collides with node A's data (if A is the receiver, and

hence will be a hidden terminal problem) or node A cannot respond (if it is

the transmitter, because of the half-duplex nature of wireless communications)

with a CTS. This type of deafness occurs with all types of MAC protocols that

use directional handshake schemes [33]. Subramanian and Das [85] propose a

solution to this problem using a window-based mechanism. This mechanism is

similar to the solution proposed by Acharya et al. [1] for the exposed terminal

problem.

* "Precautionary deafness at the receiver". This type of deafness occurs when

a receiving node does not respond with a CTS because sending a CTS would

cause a collision to an ongoing communication. In Figure 5-6, node A and node

C are communicating. They use their directional beams for sending the RTS

(sent through node A's beam 1) and CTS (sent through node C's beam 3).

Node D hears node A's RTS and node B hears node C's CTS, and hence node

D sets its DNAV for its beam 3. Similarly node B sets its DNAV for its beam



2. Node D tries to communicate with node B and does not get any response

because node B has set its DNAV for beam 2, and it can only respond to node

D's RTS using this beam [33].
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Figure 5-6: Precautionary deafness at the receiving node [33]

This type of deafness also occurs with omnidirectional antennas and is known as

the blocking problem. The blocking problem can lead to false blocking scenario,

which leads to reduction in throughput. Details of the false blocking problem

and a solution to this problem are found in [75].

* "Persistent hearing of data". This occurs when a node is engaged in receiving

data that is not intended for it. This can cause deafness as there might be other

nodes trying to communicate with this node [33]. This problem is also termed

as capture and a capture aware routing protocol was proposed by Choudhury

[15]. This routing protocol uses multiple-beam directional antennas to mitigate

the capture problem.

5.4.2 Hidden terminal problem

In the above deafness scenarios, it can happen that the message from the sender node

can collide with the message reception (e.g. in the case of "Destination engaged in



communication" [33]) and in such a case, the problem is a hidden terminal problem.

5.4.3 Problem with backoff scheme

Figure 5-7: Chain topology to study the effect of deafness

The backoff scheme employed by 802.11b aggravates the deafness problem [49].

Consider a simple scenario, shown in Figure 5-7, where node A is sending data to

node C via node B. Assume that nodes A, B, and C use directional antennas and use

directional handshake scheme. When node A sends the packet to node B, now node A

and node B have a packet to send (node A to node B and node B to node C) and both

of them compete for the medium using the random backoff value. In this case both A

and B choose the backoff values from [0, cwmi, + 1]. Consider the scenario when node

B gets access to the medium before node A. In such a case, node A cannot sense node

B's transmissions (because of directional transmissions) and sends a RTS message to

node B. Due to the half-duplex nature of nodes in wireless communication, node B

cannot hear node A's RTS message as it is transmitting its RTS message. Further

nodes A and B use directional physical carrier sensing, which does not allow either of

them to sense the other node's transmissions. Node A now times out and increases



its congestion window and is likely to choose a higher backoff value for its next RTS

transmission.

Table 5.1 shows the time taken for transmitting an RTS and a CTS message

(including the short inter frame spacing), average time spent in the backoff and the

DIFS, and the time taken for transmitting a message of size 1500 Bytes. The average

time spent in the backoff is calculated as C in times the slot duration (equal to

15*20/ps for 802.11b). From this table, we can infer that by the time the RTS/CTS

handshake is finished, nodes on an average would have increased their CW at least

once (as average time spent in the backoff +DIFS is less than the time for RTS/CTS

handshake). We also see that by the time the data transmission (between nodes B

and C) is finished, node A would have backed off multiple times and in worst case,

would even have dropped a packet.

Rate RTS + CTS Backoff + DIFS Data (1500B)
1 Mbps 672 /is 350 1as 12,192 ps
11 Mbps 410 ILs 350 us 1324 ps

Table 5.1: Transmission times for different messages

To summarize the above scenarios, node A becomes deaf even before node B

finishes the RTS/CTS handshake, i.e. even before the data transmission starts. Thus

to reduce the impact of deafness, nodes should inform their neighbors as soon as

their handshake is finished. Further even if the nodes inform the neighbors of their

impending transmissions, there is a good chance that nodes would have increased

their backoff window at least once. Thus, to alleviate the impact of deafness, nodes

that have suffered from deafness should reset their backoff window, CW to CW, ,.

We use these observations to design the RTP-DMAC protocol, which we discuss in

the following section.

5.5 RTP-DMAC protocol for directional antennas

RTP-DMAC is a cross-layer protocol that uses neighbor information and the incoming

flow information from the routing layer. It also incorporates a backoff reset scheme



that reduces the aggravation of nodes due to deafness. Existing solutions to solve the

deafness problem either use a MAC layer approach or just use the neighbor location

information from the routing layer. We describe the motivating reasons for developing

a cross layer approach and then describe the protocol.

5.5.1 Motivation

Existing protocols for directional antennas consider the problem of deafness at the

MAC layer. In the previous section, we saw that the underlying reason for the cause

of deafness is that nodes fail to inform neighbors from which they expect an inflow.

In RTP-DMAC, a node informs about an impending communication to only those

neighbors from which it expects an inflow. We illustrate this with an example.

Consider the previous example (Figure 5-7), when node B is sending data to node

C, node A does not know about the transmission (we are using directional handshake

messages). So when node B is ready to transmit data to node C, it should inform

node A about its impending data transmission. This will allow node A to set its

DNAV.

The RTP-DMAC protocol is similar to a multiple-RTS-CTS MAC protocol [33],

where multiple RTS/CTS messages are sent by nodes so that the deafness issue is

avoided. One of the disadvantages of the multiple RTS-CTS method is the increase in

the number of RTS/CTS messages. In many cases, it happens that all the RTS/CTS

messages are not needed. Consider the scenario shown in Figure 5-8, which shows

what nodes are informed with the RTS/CTS messages. It happens that all the nodes

need not receive the RTS/CTS messages as some of them do not have any flow towards

the RTS/CTS transmitting nodes.

5.5.2 Protocol Details

The RTP-DMAC protocol is an extension to the DMAC [17, 86] protocol. The DMAC

protocol is an extension to the DCF, with the DNAV and directional handshake mod-

ifications. In RTP-DMAC, nodes use directional handshake, directional data transfer
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Figure 5-8: Multiple-RTS-CTS-DMAC: informing the neighbors

and directional acknowledgment. Nodes using RTP-DMAC perform the physical

carrier sensing in an omnidirectional manner. A detailed discussion on the utility

of omnidirectional carrier sensing over directional carrier sensing can be found in

[15, 54, 18].

We define a new message frame called the request-to-pause (RTP). Nodes send

RTP frames to nodes from which they expect an inflow. Nodes which hear the RTP

messages set their DNAVs accordingly. Nodes that have a flow towards the node

which sent the RTP frame and if they have suffered from deafness, reset their backoff

window to CW,,, so that the aggravation due to deafness is minimized. The RTP

frame is sent before the handshake or after the handshake and before the data transfer.

Informing the upstream neighbors before the handshake can be counter productive

as the receiving node may be busy and may not respond with a CTS message. In

this case, nodes which received the RTP frame would have set their DNAVs and are

waiting unnecessarily. Hence, the RTP frame is only sent after a successful handshake.

Figure 5-9 shows the message sequence in the RTP-DMAC protocol.

The frame format of the RTP frame is similar to that of the RTS frame. It has

the same fields as that of an RTS message. In RTP-DMAC, the duration field in

RTS/CTS frames include time for transmitting the RTP frames as well as data and

the acknowledgment frames. The RTP frame also has a duration field, whose value

includes the time taken for transmitting data and the acknowledgment frames.

We implemented the RTP-DMAC in the Qualnet simulator. We evaluate the
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Figure 5-9: RTP-DMAC: Message sequence

performance of the RTP-DMAC protocol in the following section.

5.6 Evaluations

In this section, we evaluate the performance of different MAC protocols in three

different topologies. These topologies are commonly used in evaluating the deafness

scenarios in directional antennas [18, 54]. We use Qualnet (ver 3.9) [71] simulator for

our simulations. Nodes use 802.11b radios with a fixed transmission rate of 11Mbps.

The packet size is 1500 B and we use UDP flows. The points on the following graphs

represent an average value of 20 runs. In the following three topologies, the adjacent

nodes are separated by a distance of 250 m (175 m horizontally and 175 m vertically).

The communication range is 290 m.

We evaluate the following MAC protocols: DMAC with directional carrier sensing

(DMAC-DCS), DMAC with omnidirectional carrier sensing (DMAC-ODCS), RTP-

DMAC (with and with out backoff reset mechanism). We evaluate RTP-DMAC

with and with out the backoff reset mechanism so as to study how the backoff reset

mechanism reduces deafness aggravation. In DMAC, nodes transmit the RTS, CTS,

data, and the ACK frames directionally. For the simulations, we assume that nodes

know their neighbor locations and hence, they know the beam by which they can



reach them. We use throughput (from the source node to the destination node),

data delivery ratio (defined as the ratio of the number of data packets received by

the destination to the number of data packets sent by the source node), and end-

to-end delay (defined as the average delay of the data packets that have reached

the destination node) as the performance metrics for evaluating the MAC protocols.

We use DMAC-DCS as the base case for comparing the performance of the MAC

protocols.

Topology 1 (Figure 5-10(a)) has 3 nodes, where two nodes communicate with a

single node. When node B is communicating with node A (node C), node C (node

A) suffers deafness. Figures 5-10(b), 5-10(c), and 5-10(d) show the throughput, data

delivery ratio, and the end-to-end delay respectively for the 4 MAC protocols. We

see that RTP-DMAC improves throughput up to 11% over the base case and DMAC-

ODCS improves throughput up to 8%. We see that just sending the RTP frame

improves the throughput up to 6% and enabling the backoff reset mechanism further

improves the throughput up to 6%. RTP-DMAC also improves the data delivery

ratio. Transmitting the RTP frame incurs an additional overhead and this is seen

in the end-to-end delay. RTP-DMAC without the backoff reset mechanism incurs

higher delay than DMAC-ODCS. However, by enabling the backoff reset mechanism

reduces the end-to-end delay. For this scenario, RTP-DMAC (with the backoff reset

mechanism) has a better performance than the other MAC protocols.

In the second topology (a chain topology, Figure 5-11(a)) there are 4 nodes; node

A is the source node and node D is the destination node. Node A sends data to D

via nodes B and C. We use this topology to study the cascading effect of deafness.

When node C is communicating with node D, nodes A and nodes B suffer deafness

(cascading effect). Further, topologies of this kind (multi-hop) are commonly used

in ad hoc networks. Figures 5-11(b), 5-11(c), and 5-11(d)show the throughput, data

delivery ratio, and the end-to-end delay respectively for the four MAC protocols. We

see that RTP-DMAC improves throughput up to 35% over the base case and DMAC-

ODCS improves throughput up to 25%. We see that just sending the RTP frame

improves the throughput up to 27% and enabling the backoff reset mechanism further
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improves the throughput up to 7%. RTP-DMAC also improves the data delivery ratio.

The additional overhead incurred by transmitting the RTP frame is seen in the end-

to-end delay. As in the previous case (i.e. topology 1), RTP-DMAC without the

backoff reset mechanism incurs higher delay than DMAC-ODCS. However, enabling

the backoff reset mechanism reduces the end-to-end delay. Again for this scenario,

RTP-DMAC (with the backoff reset mechanism) has a better performance than the

other MAC protocols.

In the third topology (Figure 5-12(a)), there are 3 nodes and the data flow is

between nodes A and nodes C (2-hop flow). Node A suffers deafness, when node

B is communicating with node C. Figures 5-12(b), 5-12(c), and 5-12(d) show the

throughput, data delivery ratio, and the end-to-end delay respectively for the 4 MAC

protocols. We see that RTP-DMAC improves throughput up to 22% over the base

case and DMAC-ODCS improves throughput up to 8%. We see that just sending

the RTP frame improves the throughput up to 17% and enabling the backoff reset

mechanism further improves the throughput up to 5%. RTP-DMAC also improves

the data delivery ratio. We observe a similar performance of the MAC protocols for

the data-delivery ratio and the end-to-end delay metrics as in the previous topologies.

We now evaluate the performance of these MAC protocols in a random topology.

The random topology consists of 30 nodes in a 1000m x 1000m grid. There are 5 flows

in the topology. The routes are assigned statically. Figure 5-13(a), 5-13(b), and 5-

13(c) show the throughput, data delivery ratio, and the end-to-end delay respectively

for the 4 MAC protocols. We see that RTP-DMAC improves throughput up to 28%

over the base case and DMAC-ODCS improves throughput up to 18%. We see that

just sending the RTP frame improves the throughput up to 23% and enabling the

backoff reset mechanism further improves the throughput up to 5%. RTP-DMAC

also improves the data delivery ratio and the end-to-delay. The performance of the 4

MAC protocols for these metrics is similar to their performance for the throughput

metric.

We see that RTP-DMAC (with the backoff reset mechanism) has a better perfor-

mance than the other MAC protocols. We summarize the evaluations in the following.
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5.6.1 Summary of evaluations

To summarize the results of evaluation, we find that RTP-DMAC with the backoff

reset mechanism has a better performance (in terms of throughput) compared to

the other MAC protocols. Since these topologies have been specifically designed

for studying the effect of deafness and since RTP-DMAC has a better performance

in these topologies, we expect that it will have a better performance in a random

topology too. The results of evaluation in the random topology chosen for simulation

confirm the same.

Overall (in the three topologies), RTP-DMAC with the backoff reset mechanism

improves the throughput up to 35% and just by sending the RTP frame (i.e. RTP-

DMAC without the backoff reset mechanism), we observe an improvement in the

throughput up to 27%. We also observe that omnidirectional carrier sensing improves

the throughput up to 25%. The last result agrees with the previous results in [18, 54].

In the random topology, performance of the RTP-DMAC protocol is better than

the others in all the three evaluation metrics. There is an increase in the throughput

up to 28% with RTP-DMAC with the backoff reset mechanism.

From the above results, we conclude that RTP-DMAC is a better MAC protocol

than DMAC, omnidirectional carrier sensing is better than directional carrier sensing

for reducing the impact of deafness, and the backoff reset mechanism improves the

performance of RTP-DMAC in a significant manner. Having evaluated the perfor-

mance of RTP-DMAC, we review some of the existing work done on MAC protocols

for directional antennas in the next section.

5.7 Previous Work

In this section, we discuss 802. lb-based protocols for directional antennas. We clas-

sify these MAC protocols into two categories, MAC protocols that have been proposed

for using directional antennas and MAC protocols that are designed to solve deafness

and hidden terminal problems with directional antennas.
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5.7.1 MAC protocols for directional antennas

Choudhury et al. [17] describe a protocol (directional-MAC, DMAC) that uses direc-

tional NAV (DNAV) for virtual carrier sensing. Their protocol is an adaptation of

the 802.11b protocol for directional antennas. In their protocol, they use a directional

CTS/RTS handshake for reserving the channel. They discuss the deafness and hidden

terminal problem associated with directional antennas. These problems are further

studied by Li et al. [49, 50], Safwat [51], and Gossain et al. [33]. Takai et al. [86]

also propose a similar MAC protocol to DMAC that has the DNAV and directional

handshake mechanism. However this MAC protocol uses an omnidirectional RTS

when the direction of the recipient is unknown, and further they assume that at the

physical layer the nodes have the capability to determine the angle of arrival (AOA).

Choudhury et al. [19] extend the DMAC protocol to the Multi-hop RTS MAC

protocol (MMAC protocol). This MAC protocol exploits the extended communication

range that is possible with directional antennas. The basic principle of this protocol

is to use multihop for RTS transmission and use a single hop for the CTS and data

transfer.

Takai et al. [87] present an adaptive range control algorithm (ARC) that is imple-

mented at multiple layers of the communication stack. ARC uses directional reception

rather than directional transmission in order to reduce the interference.

Kobyashi and Nakagawa [45] suggest using the 802.11b DCF protocol on a per

antenna basis. Their system consists of sectored antennas and for each antenna, the

802.11b DCF protocol is used.

Takata et al. [88] propose a MAC protocol that reduces the location information

staleness in mobile ad hoc networks. Their protocol called smart antenna based wider-

range access MAC protocol (SWAMP) uses omnidirectional RTS/CTS and directional

data transmission/ACK. They also investigate the optimization of parameters like

beam-width, retry limit, TTL, etc. for reducing the location information staleness.

Nasipuri et al. [61] develop a power control scheme for the MAC layer. The power

control scheme is used to maintain a minimum signal-to-interference-plus-noise ratio
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(SINR) at the receiver. In this scheme, the RTS/CTS packets are sent with full power

and are utilized to determine the minimum SINR for transmitting the data packets.

The data packets are thus transmitted with a power so that the minimum SINR is

maintained at the receiver.

We now discuss MAC protocols that are designed for solving deafness and hidden

terminal problems.

5.7.2 MAC protocols that solve deafness and hidden termi-

nal problems

As mentioned earlier, Li et al. [49, 50], Safwat [51], and Gossain [33] discuss various

kinds of deafness problems. We discussed these different types of deafness scenarios

in Section 5.4. We now discuss MAC protocols that have been proposed to solve the

deafness and hidden terminal problems.

Most of the existing solutions for solving the deafness problem involve sending

multiple RTS and multiple CTS packets. The idea behind sending multiple RTS/CTS

packets is to avoid the deafness problems around the transmitter and the receiver

nodes. Nodes that hear these messages update their DNAV and avoid transmitting

in direction of the received RTS/CTS message. ElBatt et al. [25] evaluate the trade-

offs between omnidirectional and directional reservation schemes. They propose a

handshake scheme in which the RTS/CTS messages are sent omnidirectionally with

the beam indices indicated in the RTS/CTS messages. Neighbor nodes that hear

the RTS/CTS messages avoid transmitting in the directions indicated by the beam

indices in the RTS/CTS messages. Korakis et al. [46] propose a MAC protocol in

which multiple RTS/CTS messages are transmitted to inform the neighbors about

the impending data transmission. Gossain et al. [34] propose a multiple RTS/CTS-

based MAC protocol to solve the problems of deafness and hidden terminal problems.

Instead of transmitting the RTS/CTS messages in all directions, these messages are

only transmitted in diametrically opposite directions so as to minimize the delay

occurred in transmitting these messages. They use a deafness table in addition to
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DNAV so as to differentiate between a collision and a deafness scenario.

Transmitting multiple RTS/CTS schemes solves the deafness problem to some

extent. However as mentioned in Section 5.4.3, 802.11b's backoff scheme aggravates

the deafness problem, which the above multiple RTS/CTS schemes do not consider.

Choudhury and Vaidya [18] propose a tone-based MAC (ToneDMAC) protocol

for solving the deafness problem. In this protocol, the channel is split into two

sub-channels, one for data transmission and the other for tone transmission. Once

the data transmission is finished and the acknowledgment has been received, nodes

transmit a tone indicating that a data transfer has just been finished. Nodes in the

near vicinity of the transmitting/receiving nodes hear this transmission and will reset

their backoff window to CWm,, if they are affected by deafness. The tone frequencies

are based on the node identifiers. This MAC protocol doesn't avoid deafness but

only alleviates deafness of nodes. A similar tone-based MAC protocol, dual-tone

DMAC to avoid deafness is proposed by Koo and Jwa [44]. In this protocol, nodes

transmit a start/stop tones to indicate the start/stop of the transmission. The idea

of transmitting a start tone is to avoid retransmissions to the transmitting node, so

that collisions are avoided. The dual-tone DMAC has a better performance than the

ToneDMAC as it prevents deafness.

Takata et al. [54] propose a novel MAC protocol in which they use a combination

of receiver-initiated and sender-initiated data transfer to solve the deafness problem

with directional antennas. The receiver-initiated mode is used when nodes experience

deafness and the default mode is the sender-initiated mode (which is the same in

802.11 DCF protocol). They also define a ready to receive (RTR) message format to

poll nodes that could have potentially been affected by deafness. They observe that

RI-DMAC outperforms ToneDMAC and DMAC protocols.

Subramanian and Das [85] have proposed a MAC protocol, for solving the deafness

and the directional hidden terminal problem. They assume that the omnidirectional

transmission range is the same as the directional transmission range. They use om-

nidirectional RTS/CTS transmission to inform the neighbors about the impending

data transmission/reception. They use beam indices (similar to Elbatt et al. [25]) in
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these messages to indicate the neighbors of the impending transmission. They extend

the scheme proposed by Acharya et al. [1] and others to solve a variant of the hidden

terminal problem. In this scheme, nodes wait for a short interval after they transmit

the RTS so that any nearby node contemplating data transfer can start transmitting

its RTS message. This way multiple transmissions can be scheduled and the through-

put can be enhanced. They find that their MAC protocol outperforms the DMAC

protocol.

In 802.11 MAC protocol, nodes perform physical carrier sensing. Nodes sample

the channel and estimate the energy in the medium and compare it with a threshold to

know if the channel is busy or idle. This is known as clear-channel-assessment (CCA).

Li and Yang [50] propose a CCA threshold-based method for completely eliminating

deafness without making any significant changes to the 802.11 MAC protocol. They

use a channel scattering model to make the simulations more realistic. Simulations

in existing research do not consider channel scattering models.

5.8 Conclusions

In this chapter, we studied MAC protocols for directional antennas. We briefly dis-

cussed the 802.11b MAC protocol and the modifications to it for using directional

antennas at the physical layer. These modifications include the DNAV and directional

handshake mechanism [17, 86]. We then discussed the deafness issue that occurs in

networks with directional antennas because of the above modifications. We discussed

how 802.11b's backoff scheme aggravates the deafness issue.

We proposed a new MAC protocol for directional antennas, RTP-DMAC, which

is an extension to DMAC [17, 86] to mitigate the impact of deafness. This protocol

is a cross-layer protocol that uses inflow and neighbor information from the routing

layer. Further we defined a new message frame, RTP, which informs the neighboring

nodes about the impending transmission so that the impact of deafness is minimized

on these nodes. We also studied some of the existing MAC protocols for directional

antennas.
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Finally, we evaluated the performance of RTP-DMAC protocol in topologies specif-

ically designed for studying the impact of deafness and also in a random topology.

The results show that RTP-DMAC has a better performance than DMAC and the

backoff reset mechanism in RTP-DMAC improves the performance in a significant

manner.

In the next chapter, we discuss routing in heterogeneous networks consisting of

omnidirectional and directional antennas.
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Chapter 6

Routing in Heterogeneous

Networks

In this chapter we discuss routing in heterogeneous wireless ad hoc networks. We

discuss the design of three new routing metrics: ETX1, unidirectional-ETX(u-ETX),

and unidirectional-ETX1(u-ETX1) for heterogeneous networks. The ETX1 metric is

based on the work done by Cheekiralla and Engels [12] 1

6.1 Introduction

Routing is the process of finding routes so that nodes in a network can use these

routes to communicate. It consists of two main components, the routing protocol

and the routing metric. The routing protocol specifies the rules for finding the routes

and the metrics specify quality of the route. The goal of routing is to find a correct

and an optimal route to the destination in an efficient manner.

Routing protocols for ad hoc networks can be classified as on-demand or reactive

routing protocols and proactive routing protocols. In reactive routing, nodes invoke

the route discovery process when they don't have the route to a destination node.

Route maintenance is also done on a reactive basis, and new routes are found only

1Copyright @2006 IEEE. Parts of this chapter are reprinted from: Sivaram Cheekiralla and
Daniel W. Engels. Routing in Heterogeneous Wireless Ad Hoc Networks. In Proceedings of WiMAN
2007, Hawaii, USA, August 2007.
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when a link is broken. However in proactive routing, nodes discover and maintain

routing tables on a continuous basis.

Routing protocols for wireless ad hoc networks assume that the network is ho-

mogeneous. We are interested in the problem of routing in heterogeneous networks

with nodes that either use an omnidirectional antenna or a beamforming (directional)

antenna.

Since directional antennas have a superior performance compared to omnidirec-

tional antennas, we assume that a network of omnidirectional and directional anten-

nas has a better performance than a network of omnidirectional antennas. We study

the problem of routing in such heterogeneous networks and discuss designing routing

metrics for these networks.

The remainder of the chapter is organized as follows. In Section 6.2, we discuss

the requirements for designing routing metrics for heterogeneous networks. In Section

6.3, we discuss the new routing metrics: ETX1, U-ETX, and U-ETX1. In Section

6.4, we discuss the routing protocol and the route discovery process. In Section 6.5,

we discuss MAC layer issues that need to be considered when using the proposed

routing metrics. We evaluate the proposed routing metrics in Section 6.6 and discuss

previous work in Section 6.7. Finally, we draw the relevant conclusions in Section 6.8.

6.2 Requirements

Routing metric specifies quality of the route, e.g. the metric could specify the distance

between the source and the destination nodes or the travel time for a data packet

between the source and the destination. Commonly used routing metrics for wireless

ad hoc networks include hop count, expected number of transmissions (ETX) [20],

expected travel time (ETT) [24], etc. All these metrics have been proposed for ho-

mogeneous networks. We identify requirements of routing metrics for heterogeneous

networks in the following.
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6.2.1 Unidirectional links

Networks consisting of omnidirectional and directional antennas have unidirectional

links. A unidirectional link between two nodes A and B is in which, node B is able to

hear messages from node A, but not vice-versa. Unidirectional links in heterogeneous

networks exist because of the difference in gain between a directional antenna and an

omnidirectional antenna. Consider the scenario shown in Figure 6-1, when node A

(an omnidirectional antennas) broadcasts, node B ( a directional antenna) can hear,

but not vice-versa.

Figure 6-1: Unidirectional links in heterogeneous networks

Unidirectional links and in general asymmetric links cause complications at the

MAC and the routing layers. The commonly used MAC protocol for ad hoc networks,

802.11 DCF protocol relies on bidirectional link capabilities for delivering the data.

At the routing layer, the following problems are created because of asymmetric

links [69]:

1. Knowledge asymmetry; created when node B knows about node A and not

vice-versa.

2. Routing asymmetry; created when the shortest path from node A to node B is

different from node B to node A.

3. Sink unreachability; created when the route reply (RREP) messages from the

destination node do not reach the source node.

4. Because of asymmetric links, it is possible that the routing packets (route re-

quests, route replies, etc.) can be transmitted across a link (bidirectionally), but
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not data packets2 . Using different transmission powers in the network can also

cause asymmetric links. For example, the 802.11 DCF protocol specifies dif-

ferent transmission powers for broadcast and unicast packets. Because of this,

it was found that gray zones could be found in the network where broadcast

packets could be received and not unicast packets [53].

The routing protocol should be aware of the possibility of unidirectional links

in wireless networks. For example, routing protocols like ad hoc on demand vector

(AODV) [66] are designed to work only in the presence of bidirectional links. In

this protocol, destinations simply use the reverse route from the source. However

asymmetry or unidirectionality in the network implies such a reverse route may not

exist.

Thus a routing metric for the heterogeneous networks should consider the strong

possibility of unidirectional links and should choose bidirectional links while selecting

the routes.

6.2.2 Neighbor Discovery

Apart from the unidirectionality aspect in heterogeneous networks, the routing met-

ric should allow neighbor discovery. Neighbor discovery now additionally involves

knowing the type of the antenna also. Since directional antennas have a superior per-

formance compared to omnidirectional antennas, ideally the routing metric should

choose routes that consist of as many directional antennas as possible.

We study these requirements with a simple scenario.

6.2.3 Example Scenario

Before describing the example scenario, we define our notation. OM stands for omni-

directional mode and DM stands for directional mode. An OD node is an omnidirec-

tional node and a D node is a directional node. We define the following communication

2Data packets are usually bigger in size than the routing packets, and the probability of error
increases with the increase in the size of the packet.
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ranges: 0-0 is the communication range when both nodes are OD nodes. We define

D-O range when the sender, a D node uses directional transmission and the receiver

is an OD node. Similarly the definitions of O-D range and D-D range follow. For the

current example scenario, O-D range is 500 m, D-O range is 265 m, D-D range is 520

m, and the 0-0 range is 270 m.

We consider a heterogeneous network consisting of omnidirectional and directional

networks (Figure 6-2). Consider the case when node 1 has to send data to node 25.

We assume that dynamic source routing (DSR) protocol is used for finding the route

between these two nodes. We briefly describe some of the features of DSR here and

discuss DSR in greater detail in the latter part (Section 6.4) of this chapter.

DSR is a reactive routing protocol and in order to find a route to a destination

node, a source node broadcasts a route request (RREQ) message. Intermediate nodes

relay this message until it reaches the destination. Nodes don't relay RREQ messages

that have loops in them or duplicate RREQ messages which are not better than the

original RREQ message. The route taken by a RREQ message is also embedded in

i. When ever a node relays a RREQ message, it appends its address to the address

path (also called as the source route). Nodes check the source route to detect loops.

Nodes, when they relay the RREQ messages also increment the routing metric. Once

the destination node gets the RREQ message, it sends a route reply (RREP) mes-

sage. The RREP message uses the reverse route traversed by the RREQ message.

The RREQ messages are broadcast messages, while the RREP messages are unicast

messages.

We consider two routing metrics for this example, hop count and the expected

number of transmissions (ETX). We describe ETX in detail in next section. For the

current discussion, it is sufficient to know that ETX can discover unidirectional links

in the network and penalizes them (i.e. gives a greater link cost than a bidirectional

link).

From Figure 6-2, we see the routes taken by two RREQ messages. The route

represented in the dotted line has unidirectional links, while the one in the solid
line doesn't have any unidirectional links. The destination node receives both the
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Figure 6-2: Routes chosen by hop count in a heterogeneous network

RREQ messages and it replies to the first RREQ message and the subsequent ones

that are better than the best seen so far. If the RREQ message that travels via the

shorter route reaches the destination first, then the RREQ message route that travels

via the longer route is not replied. Thus, the RREP message that uses route with
unidirectional links never reaches the source node. The RREQ message, which uses
the bidirectional links is never replied. Thus with hop count, unidirectional links
are not differentiated from bidirectional links. From the above scenario, we see that
unidirectional links should be penalized. If unidirectional links were penalized then
the RREQ message that travels the route with bidirectional links would be replied

to.

Lets consider the same scenario when ETX is used as the routing metric. As
mentioned previously, ETX detects unidirectional links (dotted line with arrows in
Figure 6-3) and also penalizes them. We see that ETX chooses the routes that have
bidirectional links (solid line with arrows in Figure 6-3) as well as routes which are
shorter than the routes chosen by hop count metric. ETX also avoids routes that have
unidirectional links thus reducing the impact of sending unwanted RREP messages.
However, in the above scenario, ETX does not utilize directional antennas in the
network to find shorter routes.
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Figure 6-3: Routes chosen by ETX in a heterogeneous network

To summarize, a routing metric for heterogeneous network should have the fol-
lowing properties:

" Discover unidirectional links and penalize them.

* Have a good neighbor discovery scheme to improve the chance of discovering

shorter routes.

Having discussed the requirements of routing metrics for heterogeneous networks,
we discuss routing metrics for heterogeneous networks.

6.3 Routing metrics

The ETX metric for homogeneous wireless ad hoc networks solves the issues that we
discussed in the previous section. We first discuss the details of ETX metric and
then suggest modifications for improving the performance of ETX in heterogeneous
networks.
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6.3.1 ETX

ETX is one of the best routing metrics for homogeneous networks with OD nodes [20].
The ETX metric is calculated in the following manner. Nodes in the network peri-

odically (every 1 second jittered up to 100 ms) broadcast specially designed probes.

A node's probes contain its neighbors and the number of ETX probes that this node
has heard from these neighbors in the last 10 seconds. Thus when a node 1 receives

a probe from another node 2, it knows how many of its probes have reached 2 in the
last 10 seconds. Further, node 1 also keeps track of the number of probes it has heard
from 2. The number of probes 2 has heard from 1 and vice-versa gives an estimate
of the quality of link between 1 and 2 (see Figure 6-4).

The ETX metric for a link is calculated as ', where df and d, are the number

of probes received in the last 10 seconds in the forward and reverse directions. If
df dr, then the link is asymmetric. The value of ETX can vary from 1 to infinity.
A value of 1 implies, the link is a very good link, and an ETX value of infinity implies
the link is unidirectional [20]. We use 100 as an approximation to infinity.

Probe of 1: Probe of 2:
2:9 1:7
3: 8 4:8

Neighbor list of 1:
2:9
3:8

ETX forA-B = 100/63 1.57

Figure 6-4: Calculation of ETX metric

To summarize, ETX [20] solves the issues mentioned in the previous section. ETX
has an inherent neighbor discovery protocol and further ETX quantifies asymmetric
links. However ETX needs some modifications so that it is possible to use directional
antennas. Using directional antennas reduces the link length and hence improve the
throughput. We propose two modifications in this thesis, the first modification is to
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use a higher transmission power. The other modification is to convert unidirectional

links to bidirectional links. We discuss these modifications and the new routing

metrics in the following section.

6.3.2 ETX1

With normal broadcast power, nodes can only discover their neighbors in the 0-0

communication range. In order to discover nodes beyond the 0-0 communication

range, nodes have to increase the default broadcast power. We propose a modifica-

tion to the ETX mechanism so that nodes not only discover the nodes in the 0-0

communication range but also some of the nodes beyond the 0-0 communication

range. This allows an OD node to potentially reach nodes beyond its 0-0 communi-

cation range. This way the destination can be reached in a fewer number of hops and

hence a higher throughput can be achieved. Further, we also want to to distinguish

between nodes that are in the 0-0 communication range and those that are beyond

this range so as to use transmission power in a conservative manner. We also make

a minor addition to the ETX probes; nodes also indicate their type, i.e OD or D in

their ETX probes. This way a node not only knows its neighbors, but also the type

of the neighbor.

ETX1 Prob of : TX Probes of 1:
Node 3 10 Node 3: 0

ý 0 01 ý'ý'ý

/

ETX1 Pr~besof 3. ETX Probes of 3:
Nde1':8 Node t:

ETX for 1-3 1 00/0 = Infinte
ETX1 for 1-3. 100/80 =1 226

Figure 6-5: Calculation of ETX and ETX1 metric

We suggest the following mechanism for discovering nodes that are beyond the 0-
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O communication range and distinguish them from those in the 0-0 communication

range. We define an additional ETX-like metric, ETX1. The combination of ETX

and ETX1 is the new power-controlled ETX metric. ETX probes are transmitted at

the default broadcast power, while ETX1 probes are transmitted at a higher power.

Nodes alternately broadcast ETX and ETX1 probes every second, and hence an ETX

or an ETX1 probe is broadcasted every 2 seconds. Nodes now additionally calculate

the ETX1 metric between themselves and their neighbors in the same manner as

they calculate ETX metric. Thus, a node 3 (OD node) that is beyond the 0-0

communication range of 1 (OD node) will have a finite ETX1 metric and an infinite

ETX metric (see Figure 6-5). We evaluate the performance of this metric Section 6.6.

We discuss why unidirectional links are caused in heterogeneous networks and see if

it is possible to design metrics utilizing these links.

6.3.3 U-ETX and u-ETX1

In this section, we describe the design of two new routing metrics to use the unidirec-

tional links in heterogeneous networks. In a unidirectional link, only one of the nodes

that constitute the link is aware of the unidirectional link. The node that is aware

of the link is able to hear from the other node but not vice-versa. In heterogeneous

networks, unidirectional links exist between a directional node and an omnidirectional

node, and the directional node is aware of the unidirectional link. We design metrics

to exploit this fact.

Consider the example shown in Figure 6-6, where there are bidirectional links

between A (OD node) and B (OD node) and between B and C (D node). There is

also a unidirectional link between node A and node C, and node C is aware of this

unidirectional link. Assume that node A needs a route to node E (not in Figure

6-6) and it issues a RREQ message. Nodes B and C hear the RREQ and use the

ETX metric for forwarding the RREQ messages. Node C forwards the RREQ message

with a route ETX metric of 100. Node B also forwards the RREQ message it received

with a link ETX metric of 1. When node B forwards the RREQ message, node C

also receives it. Node C forwards this RREQ message with a route ETX metric of 2
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(as 2 is lower than 100). We see that node C forwards the shorter route (A-C) with

a higher metric and the longer route (A-B-C) with a shorter metric.

P1
U

OD ETX =1 00I

Figure 6-6: Unidirectional ETX

In the above scenario, if node C can use a higher transmission power when com-

municating with node A, the link can be made bidirectional. Further if the shorter

route has to be selected in the route discovery process, the routing metric for the link

should be less than 100. The alternate route A-B-C, has an ETX value of 2. Hence,

node C should use a value less than 2 and greater than 1 (as 1 is the least possible

ETX metric of a link) when relaying the RREQ. Thus node C chooses a value of 1.9

and hence node C creates a bidirectional link.

When node C forwards the RREP (a unicast message) message to node A, it is

aware that the link between A and C is a unidirectional link. Hence, node C uses a

higher transmission power to send the RREP message to A. Thus using a shorter ETX

metric for a unidirectional link and increasing the directional transmission power, it

is possible to use the unidirectional links in a better way. We call this new routing

metric the unidirectional-ETX. We evaluate the performance of this metric in Section

6.6.

Even with the above modifications, the unidirectional links are not completely

utilized. Consider Figure 6-7, where node C (OD node) is the destination node

and node A (D node) and node B (OD node) are its neighbors. When node A

broadcasts the RREQ message, node B can hear the RREQ message and not node

C. However node A is aware of the unidirectional link and it is possible to use higher
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Destination

OD

D ETX = 1 OD

Figure 6-7: Unidirectional ETX1

directional transmission power towards node C and transmit the RREQ message. We

make this change in the routing protocol so that nodes (if they are D nodes) when

relaying RREQ messages, check if the destination node is in their neighbor list. If the

destination node is in the list, the D node sends a directed transmission (unicast) with

a higher power towards the destination (if it is a unidirectional link). The destination

node uses a value of 1.9 for the unidirectional link instead of 100 (infinity). We call

this metric the unidirectional-ETX1, which is an extension to U-ETX. We evaluate

the performance of this metric and compare its performance with the other metrics

in Section 6.6.

We discuss the routing protocol and some of the issues in the route discovery

process in the following section.

6.4 Routing Protocol

DSR has a better performance than other reactive routing protocols [23], and therefore

we use DSR [42] as the routing protocol. Since we are concerned with static ad hoc

networks, we focus on the route discovery part . We first discuss DSR and then

discuss our modifications to DSR. These modifications allow a fair comparison of

routing metrics for static ad hoc networks. We also discuss some of the tradeoffs in

the route relay process during the route discovery part.
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6.4.1 DSR

In DSR, routes are found on a per-need basis. A source node that needs to send data

to a destination node checks its routing table for a route to the destination. If a route

is found, the source node uses it to transmit data to the destination. If no route to

the destination exists, the source node broadcasts a route request (RREQ) message

asking its neighbors if any of them has a route to the destination [42].

Intermediate nodes that hear the RREQ message relay it to others if they don't

have a route to the destination. Thus, the RREQ message is relayed until it reaches

the destination. The route taken by the RREQ message is included in the RREQ

message, and each node adds itself to the route before relaying the RREQ message.

Nodes also see if they are already in the route traversed by the RREQ message so that

loops are avoided in the route. Intermediate nodes that are in the route cache the

routes to the source and the destination when they relay the RREQ/RREP messages.

This is done so that in the future intermediate nodes can reply from their cache instead

of relaying the RREQ message to the destination [42].

RREQ messages have identifiers and an intermediate node terms a RREQ message

as a duplicate if the node has seen a previous RREQ message with the same source-

destination node pair and the same RREQ identifier. Nodes don't forward duplicate

RREQ messages and this may lead to finding a non-optimal route. DSR also defines

route maintenance and route salvaging mechanisms when links break or when nodes

are mobile [42].

6.4.2 Modifications to DSR

We now discuss a few modifications to DSR. We disallow intermediate nodes to reply

from their route caches so as to measure the performance of the routing metric in a

fair manner. We also disallow intermediate nodes from caching the routes. Only the

source and the destination nodes cache the routes. We allow an intermediate node to

relay a duplicate RREQ message if the routing metric of the duplicate RREQ message

is better than the routing metric of any of the RREQ messages received so far (for
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the same source and the destination). We disable DSR's packet salvaging and route

maintenance mechanisms, as we are concerned with static ad hoc networks. Since

DSR has been designed for the hop count metric, we modify the format of DSR's

message to also include the ETX and the proposed metrics.

We next discuss some of the issues in the route discovery process for heterogeneous

networks.

6.4.3 Route Discovery

In the route discovery phase, nodes relay the RREQ messages as long as they are not

duplicate, do not contain loops, or if they are duplicate and better than the original.

We discuss the specific modifications for the ETX1 metric.

In the route discovery phase, nodes broadcast the RREQ messages at a higher

power (equal to the transmission power of ETX1 probes) than the default broadcast

power. Intermediate nodes add the ETX and the ETX1 values (between itself and

the previous hop) in the RREQ message. If the previous hop is an OD node, the ETX

values are doubled so as to penalize routes that have OD nodes. Ideally, the route

should have higher D nodes so as to increase the throughput. If an intermediate node

receives the RREQ message for the first time, it forwards the RREQ message.

Nodes when they relay the RREQ message, they have a choice between ETX,

ETX1, and any combination of ETX and ETX1 (e.g., ETX + ETX1) as the metrics

to decide which RREQ messages are better. Choosing ETX1 will potentially lead

to a shorter route and hence a higher throughput can be achieved. Therefore, nodes

choose ETX1.

When the destination receives the RREQ message, it replies to the first RREQ

message. It replies to the subsequent RREQ messages only if the metric (either ETX

or ETX1 or a combination of them) is better than the metric of the previously replied

RREQ messages. The destination node now does not use ETX1 metric because using

ETX1 metric increases the chance of selecting a route that requires all the nodes in

the path to use higher transmission power. It uses ETX + ETX1 as the metric. Using

the combined metric reduces this chance and hence allows some of the intermediate
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nodes to use default transmission powers, and thus conserve energy. The destination

node stores the routes from the RREQ messages to which it replied in its route cache.

We need modifications at the MAC layer to accommodate the routing metrics.

We discuss these modifications in the following section.

6.5 MAC layer modifications

We use the following MAC protocol for all the metrics: OD nodes use the standard

802.11 MAC DCF protocol, while D nodes use a modified version of the 802.11 MAC

protocol [86]. Further, D nodes use directional handshake messages and use the

directional mode for data and acknowledgment frames.

6.5.1 MAC for ETX1

The power level for the messages is determined from the neighbor information from

the routing layer as follows. Since some of the nodes in the route are beyond the 0-0

communication range, nodes should know the power levels to reach the next hop. A

node determines the power level to transmit data to the next hop as follows. It checks

its neighbor table and sees if there is a finite ETX value between itself and the next

hop. If so, it uses the default power level to transmit data and if not the higher power

is used to transmit data. Nodes use this technique for transmitting RTS/CTS, data,

and the acknowledgment frames.

6.5.2 MAC for U-ETX & U-ETX1

For these metrics, the routing layer cheats and creates shorter routes. However the

MAC layer is unaware of the unidirectional link and the cheating the routing layer has

done. Since the MAC layer is not aware of the kind (unidirectional or bidirectional)

of link the routing layer has chosen, it is necessary for the MAC layer to get the infor-

mation from the routing layer. If the MAC layer finds the link to be a unidirectional

link, it knows that it has to use a directional transmission with an increased gain to
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make this link bidirectional. The MAC layer then informs the physical layer to use

the directional beam with a higher gain.

We evaluate the performance of the routing metrics in the next section.

6.6 Evaluations

We use Qualnet (ver 3.9) [71] simulator for our simulations. Nodes use 802.11b radios

with a fixed transmission rate of 11Mbps. The 0-0 communication range is 270 m and

the O-D communication range is nearly 500 fffm when using the default transmission

power of 15 dB. In all our simulations, we use the first 100 seconds of simulation time

for neighbor discovery using ETX probes. Once the neighbor discovery process is

done, we use dummy traffic to find routes between the nodes. Once routes are found,

we use those routes for simulating the actual traffic. We simulate the actual traffic

for 200 s. All the points in the subsequent graphs correspond to an average of 10

runs.

The objective of the simulations is to compare and evaluate the performance of

the proposed three routing metrics. We use a grid topology and a random topology

to evaluate the performance of these metrics. We use aggregate throughput (from the

source node to the destination node), data delivery ratio (defined as the ratio of the

total number of data packets received by the destination node to the total number of

data packets sent by the source node), and the average end-to-end delay (defined as

the average delay of the data packets that have reached the destination node) as the

performance metrics for evaluating the routing metrics.

We consider the grid topology shown in Figure 6-8(a). The grid topology consists

of both omnidirectional and directional antennas. We initially consider the grid with

all OD nodes to find the performance of the ETX metric in the homogeneous network

and use this as the base case. We then analyze the heterogeneous case. The flows in

the grid are between the following nodes (source-destination): 1-25, 5-21, 3-23, and

11-15. Each flow is a CBR flow with a constant data packet size of 512 bytes. For

the power-controlled ETX metric, we set the transmission power of ETX1 probes to
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Figure 6-8: Performance of routing metrics in grid topology
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Figure 6-9: Performance of routing metrics in grid topology
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20 dB.

Figures 6-8(b), 6-9(a), and 6-9(b) show the network performance for the three

metrics and the base case. As we have assumed, the homogeneous network of OD

nodes gives a lower bound on the aggregate throughput. With the heterogeneous net-

work, we see that all the routing metrics perform better than the homogeneous case.

Overall, there is an improvement of 96% in the throughput with the heterogeneous

case. Amongst the routing metrics, the order of performance in ascending order is

ETX1, U-ETX, and U-ETX1. The poor performance of ETX1 can be attributed to

the increased power used by the OD nodes, which causes interference at other receiv-

ing nodes. Both U-ETX and U-ETX1 metric have a better performance compared to

the ETX1 metric. U-ETX improves the throughput up to 35% and U-ETX1 improves

the throughput up to 59% over ETX1. This can be attributed to the clever usage

of the increased power by directional antennas in finding shorter routes. Between

U-ETX and U-ETX1, U-ETX1 has a better performance than U-ETX as U-ETX1

tries to find shorter routes than U-ETX. U-ETX1 improves the throughput up to

16% over the U-ETX metric. We see a similar trend with the data delivery ratio and

the end-to-end delay, UETX1 has the best performance of the three routing metrics.

U-ETX1 improves the data delivery ratio up to 71% and decreases the end-to-end de-

lay up to 68% compared to the ETX1 metric. Also, the end-to-end delay for U-ETX

and U-ETX1 metric is quite similar with marginal difference. Clearly, U-ETX1 has

a better performance than the other two metrics for the grid topology.

We next consider a random topology of 50 nodes, of which 10 nodes use directional

antennas. We randomly select 10 pairs of flows to evaluate the network performance.

We initially evaluate the performance with the homogeneous case of OD nodes to

get a lower bound on the aggregate throughput. Fig 6-10 shows the performance of

the metrics in random topology. We observe that the the heterogeneous case has a

superior performance than the homogeneous case.

Overall, there is an improvement of 142% in the throughput with the heteroge-

neous case. Amongst the routing metrics, the order of performance in ascending

order is ETX1, U-ETX, and U-ETX1, which is similar to their performance in the
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grid topology. U-ETX improves the throughput up to 37% and U-ETX1 improves the

throughput up to 26% over ETX1. U-ETX1 improves the throughput up to 10% over

the U-ETX metric. We see a similar trend with the data delivery ratio and the end-

to-end delay, UETX1 has the best performance of the three routing metrics. U-ETX1

improves the data delivery ratio up to 38% and decreases the end-to-end delay up to

56% compared to ETX1. Also, the end-to-end delay for U-ETX and U-ETX1 metric

is quite similar with marginal difference. Clearly, U-ETX1 has a better performance

than the other two metrics for the random topology.

To summarize, heterogeneous networks with directional antennas and omnidirec-

tional antennas have a better performance than a homogeneous network of omnidirec-

tional antennas. We find that the aggregate throughput can be improved up to 142 %

in a random topology and up to 96% in a grid topology. Amongst the proposed three

metrics, U-ETX1 has the best performance followed by U-ETX and ETX1. U-ETX1

improves the performance over U-ETX as it is an extension to U-ETX and it tries to

find shorter routes at the destination as well as while forwarding the route request

messages.

We discuss the previous work on routing with directional antennas.

6.7 Relevant work

Sundaresan and Sivakumar [47] propose a MAC and routing protocol for heteroge-

neous networks that includes omnidirectional antennas, fixed-beam antennas, adaptive-

array antennas, and Multiple-Input, Multiple-Output (MIMO) antennas. They de-

scribe a routing protocol similar to DSR for heterogeneous networks, which uses a

three-tuple routing metric. The first two components capture the spatial reusability

of the network and the third component captures the link rate. However, they assume

the same transmission range for all the links on the network. Thus, the advantage of

increased range by using a smart antennas is lost. We would like to distinguish our

work from theirs as we consider a more specific case of heterogeneous network and our

focus is on designing and evaluating a routing metric for this specific case. Further
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Figure 6-10: Performance of routing metrics in Random topology
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we take advantage of the higher communication range of directional antennas.

Roy et al. [76] compare the performance of multipath routing with omnidirec-

tional and directional antennas in homogeneous networks. They hypothesize that

"route coupling" is minimized when directional antennas are used, and hence a higher

throughput is achieved using directional antennas than with using omnidirectional

antennas. Choudhury et al.[16] evaluate the performance of DSR using directional

antennas. They suggest a "delayed route reply optimization" mechanism that allows

better routes to be discovered. Choudhury [15] propose a capture aware routing pro-

tocol for multi-beam smart antennas that minimizes the effect of MAC layer capture

thus improving the performance of the network. A weighted metric of hop count,

capture-awareness, and node-sharing is used for choosing the routes. Cheekiralla et

al. [14] compared the performance of a queue-length based routing metric with the

hop count metric and found that the queue length-based metric performs better than

the hop count metric.

6.8 Conclusions

In this chapter, we discussed the requirements for routing metrics for a heterogeneous

network consisting of omnidirectional and directional antennas. We proposed three

routing metrics, that are extensions to the ETX metric [20]. The first metric, ETX1

increases the broadcast power to find shorter routes. ETX1 is used in combination

with ETX so as to conserve power as well as find shorter routes. We then proposed

U-ETX and U-ETX1 to convert the unidirectional links as bidirectional links. U-

ETX converts the unidirectional links as bidirectional links when relaying the RREQ

messages, where as U-ETX1 does it while relaying the RREQ messages as well as

when the destination is one hop away. Thus, ETX-1 has a better chance of finding

shorter routes than U-ETX.

We evaluated the performance of the three routing metrics in a grid topology

and in a random topology. We observed that all the three routing metrics improve

the network performance (in terms of throughput, data delivery ratio, and end-to-
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end delay) in a heterogeneous network compared to the performance of ETX in a

network of omnidirectional nodes. Amongst the proposed metrics, U-ETX1 has a

better performance than the other two metrics as U-ETX1 finds shorter routes better

than the other two metrics. Overall, in the random topology, U-ETX1 improves the

throughput up to 37% and in the grid topology, improves the throughput up to 59%

over the ETX1 metric.

The focus of this chapter was on designing routing metrics for heterogeneous net-

works. In the future, we plan to address the various MAC layer issues in heterogeneous

networks.

We draw the relevant conclusions of this thesis in the next chapter.
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Chapter 7

Conclusions

In this thesis, we discussed issues that need to be addressed for efficient communica-

tion in heterogeneous wireless ad hoc networks. Two of these issues are applicable

to a broad class of heterogeneous wireless ad hoc networks and the other issues are

applicable to networks that consist of omnidirectional and directional antennas. We

proposed solutions for these issues and evaluated some of the solutions.

The issues and solutions are summarized below:

1. Device classification. As devices with different capabilities are used in wire-

less ad hoc networks, unambiguous classification of the devices is necessary.

To solve this issue, we developed a taxonomical approach for unambiguously

classifying devices based on their functionality. Functionality is defined on the

basis of communication capability of the devices. Once a device is classified, it

is characterized on the basis of different attributes. The classification scheme

can be used for classifying a wide spectrum of devices ranging from RFID tags

to laptops.

2. Device identification. It is necessary to have unique identifiers for efficient com-

munication in networks. We developed an IPv6 identification scheme that can

be used for identifying all kinds of physical objects. Based on this scheme, we

developed routing schemes that allow generic object-to-object communication

using the existing Internet infrastructure. The first scheme is a naming system
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that relies on the DNS for the routing, and the other scheme uses routers as

distributed databases.

We extended the IPv6 identification system to a multi-addressing scheme for

wireless ad hoc networks. The multi-addressing scheme provides multiple routes

in wireless networks and thus improving the redundancy of wireless networks.

3. Medium access control. We developed a new MAC protocol for ad hoc net-

works with directional antennas, RTP-DMAC for solving the deafness problem.

We briefly discussed the 802.11b MAC protocol and the modifications to it so

that directional antennas can be used at the physical layer. We discussed how

802.11b's backoff scheme aggravates the deafness problem. We used this as a

motivation for designing the RTP-DMAC protocol, which is an extension to

the multiple RTS-CTS-based MAC protocols. We evaluated the performance

of this MAC protocol and compared its performance with that of the DMAC

protocol. We found that RTP-DMAC protocol has a better performance (in

terms of throughput) than DMAC.

4. Routing metrics for heterogeneous networks that consist of omnidirectional and

directional antennas. We argued that the requirements of routing metrics for

heterogeneous networks that consist of omnidirectional and directional antennas

are detecting unidirectional links and penalizing them and neighbor discovery.

We found that ETX satisfies these properties, but needs further modifications

so that the routing performance can be improved in heterogeneous networks.

We proposed three new routing metrics that are extensions to ETX: ETX1,

U-ETX, and U-ETX1.

The first metric, ETX1 is a power controlled routing metric that finds shorter

routes by increasing the transmission power. The other two routing metrics U-

ETX and U-ETX1 use higher directional transmission power with directional

antennas so that the unidirectional links appear as bidirectional links. We dis-

cussed some of the changes that are required at the MAC layer to accommodate

these metrics.
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We evaluated the performance of these metrics in a grid topology and a random

topology. We found the order of performance of the metrics in descending

order as U-ETX1, U-ETX, and ETX1. We found that U-ETX1 improves the

throughput up to 37% in the grid topology and improves the throughput up to

59% in the random topology over the ETX1 metric. Finally, we evaluated how

having directional antennas improve the throughput performance compared to

omnidirectional antennas.

Having discussed the contributions of this thesis, we now discuss how this work

can be extended.

7.1 Future Work

We discuss directions for future work on the basis of our contributions in this thesis.

They are below:

1. There is an increasing convergence of different technologies with standards such

as 3G [59]. The proposed taxonomy can be extended to a wider range of devices

such as actuators and devices used in robotics. We anticipate that these tech-

nologies would be part of applications that involve sensor networks and mesh

networks. If such technologies were to be included in the taxonomy, the basis for

classification and characterization would need to change. However, the general

framework of taxonomy would be still applicable.

2. The proposed IPv6 identification scheme needs further work in terms of security

and evaluation. We anticipate that are issues related to routing table sizes and

DNS issues when using the proposed IPv6 identification scheme and the routing

methodologies. Regarding the multi-addressing scheme, a proper scheme to

assign addresses based on the identifier and a mechanism to detect duplicate

addresses are needed.

3. The proposed MAC protocol improves the performance of directional antennas.

An interesting future direction is to design a MAC protocol for heterogeneous
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networks consisting of omnidirectional and directional antennas. We studied

some of the routing layer issues in heterogeneous networks, but MAC layer

issues in heterogeneous networks is relatively an unexplored area.

One of the important problems in ad hoc networks with directional antennas is

the aggravation of deafness issue caused by 802.11b' s backoff scheme. It may

be possible to design a MAC protocol with minimum modifications to 802.11b's

backoff scheme so that the deafness issue isn't aggravated. Further, extending

this backoff scheme to heterogeneous networks is another interesting problem

4. We proposed routing metrics that solve the issue of unidirectional links in het-

erogeneous networks so that the MAC layer can function smoothly. One of the

important areas that need further investigation is the interaction of MAC and

routing layers in heterogeneous networks. Another important area is the issue

of connectivity/power control in heterogeneous networks consisting of omnidi-

rectional and directional antennas.

There is a lot of active research in the field of smart environments where different

sensing and communicating technologies (both wired and wireless) are used. For

example smart home project at University of Texas Arlington [22]. In future, we

anticipate applications similar to the smart home application use different types of

heterogeneous networks. We expect that the research presented in this thesis would

be useful in such applications.
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