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Abstract

The InAlAs/InGaAs High Electron Mobility Transistor (HEMT) fabricated on InP has
proven to be the fastest transistor ever produced. It also appears to be the best candidate
for power amplification at mm-wave frequencies. To date, however, very good high-
frequency power performance has not been realized in these devices, and the lack of a
clear understanding of the power-limiting mechanisms has hampered success in pushing
the devices farther. In an effort to understand the dominant power-limiting mechanisms in
InA1As/InGaAs HEMTs, we performed extensive electrical characterization including
temperature-dependent measurements on state-of-the-art HEMTs fabricated by Lockheed
Martin. Our experiments focused on the mechanisms determining the maximum drain
current and the off-state breakdown voltage (BV) since these are the important parameters
setting the power limits of a device. We conclude that the maximum current appears to be
limited by velocity saturation in the extrinsic channel. We also find that the breakdown
voltage primarily is set by tunneling and thermionic-field emission of electrons from the
gate, and our findings are consistent with a new predictive model for the temperature
dependence of BV based on this mechanism.
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Chapter 1

Introduction

1.1 Motivation

Continuing growth and advancement in communications technology is fueling an

increasing need for systems that are capable of operating at extremely high frequencies so

as to provide large bandwidth. Millimeter-wave devices are expected to gain demand in

such markets as Local Area Networks (LAN), automobile communications, and toll

debiting, to name a few [1]. In addition to high frequency capabilities, many applications

demand devices that provide amplification at high power and power efficiency. This has

sparked interest in new technologies across an expanded array of material systems.

Recent devices based on Indium Phosphide (InP) have exhibited very good high-frequency

performance. Much of the research on devices in this family has focused on the Indium

Aluminum Arsenide/ Indium Gallium Arsenide (InA1As/InGaAs) High Electron Mobility

Transistors (HEMTs) fabricated on an InP substrate (InP HEMTs, for short). Although

originally investigated for high-speed low-noise applications, these devices show promise

for millimeter wave power applications [1, 2]. InP-based HEMTs, in fact, exhibit record

frequency performance, with results including a 600 GHz fm. [3] and 340 GHz ft [4].

Also, designers have been able to produce impressive mm-wave systems using

InA1As/InGaAs HEMTs [5-7].

The outstanding frequency performance of InA1As/InGaAs HEMTs arises from the

intrinsic properties of the material system. The InGaAs channel has a high electron

mobility and velocity, large conduction band discontinuity, and the heterojunction between
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Figure 1.1: Power performance vs. frequency for various devices.

InGaAs and InA1As provides for the formation of a dense two-dimensional electron gas in

the channel [2]. These factors lead to large transconductance values, and this is key to the

excellent frequency operation of the devices. Transconductances in 0.1 glm

InA1As/InGaAs HEMTs have been reported to be as high as 800 to 1000 mS/mm [2].

InP-based HEMTs have already proven their excellence as low-noise high-speed devices.

At 60 GHz, they show impressive noise figures of 0.8 to 0.9 dB, about 0.7 dB better than

devices in other leading millimeter wave technologies. At 95 GHz, they exhibit noise

figures of 1.2 to 1.3 dB, beating the competition by about 0.9 dB [1].

Unfortunately, however, to date InAlAs/InGaAs HEMT have not fulfilled their promise as

power devices. Fig. 1.1 shows a plot of reported power performance vs. frequency for

millimeter-wave devices. We see that rather than dominating in high-power millimeter-

wave performance, InP-based HEMTs in fact do not even achieve power performance as

_ _ _ _ ____ ~ _ _____
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high as is seen in AlGaAs/InGaAs pseudomorphic HEMTs (pHEMTs) fabricated on GaAs

substrates. This is not what we expect, since devices in the InA1As/InGaAs system should

be able to beat other technologies in high-frequency power performance. Where is the

problem? The biggest difficulty is that, as InAlAs/InGaAs HEMTs are an immature

technology, issues critical to the power performance remain yet unresolved. Key

understanding of the power-limiting mechanisms is lacking and, for the most part, no

predictive models have been available. Conventional theories have been based

substantially on knowledge of these mechanisms in MESFETs or GaAs pHEMTs but

these theories have not been well-established in the InA1As/InGaAs technology. This has

hindered success in optimizing power performance.

How is the high-frequency power performance of a device assessed? Unfortunately, there

is no unambiguous way. The ability of a device to deliver power depends strongly on the

network in which the device is used and how the device is biased. Most commonly the

power performance is quoted based on the power a device is able to deliver in Class A

amplifier configuration. In this configuration, the maximum output power is related to the

maximum current (Lm4) and the drain-to-source breakdown voltage (BVDS) by [8]

PMAX oc IdaB VDS (1.1)

While this result is for Class A amplifier configuration, other configurations show similar

dependence on Ima, and BVDS. Therefore, in order to understand the power limits of the

device we must look at the mechanisms determining Idmax and BVDS.

In this work, we characterized state-of-the-art power millimeter-wave InA1As/InGaAs

HEMTs fabricated by Lockheed Martin to evaluate their power performance. We

investigated the various theories for Lm,, and BVDs and identified the dominant power-

limiting mechanisms in these devices.



InAIAs No -- Si
.. ............... ........... ........ .......

Figure 1.2: Cross-section of the double heterostructure HEMTs under study.

1.2 Device Description

HEMTs, which are also known as Modulation Doped Field Effect Transistors

(MODFETs) and Two-dimensional Electron Gas Field Effect Transistors (TEGFETs or

2DEGFETs), differ from traditional Field Effect Transistors (FETs) in that the dopants are

located in the insulator instead of the channel. A cross section of the HEMTs investigated

in this study is shown in Fig. 1.2. InA1As has a large bandgap and thus acts as an

insulator, and InGaAs, which is a narrow bandgap material, is the conducting channel.

The devices under study here are double heterostructure HEMTs, meaning that the n-type

dopants (silicon atoms) are located in two delta doping layers, one above and one below

the channel. These are labeled in Fig. 1.2 as Ntop and Nbottom. The gate metal or metal alloy

makes a Schottky (metal-semiconductor) junction at the InA1As surface and the insulator

is doped directly under the drain and source contacts to provide a good conducting path

to the surface.



Table 1.1: Details of the structural parameters that varied across the sample set. All other parameters

were constant across all of the wafers studied.

wafer number ns(extrinsic) (T=300K) tins top-to-bottom

(x 1012 cm-2 ) (A) doping ratio

2720 3.35 190 3:2

2721 2.82 190 4:1

2722 3.06 190 4:1

2723 2.97 200 4:1

2724 3.15 210 4:1

2725 3.48 210 4:1

2726 3.23 200 4:1

2727 3.66 190 3:2

The sample set under study consisted of eight device wafers manufactured by Lockheed

Martin. The fabrication process features a 0.1 p.m gate length (LGc), thin undoped InGaAs

cap, and a selective gate recess [9] which allows precise control of the threshold voltage

(Vt) and the value of the sheet carrier concentration in the extrinsic channel (ns(extinsic)).

The wafer set was designed specifically to test the effect of certain structural parameters

on the power performance. These parameters are indicated in Fig. 1.2, and Table 1.1

enumerates the variations. ns(extrinsic) refers to the concentration of carriers in the capped

InGaAs channel, that is, everywhere except directly beneath the gate. In this sample,

ns(extinsic) was experimentally varied between 2.82 x 10' 2 cm-2 and 3.66 x 1012 cm2 . We

refer to a sheet carrier concentration rather than a bulk concentration because the carriers

ideally reside in a two-dimensional electron gas in the channel. Wafers in this sample were

also made with different values of the insulator thickness (tins) and the top-to-bottom delta

doping ratio was different on two of the wafers.

Fig. 1.3 shows two conduction band energy (Ec) diagrams detailing the operation of a

typical device in this sample set. The diagrams are shown for a vertical cut through the

gate as indicated in Fig. 1.2. These HEMTs are depletion-mode devices, meaning that at
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Figure 1.3: Conduction band diagram for a typical HEMT in this study. (a) The device is on and the

channel is degenerate. (b) The device is off and the channel is depleted of electrons. The x-axis

represents vertical distance into the HEMT from the gate to the substrate.

VG = 0 V the channel is on. At this bias, the carriers created in the doping layers reside in

the InGaAs channel as a result of the energy configuration of the device. Looking

vertically into the intrinsic device, we first notice the Schottky barrier at the gate-

semiconductor interface. Looking specifically at Fig. 1.3(a) for the device in the on-state,

the first well in the conduction band occurs at the location of the top delta doping layer.

Next we observe the large conduction band discontinuity (AEc) at the top InAlAs/InGaAs

interface. Since the device is on, the channel is degenerate (Ec is below the Fermi level

(EF)), and there is band bending within the channel as a result of the electrons present

there. We then see AEc at the bottom InGaAs/InAlAs interface and the effect of the

bottom delta doping.

When a sufficient negative voltage is applied to the gate, Ec is raised above EF in the

channel, it is depleted, and the device is therefore off. This is shown in Fig. 1.3(b).



1.3 Thesis Organization

Power performance is directly related to Idmax and BVDs. Thus, in Chapter 2 and 3 we

discuss our investigation of these two parameters, respectively, in the devices in this

sample set. In Chapter 2 we will see that the maximum current appears to be the result of

velocity saturation in the extrinsic regime. In Chapter 3, a tunneling and thermionic field

emission model will be shown to explain the BV and its temperature dependence. An

important result of this work is developing design criteria for improving the power

performance. Therefore, in Chapter 4, we look into the implications of our findings for

device design to optimize power performance. Finally, in Chapter 5 we present the

conclusions of this study and make suggestions for future research to deepen the

understanding of the power limiting mechanisms in InA1As/InGaAs HEMTs.



Chapter 2

Maximum Drain Current

2.1 Introduction

We first turn our attention to the maximum drain current a HEMT can support (Idmx). In

general, for a given drain-to-source voltage we expect to be able to drive more current as

we increase the gate-to-source voltage (VGS). However, experimentally it is found that

there is an ultimate limit to the drain current. In Chapter 1 we showed that Idmax is one of

the critical parameters determining the maximum power handling. It is essential to

understand the mechanisms resulting in dmax in order to optimize power performance in

new designs.

Throughout our investigating the maximum drain current, a large focus will be on the

transconductance, gm, which is defined as

gM = .V (2.1)

Examining gm will help us observe the details about how Id responds to VGS. In particular,

we will define Idmax at the point where gm drops to zero. Additionally, however, the

transconductance defines the power gain in the device, and thus it also of interest to us

since the device is only useful in regimes where the gain is sufficiently high.



2.2 Theoretical

2.2.1 Conventional understanding

It is commonly believed that the drain current (Id) in HEMTs is limited by turn-on of the

parallel Metal Semiconductor FET (MESFET) in the top delta doped region in the

intrinsic portion of the device. According to the theory, once VGS becomes sufficiently

positive the doped region becomes an alternative conduction path. This path has a much

lower carrier mobility than the undoped channel, and therefore the current conducting

through it is small compared to the current flowing in the channel. Additional VGS

modulates charge in the parallel MESFET rather than in the channel, and thus Id reaches

its maximum value [1 , 2].

2.2.2 An alternate theory: source resistance blow-up

The conventional understanding that the parallel MESFET mechanism is the cause of the

drain current limit does not describe well what is seen in HEMTs designed for power

applications. In order to explain results seen in power HEMTs, a more recent theory

blames a different mechanism: source resistance blow-up [3 , 4].

The source resistance blow-up theory is based on the supposition that the carriers reach

their saturation velocity (v,,at) in the extrinsic source region before the parallel MESFET

turns on. In a HEMT designed for power applications, the extrinsic sheet carrier

concentration (ns(extrinsic)) is small and as a result the maximum current that this region can

handle is not very large. The maximum current is set by vat and the carrier concentration.

In particular, if these HEMTs are limited by velocity saturation in the extrinsic channel, the

maximum Id (per unit width) will be given by

Idmax = qns(exrinsic)Vsat (2.2)
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Figure 2.1: Current vs. field for a Transmission Line Model (TLM) test structure on Lockheed Martin

sample 2721. Note the initial linear regime where the current is directly proportional to the field. At high

fields, however, the current enters the saturation regime and becomes independent of applied voltage.

It is important to note that in discussing the source resistance blow-up, we are concerned

with the small signal source resistance (r,), which is described by

dV
r W (2.3)dl

In Fig. 2.1 we have plotted the current as a function of voltage for measurements on a

Transmission Line Model (TLM) test structure (discussed later). Initially, transport takes

place in the mobility-limited regime, and the current increases in direct proportion to the

applied voltage. Because the velocity and the current increase linearly with the applied

field, the small signal resistance (r) in this region is constant. However, as the carriers



begin to reach their saturation velocity, the current saturates to the value given by Eqn.

2.2. Correspondingly, r "blows-up" in this region.

Greenberg [4] showed that this source resistance blow-up results in a drop in the extrinsic

transconductance of the device. The extrinsic transconductance (gm) is related to the

intrinsic transconductance (gmo) and the source resistance by

gM= ,, (2.4)
1+ rg,mo

If rs blow-up occurs at a low voltage, it can result in premature peaking of gm followed by

a rather steep drop. Of course, we will also observe a drop in the transconductance as a

result of the parallel MESFET turning on. However, we can use the dependence of gm on

VGs to understand which mechanism is responsible for limiting Id, and see if in fact rs blow-

up is limiting the power gain in the devices.

2.3 Experimental

2.3.1 Transfer Characteristics

As a first investigation into the performance of the devices and the limits on Idmax, the

transfer characteristics were measured on several devices. Fig. 2.2 shows the transfer

characteristics, Id(Vgs) with Vds as a parameter, for a typical device under study. As can be

seen, the device turns on at a negative threshold voltage of about -1.3 V. The current

initially grows fairly quickly as does its derivative, gm. We notice that the current saturates

to a value of about 900 mA/mm for VDs = 2 V. We also notice that gm peaks at -0.7 V.

Similar results were seen across the sample set.
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Figure 2.2: Transfer characteristics for one of the devices measured. Note that the extrinsic

transconductance, gm, peaks at VGS= -0.7V, and Id reaches a maximum at a low value of VGS.

In order to investigate the expected intrinsic transconductance, we performed one-

dimensional simulations of the device structure. These simulations take the parallel

MESFET into account. The bias dependence of the sheet carrier concentration in the

intrinsic channel was determined from quantum and classical simulations [5]. Then,

assuming va in the intrinsic channel as 2 x 107 cm/s, Id and gmo were calculated. Since

these models are for the intrinsic transconductance, they do not take into account the

current-limiting effects of velocity saturation in the extrinsic region.

In Fig. 2.3 we see gmo theory lines generated from both models and gm measured on one of

the samples. We observe that gmo rises quickly, flattens for a significant span of voltages,

and then, at a VGs significantly greater than 0 V, quickly drops due to the parallel

MESFET. The two models agree fairly closely, but this is much different than the
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Figure 2.3: Results of simulations for sample 2723. Note that g.o falls off at a larger voltage than is seen

in the measured results.

measured transconductance. The measured gm matches the theoretical gmo in the initial

stage, but then peaks and immediately falls off at a much smaller VGs. Clearly, the parallel

MESFET does not appear to be the dominant current-limiting mechanism in these

HEMTs.

2.3.2 Determination of the source resistance (rs)

Having concluded that the parallel MESFET theory is not appropriate for these devices,

we turn our attention to velocity saturation. In order to investigate the impact of velocity

saturation and r, blow-up, we need to evaluate the current-voltage characteristics of the

extrinsic source region. Unfortunately, it is difficult to isolate and measure this region or a

similar region since it is only 0.7 glm long.



Figure 2.4: Cross-section of HEMT detailing the small signal source resistance.

Fig. 2.4 shows a cross section of our HEMT detailing the source resistance. The gate

current injection technique can be used to measure rs [6]. In this measurement, the source

is grounded and the drain is left floating. A current source is placed between the gate and

source, and we measure VDS. As shown in Fig. 2.4, we now have a measurement of rs,

assuming we can independently measure the value of the contact resistance (Rc).

However, we must note that at low currents there is also a contribution of Rh/2, where

Rch is the intrinsic channel resistance. This contribution goes to zero at high currents when

the gate is debiased [6].

The gate current injection measurement was done on a few devices. Unfortunately, the

gate can only a conduct a relatively small amount of current before it suffers catastrophic

breakdown. Thus, the measurement does not give us a picture of what happens to the

resistance at high currents, which is what is most important to this analysis.

Fortunately, there is another test structure on the wafer which we can use to extract

current-voltage characteristics. The Transmission Line Model (TLM) test structure

consists of a long region of semiconductor identical to the extrinsic regions of the devices.

There are no gates, so the InGaAs cap extends across the entire TLM. At several points

along the length of the TLM, contacts are made to the channel. The separation of these



contacts steps though several values in order to allow the extraction of the specific contact

resistance [7] and to identify the effects of changing length on the current-voltage

characteristic of the channel. The measured current-voltage results can then be

normalized to give the velocity-field (v-E) characteristics. Ideally, once the specific

contact resistance has been eliminated, the v-E relation should be the same over any gap

length since they should match the intrinsic characteristic of InGaAs. We can then use

these results to determine the resistance characteristics of a region of any length.

Each die on the wafer included a TLM with five different separations ranging from 40 gm

to 5 glm. Measurements were taken on many TLMs over the complete range of their

lengths. Plotted in Fig. 2.5(a) are the I-V characteristics of a typical TLM. For low

values, the current grows linearly with the voltage and this indeed is a mobility-limited

regime. As the current increases, however, it begins to level off to its saturation value.

After normalizing by the sheet carrier concentration (ns(extinsic)) and TLM lengths, we

obtain the relationship between the carrier velocity and the electric field. The velocity-

field characteristics for this TLM are seen in Fig. 2.5(b). Interestingly, the v-E

characteristics are not entirely consistent across the different gap lengths. This is not what

is expected from simple theory.

If the velocity-field characteristics were uniform across a gap of any length, it would be

relatively simple to extract the current-dependent resistance characteristic of the short

source-to-gate gap (denoted as LSG in Fig. 2.4). Unfortunately, we do not have a single,

clear picture of the v-E relation from the TLMs. Some of the error may be the result of

imperfect pattern transfer which is inherent in processing. Such linewidth variation would

be even more critical in the very short source-to-gate gap. A more critical non-ideality

and one that is hard to include in modeling is the inconsistency in the saturation velocity.

In fact, in previous work a higher vsat has been observed in very short regions (on the

order of 1 to 2 jm) than what is seen in large regions. This might be related to velocity

overshoot at high electric fields over short distances [8].
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Figure 2.6: Source resistance vs. current: measured directly at low currents using the gate current

injection technique; extrapolated from scaled TLM measurement at high currents.

In any case the TLM should give us a fair approximation to the v-E characteristic in the

extrinsic source region. We will use measurements from the 5 p.m TLM, as it is the

shortest and closest to the LSG, to extrapolate the current characteristic in that region.

Shown in Fig. 2.6 is the extrapolated r, as a function of current. The nominal value for

LSG, 0.7 gLm, was used. We were not able to effectively extract Rc from the TLM

measurements. So, we compared results for low currents from the gate current injection

with the extrapolated 5 p.m TLM measurement to determine Rc. To the first order, this

should be a close approximation. A contact resistance of 0.25 Q-mm provided a good

match. We notice in Fig. 2.6 that for low currents r, is constant at a low value. As the

carriers begin to reach their saturation velocity, however, the resistance blows-up.

* I * I '
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2.4 Discussion

We have concluded that the parallel MESFET is not the dominant mechanism limiting the

drain current in these devices. We have also taken measurements to examine the features

of the current in the extrinsic source region. Here we evaluate the appropriateness of the

model based on velocity saturation.

Unfortunately, we cannot directly measure the maximum current the extrinsic source

region can handle. However, we can examine how the measured gm deviates from the

intrinsic gmo to determine if this deviation corresponds to what we expect from source

resistance blow-up.

In the first comparison, we use the extrapolated rs and measured gm to determine gmo based

on the r, blow-up model [4]. We detail such a calculation in Fig. 2.7, where gmis

measured data, rs is the extrapolated characteristic for LSG = 0.7 jgm, and gmo is calculated

based on Eqn. 2.4. The results are fairly good; for low currents, gmo matches decently

what would be expected in the intrinsic device where rs blow-up has no impact. gmo grows

steadily and starts to flatten slightly in the area where the measured gm starts to drop.

Recall that simulations say that gmo should be flat over a significant voltage range (Fig.

2.3). The model breaks down and results in unphysical values of gmo,, above 500 mA/mm

as rs becomes too large. Note that the exact location of the blow-up in the source

resistance critically impacts the calculated gmo and remember that the extrapolated r, is, of

course, only an approximation. If vt is actually higher in the source-to-gate region, rs

blow-up would occur at a higher current. This actually is not an entirely unreasonable

possibility when velocity overshoot is considered.
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Figure 2.7 a and b: Measured transconductance and calculated intrinsic transconductance. The

calculated data is a fair match to what is expected theoretically if source resistance blow-up were not

occurring. The model breaks down at very high currents.
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Figure 2.8: Alternative approach: gm was calculated based on gmo and a constant r,; the r, necessary to

reconcile the newly calculated gm and the measured gm was then determined.

Approaching the problem from a different angle, we can use the measured gm and

simulated gmo to calculate r,. First, we assume that r, remains constant at its low current

value. We then use this r, and gmo from the classical simulations to determine the gm that

would be expected if r, did not blow-up. Finally, we use Eqn. 2.4 to calculate the r, curve

that would be necessary to reconcile the calculated (theoretical) and measured gm. This

will show us the blow-up necessary to cause the drop we see in the measured gi. Fig. 2.8

details this approach, showing the calculated and measured gm curves along with the

calculated rs. We have also plotted the r, we extrapolated from the TLM measurements

for comparison purposes. The extrapolated and measured curves for rs are indeed very

close. We can see that the exact current where rs blows up is critical in these calculations.

In fact, the calculated rs blows up at a slightly higher current than what we see in the



experimental extrapolation. This agrees with what would happen if the saturation velocity

is higher in the very short source-to-gate region than in the 5 gtm TLM.

2.5 Conclusion

We have found that velocity saturation in the extrinsic region appears to be the dominant

current-limiting mechanism in Lockheed Martin's power HEMTs. Experimental results

do not agree with what is expected from the parallel MESFET theory, but TLM

measurements show that the maximum current that the extrinsic region can support is

within the range of the maximum currents seen in the devices. Although we were unable

to isolate the short source-to-gate region or another region of similar size to precisely

determine its current characteristics, we were able to use scaled TLM measurements

which provide a close approximation to rs. The results agree very well with what is

expected based on velocity saturation in the extrinsic channel.



Chapter 3

Breakdown Voltage

3.1 Introduction

We now turn our attention to the breakdown voltage. Breakdown can be understood

several ways. Sometimes it refers to the voltage at which permanent damage is done to a

device. In this research, we are not interested in catastrophic breakdown where the device

is destroyed. Rather, our focus is on the voltage required to produce a certain gate

current. Gate current should be nominally negligible, and designs assume this to be the

case. If it becomes significant, charge storage capabilities degrade, the output

conductance increases, and systems no longer operate as desired. We are interested in the

off-state breakdown voltage since this breakdown voltage has the most direct effect on the

power limits of a device. While there is no unambiguous definition for the off-state

breakdown voltage, the criteria selected in this thesis is the standard gate current of

1 mA/mm.

Although the parameter of importance for determining the power performance of the

transistor is the drain-to-source breakdown voltage (BVDs), discussion of breakdown in

this work will be primarily based on the drain-to-gate breakdown voltage (BVDG). This is

done because BVDG is easier to measure. BVDs represents the maximum voltage that can

be applied to the output terminals of the device in the off-state with the gate current

remaining below the defined breakdown level. The two breakdown voltages are related by

BVDs = BVDG + V,. (2.1)
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Figure 3.1: Investigations on breakdown have focused on three possible mechanisms: (a) impact

ionization; (b) tunneling/ thermionic-field emission; (c) a combination of the two.

Thus, focusing on BVDG is appropriate in evaluating the power performance of a device.

In our devices, Vt is negative, so BVDs will be less than BVDG.

3.2 Theoretical

3.2.1 Conventional understanding

Originally, most understanding of breakdown in HEMTs was based on models developed

for Metal Semiconductor FETs (MESFETs). Extensive research done into MESFET

breakdown characteristics shows that impact ionization (as illustrated in Fig. 3.1 (a)) is the

dominant mechanism for breakdown, models based on this mechanism very well describe

MESFET breakdown characteristics [1-3]. More recently, authors have appealed to a

combination of tunneling and impact ionization with a fair bit of success (illustrated in Fig.

3.1(c)) [4].



3.2.2 New theory: tunneling/ thermionic-field emission

The applicability of MESFET models for breakdown to modem power HEMTs has

recently come into doubt. Even before looking at the results of electrical measurements,

we know that MESFETs have a significantly different structure and mode of operation

than HEMTs. In contrast to HEMTs, there is no insulating layer in MESFETs. Also, the

charge-control mechanism in a MESFET is the modulation of a depletion region formed at

the metal-semiconductor junction. In a HEMT, the charge-control mechanism is the

modulation of charge in an inversion layer formed in a channel that is separated from the

metal-semiconductor junction by a wide bandgap material.

Additionally, experimental evidence reveals that the breakdown voltage in InA1As/ InGaAs

Heterostructure FETs (HFETs) has a negative temperature coefficient [4]. This would

suggest that impact ionization cannot be involved in a significant way. However, there is

some debate about the temperature dependence of impact ionization in the InGaAs

system. The temperature coefficient (TC) of impact ionization in GaAs is known to be

negative, while in InAs it is known to be positive [5, 6]. This leaves a large uncertainty in

the expected TC of impact ionization in InGaAs. Recent measurements suggest that it is

positive for InGaAs of a lattice-matched composition to InP [7].

A new theory has been recently introduced which explains experimental results and

provides a good predictive model for the breakdown voltage in HEMTs. This theory,

presented by Somerville and del Alamo, states that tunneling and thermionic-field

emission (TFE) (illustrated in Fig. 3.1(b)) are the primary mechanisms responsible for

breakdown gate current in HEMTs, not impact ionization [8].

Under this theory, the field configuration under the metal gate is the primary factor for

determining current. Tunneling current is solely based on the field and therefore has no

temperature activated component, while TFE depends on the field and T. This theory is

consistent with the negative TC of BV. Evaluating the field configuration under the gate



is the first step in calculating the tunneling/ TFE current through the gate. As presented

by Somerville, when the device approaches breakdown, the field under the gate is

concentrated at the drain end of the gate. This occurs because a depletion region opens in

the channel on the drain side of the gate after the channel has been completely depleted.

The drain-end peak is the most important aspect of the field configuration for evaluating

the current. Once the field in this region is known, and the value of the Schottky barrier

height (PB) has been determined, calculating the gate current is a straightforward task [8].

In order to investigate the effects of various parameters on the field configuration under

the gate, Somerville performed several two-dimensional simulations of various device

structures. The sheet carrier concentration in the extrinsic region (ns(exuinsic)) was found to

be the only structural parameter that has a significant effect on the magnitude of the field

underneath the gate. Other parameters, such as the insulator thickness, delta doping ratio,

channel thickness, and gate length, have much less significant effects on the breakdown

voltage [8].

Somerville's work very well explains the trends seen in experimental evidence for the

many devices already in the literature. Measurements have been done on the Lockheed

Martin sample set of this work to determine if, in fact, the tunneling/ TFE theory holds in

these state-of-the-art devices.

3.3 Experimental

Extensive BV measurements have been carried out on our sample set. Breakdown

measurements were made primarily by two methods: the two-terminal reverse diode

measurement and the three-terminal drain current injection technique. Preliminary

measurements were done at room temperature using a Karl Suss prober. Temperature

dependence measurements were also carried out using a Cascade prober with Temptronix
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Figure 3.2: Two-terminal breakdown voltage measurement. The source floats and the reverse drain-gate

diode I-V characteristics are found. BVDG(2T) is extracted at I, = 1 mA/mm.

temperature controlling system. The system had the capabilities of measuring devices over

a temperature range of -650C to 2000C, but our measurements only went up to 950C to

ensure that the devices were not damaged since they were not passivated.

3.3.1 Two- and Three-terminal measurement techniques

The two-terminal reverse diode technique is the conventional method for determining

breakdown in HEMTs. A schematic and typical result for this measurement are shown in

Fig. 3.2. In this measurement test probes are placed on the drain and gate of the transistor

and the source is left floating. In this way, the reverse diode characteristics of the drain-

gate Schottky diode can be determined. The voltage corresponding to 1 mA/mm of gate

current is chosen as the breakdown voltage of the device. Since this method only

measures the reverse characteristics of the diode between the drain and the gate, it does

not take into account any effects of the source or of breakdown in the channel.

T QA3V
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Figure 3.3: Three-terminal breakdown voltage measurement (drain current injection technique). 1

mA/mm is injected into the drain and VGS is swept negative from OV. BVDG(3T) is extracted at the point

where Is = 0 and BVDS(3T) is extracted at the peak of VDs.

The three-terminal drain current injection technique provides a more complete

determination of BV [9]. In this technique, as seen in Fig. 3.3, all three terminals of the

device are probed, and 1 mA/mm is injected into the drain. Initially VGS = 0 V. Since

these HEMTs are depletion-mode devices, the channel is initially on. VGS is then swept

negatively well past the threshold voltage. The full 1 mA/mm initially flows through the

channel and into the source, and the gate current (IG) is negligible. As VGS reaches Vt, the

device turns off. The source current (Is) drops and IG increases correspondingly.

Eventually, Is drops to 0 and the entire 1 mA/mm flows through the gate. BVDG is

extracted at this point. BVDs is extracted as the maximum value of VDS.

Since the drain current injection technique makes use of all three terminals of the device, it

takes into account the effect of the source in the measurement and the possibility of

breakdown in the channel impacting BV.
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Figure 3.4: BVDG vs. temperature for one of the devices under study. Both two- and three-terminal

measurements are plotted. The correlation is excellent, indicating that breakdown is a drain-to-gate

phenomenon.

Many devices in the sample set have been measured using both techniques. The

correlation of the two is excellent, as seen plotted for one of the devices as a function of

temperature in Fig. 3.4. Most significantly, this indicates that the breakdown path in these

devices is strictly through the drain-to-gate diode, as has been noted in previous work [4].

Also, it validates that the two-terminal reverse diode measurement is appropriate to

determine the breakdown voltage of the device. This is useful because it is a fast and

simple measurement.

BV measurements were done on a large number of devices over the sample set. Fig 3.5

shows BVDG vs. the extrinsic sheet carrier concentration (ns(extinsic)) for an investigation

over our entire wafer set. Each point represents the average of a statistical measurement

e- 3 terminal (drain current inj.)

I * I * I * I
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Figure 3.5: BVDG vs. ns(extrinsic) for several devices on each wafer in the sample set. The trend toward an

inverse relation is seen between BV and ns(exrinsic).

of devices on each wafer. The error bars denote the standard deviation across the set of

measurements. Each of the points is also encoded to identify the other parameters that

changed across the sample set.

3.3.2 Temperature Dependence

Temperature dependence measurements allowed the control and variation of a critical

parameter in evaluating the thermionic-field emission portion of the gate current.

Understanding the temperature dependence of breakdown is also important in itself since

power HEMTs operate in significantly cold and hot environments.

I ' I I I

open symbol indicates N,/Nbottom = 4:1
solid symbol indicates Ntop/Nbottom = 3:2
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Figure 3.6: Temperature dependence of BVDG on three samples.

Fig 3.6 shows the temperature dependence of devices on three of the wafers in our sample

set. The selection corresponds to the lowest and highest values of ns(extinsic) and one in

between. BV has a negative temperature dependence, and the temperature coefficient

increases for smaller values of ns(exuinsic).

3.4: Discussion

Several device structural parameters were varied over the sample set which provided many

avenues of investigation. Most significantly, the extrinsic sheet carrier concentration

varied over a significant range. The effects of changes in the insulator thickness, delta

doping ratio, and recess etch time could also be investigated in our sample set.
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Figure 3.7: BVDG vs. ns(extrinsic) for devices in the literature. A nearly universal inverse relationship

between BVDG and ns(extinsic) emerges.

The tunneling/ TFE theory expects a nearly inverse relationship between the breakdown

voltage and sheet carrier concentration, ns(extrinsic) [8]. Fig. 3.5 shows a plot of BVDG vs.

ns(extrsic) for a large selection of devices measured at room temperature. The trend is

toward an inverse relationship as expected.

If we compare the average BVDG value versus ns(extinsic) with a summary plot of devices

seen in the literature, the Lockheed Martin samples fall very well into the greater trend

seen in publication. Fig. 3.7 shows such a plot.

The points in Fig. 3.5 are coded to denote the various values of the insulator thickness and

delta doping ratio. There does not appear to be any correlation between those parameters

and the breakdown voltage. This can be seen more clearly with regard to the variation of

the insulator thickness if we focus on four wafers with similar ns(extrinsic) values but different

S In0.52Alo.4 As/Ino.s3Gao.47As
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Figure 3.8: BVDG vs. insulator thickness for four of the samples. No significant trend is seen.

values of ti. Unlike what was seen with ns(extrinsic), there does not appear to be a

significant trend (Fig. 3.8).

Looking at the temperature dependence measurements gives us a more expanded

understanding of the mechanisms responsible for breakdown in these HEMTs. In Fig. 3.6,

we observed that BVDG has a negative temperature coefficient (TC) and that the TC is

smaller for higher values of ns(exuinsic). It is sensible at first sight that the temperature

coefficient goes down for samples with a higher value of ns(exinsic). In these HEMTs,

tunneling, which is not thermally activated, plays a more significant role in the gate current

and therefore the temperature effects are reduced.

As a further investigation of the tunneling/ TFE model, we looked at the evolution of IG as

a function of temperature at carefully chosen bias voltages on three of the wafers. Devices

on all three wafers should have identical values of OB. If the gate current in these HEMTs
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Figure 3.9: Arrhenius plot of IG across three samples showing universal behavior. VDo is chosen for

matching the currents at room temperature. With the currents matched at one temperature, they stay

matched at all temperatures.

is determined primarily by tunneling and thermionic-field emission in the gate Schottky

diode, Ic and its evolution with temperature should match across the samples if the field

configuration under the gate is the same. We chose VDG such that IG matched across the

different samples at a given temperature. This establishes that the field configuration

under the gate is identical on the different devices. We then varied the temperature and

found that the evolution of those gate currents with temperature also matched. This

"universal" behavior is shown in Fig. 3.9.

All indications support that tunneling/ TFE is the dominant mechanism responsible for the

gate current in the HEMTs being studied. But in order for the theory to be truly valid and
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fill the needed gap in understanding of BV for design purposes, it is essential that a

quantitative predictive model be developed based on this mechanism.

The model only needs two parameters in order to calculate the gate current, the Schottky

barrier height, OB, and ns(extinsic). The extrinsic sheet carrier concentration for each of the

wafers is measured by the grower, but we need to determine oB for this gate metal-

semiconductor junction. In order to extract OB for this system, measurements were done

using Arrhenius plots of IG such as the one seen in Fig. 3.10(a). The bias dependence of

the effective activation energy (EA) was determined for low values of VDG where the

channel is only partially depleted (the channel is in the "on" state). As illustrated in Fig.

3.10(b), we combine this with the bias dependence of EA extracted from theoretical

calculations and determine OB = 0.63 eV. This is within a reasonable range for the

materials used [10].

Now, with the extracted value of OB and the values of ns(exinsic) known for each sample, the

gate current can be predicted using the tunneling/ TFE model. Shown in Fig. 3.11 is the

bias dependence of the gate current on one device near the two temperature extremes.

We see that the theory almost perfectly predicts the gate current. Note that for low values

of VDG, the gate current increases with a large slope. As VDG increases past the threshold

voltage, the slope flattens because a portion of VDG is used to open a depletion region in

the channel on the drain side of the gate. The theory lines only begin to deviate at high

currents. This may be due to the onset of impact ionization in the channel. This is,

however, beyond the region we are mainly interested in since BV is defined at 1 mA/mm

of gate current.
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Figure 3.11: Bias dependence of gate current. Note excellent agreement between measurements and

theory.

Finally, and most importantly, Fig. 3.12 shows a comparison between the measured BV

and the prediction of the theory for three samples over the entire temperature range of the

study. The theory correctly predicts the temperature dependence of BV, the reduction of

the temperature coefficient with increasing ns(extrinsic), and even very closely predicts the

actual values of the breakdown voltage. This is a significant result, especially considering

that the only parameters are the Schottky barrier height and the sheet carrier

concentration. No other device structural or fitting parameters are used in the

calculations.
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Figure 3.12: BVDG vs. T for three samples: measurements and theory. Note theory correctly predicts

temperature dependence and even fairly well predicts the actual values of BVDG!

3.5 Conclusion

The experimental data collected over the sample set, which are also presented in [11],

agree very closely with the new theory presented for the breakdown voltage. BV is

inversely related to the value of the extrinsic sheet carrier concentration (ns(extinsic)) and

other device structural parameters have little impact on BV. Breakdown has a negative

temperature dependence and the absolute magnitude of the temperature coefficient

increase for lower values of ns(extinsic).

The theory also provides excellent quantitative predictive abilities. Calculations based on

the theory very well predict the reverse diode current in the gate-drain diode over a large

bias range and at the extremes of the temperature range investigated. The simple theory

correctly predicts the temperature dependence of BV and the increase in the temperature
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coefficient with smaller values of ns(extrinsic). Most importantly, it fairly well predicts actual

values of the breakdown voltage.



Chapter 4

Implications to Device Design

4.1 Introduction

In the previous two chapters we presented our investigation of the two primary factors

establishing power limits in our sample of Lockheed Martin HEMTs: the maximum drain

current and the off-state breakdown voltage. Our research has given us a good

understanding of the dominant mechanisms determining each of the parameters.

Improving the power performance is essential to making InAlAs/InGaAs HEMTs a useful

millimeter-wave device, and, as discussed in chapter 1, improving the power limit requires

increasing both Idmax and BVDS. In this chapter we investigate the implications and

applications of our conclusions on future device design.

We have found that Idmax appears to be set by velocity saturation in the extrinsic region of

the device. In Eqn. 2.2, we showed that the maximum current the extrinsic region is

capable of conducting is proportional to the sheet carrier concentration and the electron

saturation velocity. This result is shown graphically in Fig. 4.1. To improve Idmax, we

must increase either ns(extrinsic) or vsat. Increasing ns(extrinsic) is feasible through enhanced

doping of the delta doped layers. Increasing vsa is not possible without altering the

channel composition or using a different material.

As for breakdown, we concluded that BVDG (and, equivalently, BVDS) is determined

primarily by tunneling and thermionic-field emission through the gate. According to the

theory, ns(extinsic and the Schottky barrier height of the gate are the only structural device

parameters that significantly impact the breakdown voltage. In Fig. 4.2 we have plotted
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Figure 4.1: Theoretical Idmax for extrinsic region velocity saturation model.

theoretical results of BVDG VS. ns(extrinsic) at room temperature for various values of 3B.

BVDG shows an inverse relationship to ns(e-xtnsic), but improves with a larger OB [1, 2]. In

order to improve the breakdown voltage we need to decrease ns(extrinsic) or increase OB.

Adjusting ns(extinsic) is, once again, a straightforward design change. Engineering OB in a

significant way is not easy as it is set to the first order by Fermi level pinning at the surface

of the insulator. Careful selection of gate metal and insulator material is an option for

changing 4B, but it can not be changed much.
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Figure 4.2: Theoretical breakdown voltage vs. ns(exuinsic) for the tunneling/ TFE model.

4.2 Optimization of Power Performance

4.2.1 Adjusting n,(extraic)

Both Idmax and BVDS can be adjusted by the well-controlled value of ns(extrinsic).

Unfortunately, as is evident in Figs. 4.1 and 4.2, they have opposite dependence on this

parameter. If we increase BVDs by decreasing the sheet carrier concentration, we will

limit the ability of the device to handle current. But, if we increase ns(extrinsic) to improve

Idmax, the breakdown voltage will worsen. This is consistent with our findings in the

Lockheed Martin HEMTs. Shown in Fig. 4.3 is a plot of BVDG vs. Idmax for devices across

the sample set. The Schottky barrier height remains unchanged across all of the samples,

but ns(extrinic) is different for each wafer. An inverse relationship emerges between BVDG

and Idmax. We see this even more clearly in Fig. 4.4. Here we have calculated the product

= 0.6 eV
-------- = 0.7 eV

S------ = 0.8 eV

\ \\

I
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Figure 4.3: Breakdown voltage vs. maximum current for several devices in this sample set.

of BVDG and Idmax for the study shown in Fig. 4.3 and plot the results against ns(extrinsic).

This product should have a strong relationship to the maximum output power. BVDG X

Idmax is rather insensitive to the value of ns(extnsic).

Although for a given vsat and OB there will be an optimum n,(extinic), we clearly will not

achieve a significant increase in the maximum power by changing the sheet carrier

concentration. It may be possible, however, to improve devices with smart designs taking

into account the ns(extnic) dependence. The double recess design [3] can enable the device

to reach a higher useful Idmax. An additional constraint on power devices is the need for a

significant power gain in order the device to be useful. This requires a high gm. In the

double recess design, the gate is placed very close to the source and the cap is doped to

provide a high carrier concentration close to the gate on the source side. This results in a

low r,. The double recess design effectively increases ns(extrinsic) where we want it to be

high (at the source) while still maintaining its low value near the drain. While this will not
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Figure 4.4: BVDG X Idmax VS. ns(extrinsic) for devices in this sample set.

actually increase Idmax, the result is that gm fall-off is pushed to a higher voltage, allowing a

larger useful current range. An unfortunate side effect of this type of design is that the

voltage on the source begins to have an effect on the breakdown voltage [4].

Recent investigations have also considered the use of parallel conduction in the cap over

the extrinsic regions. The current handling capacity is increased with this modification

since there is a parallel path for the current flow and therefore the bottleneck is reduced.

Although this procedure has been used primarily in AlGaAs/InGaAs pHEMTs, and has

recently shown some success in InAlAs/InGaAs HEMTs [5]. Similar to the double recess

design, this will reduce the extrinsic source resistance and help to push the gm peak to a

higher current to provide a larger useful current range, but it is not clear that Idmax would

be affected. Unfortunately, however, it will also degrade BV and thus it might not be very

effective for increasing power.

I I.

II

I . ___ . _ I * __ I



4.2.2 Increasing Vsat

Increasing the saturation velocity of the carriers shows promise for improving the power

performance of the device. As shown in Fig. 4.1, the maximum drain current can be

improved with either a higher ns(extinsic) or a higher vsat. We have already seen that it is

ineffective to increase ns(extrmic). However, a higher vat alone should not negatively affect

the breakdown voltage. Unfortunately, this requires significant design modifications.

In order to get a higher vsat we must alter the channel material. Increasing the InAs

content of the channel has been shown to improve the electron mobility and vat in the

channel. This yields a higher Imax and, since r, is reduced, a larger current range with a

useful power gain. Unfortunately, increasing the InAs content in the channel also leads to

undesirable narrow bandgap effects in the channel. Specifically, impact ionization is

known to increase when the InAs content is raised. This will lead to a lower on-state BV

and could potentially affect the off-state BV [3, 8]

4.2.3 Raising 4B

Raising the Schottky barrier height between the gate and the insulator also should be

effective for improving the power performance of the device. A higher 4B, like a lower

ns(extrinsic), can significantly improve the breakdown voltage, but, unlike a lower ns(extrinsic), it

will not degrade Idmax. Unfortunately, engineering a change in the Schottky barrier height

requires altering the materials used in the device structure.

One option is to alter the material structure of the metal gate. The gates of HEMTs are

usually made of gold, but the Schottky contact is generally made through a barrier metal

such as titanium (Ti). We are limited in selecting a material that will yield a higher oB by



constraints such as the adhesion of the metal to the InA1As surface and process

compatibility. Some experimentation has shown that it is beneficial to add platinum (Pt)

to the gate structure to improve the Schottky contact [6].

The other choice is to alter the insulating layer in the HEMT. Increasing the aluminum

composition of the InAlAs layer has been shown to increase the Schottky barrier height

[7]. Unfortunately, this also is blamed for decreasing the reliability of the devices. Some

researchers believe it may be advantageous to use a different material in the insulator.

Recently, investigations into GaInP as a potential replacement for InAlAs have gained

much attention [3].

4.3 Conclusion

It is clear from the results of this work that to substantially improve power performance

we must focus on ns(extrinsic), OB, and vsat. Other parameters, such as the insulator thickness

and delta doping ratios, do not have a significant impact on Idmax or BV. In fact, however,

we actually cannot improve the power performance significantly by changing n(extrinsic)

either, since Idmax and BV have opposite dependencies on this parameter. Thus, we must

focus on increasing vsat or oB. Changing these two parameters can significantly improve

the power performance, and further research needs to focus on examining the various

options for accomplishing this.



Chapter 5

Conclusions and

Suggestions for Future Work

5.1 Conclusions

We have done extensive characterization on state-of-the-art devices provided by

Lockheed-Martin in order to understand the power-limiting mechanisms in

InA1As/InGaAs HEMTs. Research focused on the two most important parameters for

power, Idmax and BVDS. The experimental data, covering a range of temperatures and

variation in device structural parameters, was compared with various theories for the

mechanisms determining each of these parameters in HEMTs. From our results we have

been able to draw significant conclusions on what appear to be the dominant power-

limiting mechanisms in InA1As/lInGaAs HEMTs.

5.1.1 Maximum Drain Current

It appears that velocity saturation in the extrinsic source region is the dominant mechanism

determining the maximum drain current. We observed the following:

* The conventional parallel MESFET theory does not describe what is seen in these

HEMTs designed for power performance.

* Velocity saturation is seen in TLM test structures at currents similar to Idmax.



* The source resistance blow-up theory, based on velocity saturation in the extrinsic

source region, fairly well describes the behavior of the transconductance and the

maximum current.

* Increasing Idmax and reducing the undesirable effects of rs blow-up requires increasing

ns(extrinsic) or Vsat.

5.1.2 Breakdown Voltage

The results of this work conclusively show that the off-state breakdown voltage is

determined by tunneling and thermionic-field emission of electrons from the gate. In

particular, we saw the following:

* The off-state breakdown path is strictly in the drain-to-gate diode and the channel is

not involved in off-state breakdown.

* BVDs is inversely related to the ns(extrinsi), but other device parameters have little impact

on breakdown.

* BVDs exhibits a negative temperature dependence and the temperature coefficient

decreases with increasing ns(extrinsic).

* Theoretical calculations based on the tunneling and thermionic-field emission model

provide a good prediction of the gate current and the breakdown voltage in these

devices.

* Increasing BVDs requires decreasing ns(extrinic or increasing OB.

5.2 Suggestions for Future Work

While this research was able to provide important data to advance the understanding of

state-of-the-art InA1As/InGaAs HEMTs, and has fairly well established the dominant

power-limiting mechanisms seen in these HEMTs, it is by no means a complete and



exhaustive study. It is essential to continue and extend the characterization done here to

more devices over an expanded sample set and to have additional test structures on the

wafer.

First, it would be very beneficial to investigate the breakdown voltage and maximum

current on wafers with a much lower value of ns(extinsic). This would allow for a good

examination of the tunneling/ thermionic-field emission theory for breakdown, especially

since the sheet carrier concentration values on this sample set were rather tightly clustered.

It would also be useful to investigate such wafers to determine the impact on Idmax. If our

findings are correct, Idmax should decrease proportionally to the change in ns(extrinsic)

This study was very much limited by the lack of a test structure appropriate for

determining the current-voltage characteristics of the very short source-to-gate extrinsic

region. Knowing this characteristic well is very important to determine the maximum

current and r, blow-up. A very short TLM-like structure is essential to determine this I-V

characteristic since we are unable to get measurements from the gate current injection

technique at the high currents that we are most interested in and it has previously been

observed that the I-V characteristic changes for very short regions [1].

Another interesting experiment would be to investigate Idmx and gm characteristics on two

wafers with matching ns(extinnic) but different doping ratios. If indeed the current is being

limited by saturation velocity and not the effect of the parallel MESFET, the two wafers

should exhibit exactly the same Idmax and gm behavior. These characteristics will be

different, however, if the parallel MESFET plays a role in determining Idmax, since the

MESFET turn-on voltage will shift.

According to our findings, the breakdown voltage is directly related to the Schottky

barrier height. It is therefore essential to identify technologies that enable the

enhancement of 0B. In addition to the importance of enhancing OB to raise BVDs, this

would also enable verification of the dependence of BVDS on OPB.



Lastly, one aspect that was not investigated in this research is the effect of a passivation

layer on the power performance. In this technology, passivation layers have been found

significantly impact device performance because altering the surface conditions affects the

carrier distribution in the channel [2]. Since commercial devices must be passivated, it is

very important to know and understand the effects of this added process step.
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