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Abstract

An asymptotic solution of the Boltzmann-Krook equations for the Rayleigh shear flow
is constructed. The flow consists of a reacting mixture of gases (O and O, molecules)
and the chemical process is assumed to occur both in the flow and on the surface which
is highly catalytic. The distribution functions, corresponding equations of motion and
the boundary conditions on the averaged flow parameters are expanded in powers of
the square root of the Knudsen number assumed to be small. The first order system is
similar to the Navier-Stokes equations with no-slip boundary conditions. The second
order system represents a slip flow with coefficients which depend on the solution of
the first order system.

One of ways to treat with the highly catalytic surface is also presented. The
relationship among the diffusion velocity of atoms, the catalytic efficiency and the
catalytic recombination rate constant on the surface are clarified and the effect of the
catalytic efficiency on the heat transfer rate on the surface is discussed.

Thesis Supervisor: Leon Trilling
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Chapter 1

Introduction

1.1 Introduction

Recently, with the development of Space shuttle, Aerospace planes and Aeroas-
sisted Orbital Transfer Vehicles (AOTV) etc., research on hypersonic aerodynamics
has been an important area. As long as the flow is assumed to be continuum or near
continuum, the basic governing equations can be Navier-Stokes equations. Therefore,
most of techniques developed for both analytical and computational treatments for
the subsonic and supersonic flow can be readily extended to this area.

However, in the hypersonic aerodynamics, there appear some effects which greatly
complicate classical treatments. In general, it contains effects of high temperature
which is caused by a strong shock wave, hence, it is necessary to consider chemical re-
actions such as dissociation, recombination and, sometimes, even ionization processes.
These effects especially influence the heat transfer rate on the surface of the flight
vehicle. Fay & Riddell [1] and Goulard [2]| discussed these problems, and showed that
the catalytic efficiency of dissociated atoms on the surface is important to determine
the heat transfer rate.

Another important effect in the hypersonic flow is the slip of hydrodynamic values
on the surface which becomes remarkable in the near continuum flow where the gas
is slightly rarefied. In the treatments of this problem, the Knudsen layer near the

surface whose thickness is order of one mean free path plays an important role and



it is necessary to consider the microscopic motions of molecules. For example, Sone
[3, 4] analyzed this problem by dividing the flow into two parts; the Hilbert part
which represents the overall behavior of the gas and the Knudsen-layer part near the
surface whose thickness is the order of one mean free path. More recently, Scott [5]
and Gupta et al. [6] constructed slip boundary conditions for the multicomponent
gases by extending concepts by Shidlovskiy [7] in which the distribution functions
in the Knudsen layer are uniform. Another important contribution in this area was
made by Trilling [8]. He constructed an asymptotic solution of the Boltzmann-Krook
equation proposed by Bhatnagar, Gross and Krook [9, 10] for the Rayleigh shear
flow problem for a monoatomic gas by expanding in powers of the square root of the
Knudsen number.

The purpose of this thesis is to investigate the gas-surface interaction in the hy-
personic flow composed of a mixture of gases by using the model similar to that used
by Trilling [8]. In this study, we will consider chemical reactions both in the flow and
on the surface and assume that the surface is highly catalytic. We will get an asymp-
totic solution of this problem with the singular perturbation method by adopting the
similar approach developed by Trilling [8].

1.2 Definition of the problem

Before the analysis, we will define the hypotheses of the problem we study (see
Figure 1-1).

We consider an infinite flat plate located at y = 0 whose surface temperature is
T»(t) and which moves in the z-direction at the velocity u,(t). Initially the upper-half
space is filled with a gas mixture composed of O and O, molecules whose densities are
P1eo aNd P2 respectively and temperature To,. At time ¢ = 0, the plate is impulsively
set into motion. We will analyze the inner layer near the plate after a period of time
long enough for the initial transient to be smoothed out.

Outside the inner layer, O and O, molecules are in equilibrium, however, in the

inner layer, if the time is large, the flow is a chemically non-equilibrium flow. There-



fore, we will consider the chemical reaction process in the inner layer. And we assume
that the surface is highly catalytic, i.e. a large portion of the O molecules hitting the
surface recombine into O, molecules on the surface (their fraction is represented by
the catalytic efficiency v defined in Chapter 4). Furthermore, we assume that the flow
is continuum or near continuum. This is equivalent to assuming that the Knudsen
number of the flow is small.

In this thesis, we will proceed as follows. At first, we introduce the Boltzmann-
Krook equations and derive the equations of motion with the macroscopic hydrody-
namic properties (Chapter 2) and construct a kinetic model suitable for this problem
(Chapter 3). Next, we consider boundary conditions (Chapter 4) and determine the
small expansion parameter and expand governing equations with respect to it (Chap-
ter 5, 6). Then, we construct the first and second order system of equations of motion
and boundary conditions (Chapter 7, 8). Finally, we discuss the results obtained in
this study (Chapter 9) and get some conclusions (chapter 10).

Ploy P2, T':o

AN 2T O N x

uy(t), Ty(t)

-

Figure 1-1: Definition of the problem.
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Chapter 2

Equations of Motion

In the first two sections of this chapter, we introduce a concept of distribution
function and the Boltzmann equation to describe the microscopic motion of a mixture
of gases, and define the hydrodynamic variables which are needed in the analysis
throughout this thesis. In the last section of this chapter, we derive the macroscopic

equations of motion by integrating moments of the Boltzmann equation.

2.1 Boltzmann equation

To consider the behavior of a reacting mixture of gases at the microscopic level,

we introduce distribution functions at time t for each components of the mixture;

JACAT )

In this analysis, s = 1 for O molecules and s = 2 for O, molecules. The parameters &,
and £, represent position in the physical space and in the velocity space respectively.
This distribution function f, is defined in the six-dimensional phase space (a":'_,,{,),
and its value changes due to collisions both with molecules of the same kind and with
molecules of the other kind.

If we ignore the excitation of internal degrees of freedom (i.e. rotational, vibra-

tional and electronic etc.), the evolution of each distribution functions f, in a phase
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space can be described by the following Boltzmann equation,

-Dfs [af.] (21)
oll
The left-hand side of ( 2.1) is (see, e.g. Kogan [11] or Vincenti & Kruger [12]),

Df, Bf,
Dt 8t

af, X Bf,
5‘w, m. OE,

+é,- (2.2)
where X, is the external force acting on the s-th kind and m, is the mass of a
molecule of the s-th kind. The right-hand side of ( 2.1) is the rate of increase of the
species density in the ,-class resulting from collisions; the so-called collision integral.
Since molecules of s-th kind interact with both the same kind and the other kind of
molecules, this term is a function of both f; and f,. Therefore, the change in the
state of a mixture gas is governed by a system of two equations for the distribution
functions f;, f;, each of which contains the distribution function for the other kind
of species.

The approximate formulation of [8f‘] which is necessary for the later analysis

will be considered in Chapter 3.

2.2 Definitions of hydrodynamic variables

In terms of the distribution function f,, we can get a variety of familiar hydro-
dynamic variables. These can be basically obtained by multiplying the distribution
function by various quantities and integrating over the whole velocity space. It is
convenient to define them at this stage before we proceed further. They are as fol-

lows:

o The mass density of the s-th component; p,

= /ﬂ fodE.. (2.3)
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o The mass density of the mixture

p=D P

The number density of the s-th component; =,

n, = '£"_-
m,

The number density of the mixture; n

n= Zn,.
L]

The mean velocity of the s-th component; 7,

P AR /R &S,

The mean velocity of the mixture; ¥

po = Z PsUs.

s

The diffusion velocity of the s-th component; 17_,

= — —
‘/;= s — V.

¢ The peculiar velocity of the s-th component; &,

G =& — 0.

o The stress tensor of the s-th component; (P, );;

(Po);s = fa (ca)ile); fodé,.

12

(2.4)

(2.5)

(2.6)

(2.7)

(2.8)

(2.9)

(2.10)

(2.11)



The stress tensor of the mixture; P;;

P =Y (P.)ij- (2.12)

The temperature of the s-th component; T,

3 1 f s om
“nokT, = /m AT (2.13)

where k is the Boltzmann constant.

The temperature of the mixture; T

3 3
inkT = g —z-n,kT_,. (2.14)

The pressure of the mixture; p

1
P= §(sz+Pyy+Pzz). (2.15)

The heat flux of the s-th component; g,

- 1 - 1= 12 rod
@=3 - G, |G| f,dE,. (2.16)

The heat flux of the mixture; ¢

EDI A (2.17)

The pressure, number density and temperature are connected to each other by

the familiar equation of state for a perfect gas,

p = nkT. (2.18)
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In the analysis which treats with a mixture of gases, it is sometimes convenient to
introduce another kind of species temperature T,,. This is defined with respect to

the mean velocity of species s, i.e. ¥,, instead of the mean velocity of the mixture ¢

(see Burgers [13, p.228]);

Slelvlse = = -‘d, ,,d,. .
n kT =5 [ 1E— 5. fdE (2.19)

From ( 2.13) and ( 2.19), we can show the following relations between T, and T,, (see
Appendix A.1),

2
m - -
Ty =Ty + 3,::)’; 5 — &2 (2.20)
mapl, L
Ty=Tun+ % 1:::21 AL (2.21)

2.3 Macroscopic equations of motion

The Boltzmann equations discussed in Section 2.1 describe the detailed motion
of molecules of each species in the position-velocity phase space (a’:‘,,f,). We can
derive ordinary equations of motion in a fluid flow which involve the hydrodynamic
quantities defined in Section 2.2 from these microscopic equations. These macroscopic
equations of motion can be obtained by multiplying the Boltzmann equation by any
function of molecular velocity 5_; and integrating over the whole velocity space. If this
function is taken to be a collision invariant, i.e. the mass, momentum or energy per
molecule (m,, m,£,, m,|£,|?/2), we can get the macroscopic equations of motion of a
continuous mixture of gases.

Integrating equation ( 2.1) with respect to £,, we can get,

D f s 4 af s e
Zrdf, = [ || dE. 2.22
»s Dt ¢ % [at]wu ¢ (2.22)
Since we assume a reacting gas mixture in which O, molecules may dissociate into

O molecules, the right-hand side of ( 2.22) does not vanish. Then, we can write for
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each species,

Dfy ,» .

- B-t—dfl = w (2.23)
Dfy » .

s —DTd 9 = —W (2.24)

where w is the rate of increase of the mass of species 1 in a unit volume and a unit
time called a source term,

, 0fy »
w = [ at ] ” dfl. (2.25)

However, the total mass of both species should be conserved,

2 fgz Disge, - (2.26)

If we multiply ( 2.1) by &, = (¢,,7.,(,) and integrate with respect to {,, the right-
hand side of equations also do not vanish because the s-th kind of molecules may
exchange momentum with the other kind of molecules. However, the total momentum

should be conserved. Then we can write,

2 ek dé,—ﬂ (2.27)

By multiplying ( 2.1) by %]§:|2, integrating with respect to ¢, and summing up

over 8, we obtain an expression for the total energy,

Z/,—Ifalzpf"df, E/ —l&l2 [3f’] y (2.28)

If we assume a reacting gas mixture, the right-hand side of ( 2.28) does not vanish
because some portion of the total kinetic energy of a mixture may transfer into the
heat of formation of some species, or vice versa. If we introduce the dissociation
energy per O, molecule, E (the energy obtained from the kinetic energy of a mixture
of gases when O, molecule dissociates into two O molecules; E > 0), ( 2.28) can be

written,

2Df, _ E
2 f SIE = e = ——. (2.29)

2
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Equations ( 2.23), ( 2.24), ( 2.27) and ( 2.29) constitute a system of equations
for the mass, the total momentum and the total energy conservation. By evaluating
the left-hand side of each conservation equation with expressions of hydrodynamic
quantities introduced in Section 2.2, we can get the macroscopic equations of motion

of a continuous gas mixture,

e Conservation of mass of species 1

g + 3(01‘01)

5 3y = (2.30)
e Conservation of mass of species 2
Opz | O(p2v2) _
5 + 9y (2.31)

Conservation of the total momentum along z-axis

Ou ou 0P,
(3t+ 6)+ By =0 (2.32)

Conservation of the total momentum along y-axis

v  Ov BP

Conservation of the total energy (see Appendix A.2 for more detail)

3 (8T 9T\  dq du ( 3)
§nk(m a)“La +Pma + P +-— E + SkT

3
= ng-—{Zn, } (2.34)

dv

where notations & = (z,y, 2), & = (&sy MsyCs)y ¥ = (u,v,w) and § = (gs, 9y, q:) are
used. In this derivation, we assume that there is no external force X, defined in ( 2.2)
and there is spatial variation along the y-axis only according to the basic assumption

of our problem described in Chapter 1.
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Equation ( 2.30) ~ ( 2.34) constitute a system of five equations for five main
unknowns : pi, p2, %, v, T and five additional unknowns: v, vs, Ppy, Pyy, q,. This
system is not a closed set of equations. In order to get a closed system of equa-
tions, these additional unknowns should be related with main unknowns by using the
definitions of hydrodynamic quantities in Section 2.2.

Another important term we should evaluate is the source term  in ( 2.30) , ( 2.31)
and ( 2.34). This term depends on how the chemical reaction occurs in a mixture of
gases and can be obtained by considering a collision integral term in the Boltzmann

equation ( 2.1). This consideration and modeling of it will be discussed in Chapter 3.
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Chapter 3

Kinetic Model

The main purpose of this chapteris to construct a kinetic model which is consistent
with our problem. In the first two sections, we consider the case without chemical
reactions as a reference and estimate the order of characteristic times for collisions
introduced there. We follow the concepts by Perot [14] basically in these sections. In
the next two sections, we extend this model to the case with chemical reactions which
is consistent with our problem and model characteristic times for collisions between
the different species. In the last section, we specify unknown parameters introduced
into the kinetic model by the reasonable physical assumptions and obtain the final

forms which are suitable for this analysis.

3.1 Kinetic model of a mixture of gases without
chemical reactions

Perot [14] constructed a kinetic model for a mixture of gases under the assump-
tion that no chemical reactions occur in it. This assumption can be interpreted as
corresponding to the case in which the flow is completely frozen and as one of the
limiting cases for the chemically reacting flow. Therefore, it is worth while considering
a kinetic model of a mixture of gases without chemical reactions before constructing

the one of a chemically reacting mixture of gases in our problem.

18



The collision integral for species s in ( 2.1) in Chapter 2 can be expressed in the

following form,

[%ff]cou - Z Qor(far f+) (s =1,2). (3.1)

r=1,2
Q. (fs, f+) is the collision integral operator taking into account collisions between
molecules of the sth kind and the rth kind. This term is expressed with notations

used in, e.g., Kogan [11],

Qulfurf2) = [ (Fif: = fof)gubdbdsdf, (3.2)

where g,, is the relative velocity, b is the impact parameter and ¢ is the collision angle.
The primes denote values after the collision.

In general, it is very difficult to treat with this detailed form of @,,, and several
simpler models of this collision term have been proposed in which mathematical
treatments are easier and main qualitative properties are still retained. One of the
most widely used models is the Bhatnagar-Gross-Krook collision model ([9, 10]).
This model is especially suitable for the analysis in which one needs to expand the
governing equations into power series such as in Trilling [8].

Under the assumption that there are no chemical reactions, the Boltzmann equa-
tions with the Bhatnagar-Gross-Krook collision model (so-called, the Boltzmann-

Krook equation) can be expressed in the following form,

afs + f fs Z o +\IJ" Z —_ (s = 1,2) (33)

’
E By r=1,2 Tor r=1,2 Tor

In ( 3.3), 74 is a characteristic time of molecules of species s for collisions with

molecules of species r. The corresponding collision frequency v,, is defined as
Vgp = —. (34)

T, and v,, may depend on densities of each species and temperature but not on molec-

ular velocity. Then total average collision frequency v, and the total characteristic

19



time 7, for species s are,

=Y =y 21 (3.5)
r=1,2 r=1,2Tor s

The first term of the right-hand side of ( 3.3), —f, ¥, 1.2 ;f—r, represents the number

of molecules of species s which are thrown out of the £,-class per a unit time and
volume as a result of collisions, while the second term, +¥,, 3°,_; , -T-f:, represents the
number of molecules of species s which are restored to the £,-class. In the Bhatnagar-
Gross-Krook collision model, the distribution function ¥,, of the molecules restored to
the £,-class has the form of the Maxwell distribution function. For collisions between
the same species, it is reasonable to assume that molecules of species s are re-emitted
with the Maxwell distribution function centered about the species velocity v, and

species temperature T,, defined in ( 2.7) and ( 2.19) respectively, then we can write

for ¥,,,

ma 3/2 ml g —~ |12
Yoo = ps (27rkT,,) €xp {_ZkT,, 1€ — 9| } (3.6)

On the other hand, for collisions between different species, the local velocity and
temperature corresponding to ¥, and T, in the case of above are not known a priori.
Then, we introduce the auxiliary velocity v,, and temperature T,,, and define the

auxiliary distribution function ¥,, as

m, 3/2 m, o Y s
Vo= () o log 6 -} (30

These parameters introduced in this section, i.e. 74, v,, and T},, should be determined

from the physical conditions.

3.2 Order estimation of characteristic times for

collisions

Four characteristic times 7,, introduced in the previous section are, in general,

functions of number densities of each species, temperature and time. In this analysis,

20



for simplicity, we assume that each 7, is independent of temperature and time. (It
may still depend on number densities.)

The order of magnitude of 7, should depend on the problems we choose, and
rough order estimation of them can be made by considering the motion of molecules
near the wall in detail. In this analysis, we should remember that we try to treat with
the flow very near the wall and that we assume that a large portion of O molecules
hitting the wall recombine at the wall as described in Chapter 1.

First of all, we look at a very thin layer very close to the wall whose thickness
is about one mean free path of either O or O, molecules. In this layer, most O
molecules have a velocity directed towards the wall because a large portion of O
molecules hitting the wall recombine and become O, molecules. On the other hand,
these O, molecules produced at the wall have a velocity directed away from the wall
in this layer (see Figure 3-1).

Next, we consider a thicker layer than the previous one whose thickness is of the
order of a few mean free paths. In this layer, each molecule may experience a few
collisions. Because of the influence of catalytic recombination on the wall described
in the previous paragraph, O, molecules leave the wall with a positive velocity in the
y-direction on the average, and, on the other hand, O molecules reach the wall with
a negative velocity in the y-direction. Therefore, a collision between different species
is much more probable than a collision between the same species.

Typical motions of molecules in this layer are shown in Figure 3-2. For the average
O molecules, it is most probable that they collide with incoming O molecules. They
may also collide with incoming O, molecules, but most of these incoming O, molecules
have experienced O-O; collisions at previous times. We should also note that there
may be incoming O, molecules in the thin layer whose thickness is about one mean
free path as seen in Figure 3-1. These molecules can be interpreted as the ones which
are reflected as a result of O-O; collisions in this thicker layer.

From these discussions, we can assume that the chance of collisions between dif-
ferent species is much larger than the chance of collisions between the same species.

This physical consideration is consistent with the assumption that the characteristic

21



time for collisions between different species is much smaller than the one between the
same species,

Ti2y T21 K Ti1, Tz, (3.8)

This basic relation comes from the assumption that a large portion of molecules
hitting the wall recombine at the wall, in other words, the assumption of a surface
which is highly catalytic. Therefore, we should note that ( 3.8) cannot be satisfied
if we treat with a problem in which only a small portion of hitting O molecules
recombine at the wall. In this case, the order of magnitude of r;; may be the same

as the order of magnitude of 72 or 7.

3.3 Kinetic model of a mixture of gases with chem-

ical reactions

In the real situation, in a mixture of gases whose components are O and O,
it is reasonable to expect that chemical reactions occur in it. Therefore, in order to
construct a suitable kinetic model for this mixture, it is necessary to include the effects
of chemical reactions in the kinetic model discussed in the previous two sections.

In this mixture of gases, it is probable that the following chemical reactions occur,
0;+40+<=20+0 (3.9)

0,4+ 0,+=20+0, (310)

In each equation, the forward reactions are the dissociation reactions and the back-
ward reactions are the recombination ones. The second terms of the right- and left-
hand side in each equation are catalytic bodies. A recombination reaction requires a
three-body collision between two O molecules and some third body; O or O,. The
reason for it is that if there is no such third body, the recombination energy must
transfer into a vibrational mode of the newly created O, molecule and may cause the

immediate dissociation after one-half period of vibration.
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A1z

Figure 3-1: Typical motions of O and O, molecules in a thin layer whose thickness is
about one mean free path.

AMAIIHITHIH I U OO

Figure 3-2: Typical collisions of O and O, molecules in a layer whose thickness is of
order of a few mean free paths.
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In order to judge which reactions in ( 3.9) and ( 3.10) are more probable near
the wall, the physical consideration for characteristic times discussed in Section 3.2
plays an important roleb. If we compare the two dissociation reactions in ( 3.9) and
( 3.10), the dissociation reactions by 0-O, collisions are much more probable than
those by 03-0; collisions because the number of 0-O; collisions is much larger than
the number of 0;-O; collisions in the same volume and during the same time from
the result in Section 3.2. Furthermore, in this study, for simplicity, we neglect the
existence of collisions which cause the recombination reactions because they require
three-body collisions and they are not likely to occur very near the wall. Therefore,
we can conclude that it is enough to consider the following dissociation reaction for

the treatment of the flow near the wall,
0,+0—20+0 (3.11)

A dissociation reaction occurs when the energy of two molecules involved in a
collision is greater than a threshold value, i.e. the activation energy. We assume that
this minimum energy required for dissociation is equal to the dissociation energy F
per O; molecule. Furthermore, we make the following assumptions for both species

after 0-O, collisions.

e For 0-O; collisions without dissociation, each O and O, molecule is replaced in
the £;-class and the £,-class with a local Maxwell distribution function ¥, and

V3, respectively.

¢ For 0-0; collisions with dissociation, O molecules newly created by dissociation

are replaced in the £ -class with a local Maxwell distribution function ¥,.

e For 0-O; collisions with dissociation, O molecules which were the catalytic

bodies are replaced in the & -class with a local Maxwell distribution function

*
R1°

24



U3, ¥3,, %, and ¥}, are defined as,

. my \3/? { my 2}
Uls = p12 (27rkT12) exp —'2—,;11—1'2"51 - ”12| (3-12)
* m 3/2 { my ry -+ 2}
¥ =pn (27rkT21) exp —mlfz - ”21l (3-13)
. m_ )\ G — ol
¥e = PR1 (27rkTm) erp {—m|§1 - ”R1| (3-14)
. _ my \3? { my o 2}
Vha = PRz (ZvrkTm) exp —mlﬁ —TRe|" . (3.15)

Unknown parameters introduced in these definitions should be determined later. The
assumptions mentioned above are extensions of the concepts by Morse [15]. In ( 3.12)
and ( 3.13), only expressions for densities p;; and py; are different from ( 3.7) which
is for a mixture of gases without chemical reactions because the transformation of
species is expected for a mixture with chemical reactions.

Under the assumptions discussed above, we can extend the Boltzmann-Krook
equations ( 3.3) to the case with chemical reactions. Before doing it, we should
note that O molecules are thrown out of the {;-class once they experience collisions,
whether these collisions are reactive or non-reactive, and this also applies for O,

molecules. Then, the extended Boltzmann-Krook equation for O molecules is,

0 0 ¥ T*, UL P
_fl+nl_):1_=_i}_+__ll_i1_+ 12 , "R, TR2

ot Jy T®T Tin Ti2 T2 T2 T21

(3.16)

The first two terms of the right-hand side of ( 3.16) are ordinary expressions for
collisions between the same species. The third term — f; /715 represents the mass of O
molecules thrown out of the {:-class by 0-0; collisions per unit volume and unit time.
The fourth term +W},/r;, represents the mass of O molecules which are replaced in
the f;-class by O-0; collisions without dissociation per unit volume and unit time.
The fifth and sixth terms represent the mass of O molecules which are replaced in
the £ -class by 0-O, collisions with dissociation per unit volume and unit time. The

fifth term +¥}, /712 is the expression for O molecules which were catalytic bodies
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and were originally O molecules before collisions, while the sixth term +¥%,/7s is
the expression for O molecules newly created by dissociation, which were originally
O3 molecules.
In the same way, the Boltzmann-Krook equation for O; molecules is,
0fs af fo ¥ f n v,

RPN LR L R L N4 1 3.17
ot T Oy T22 T2 Ta1  Ta (317)

In ( 3.17), the last term of the right-hand side +¥3,/7,; represents the mass of O,
molecules which are replaced in the E;-cla,ss by 0-0, collisions without dissociation
per unit volume and unit time.

The relations among unknown parameters pia,ps21,pm and pgz introduced in
( 3.12) ~ ( 3.15) can be obtained by integrating ( 3.16) and ( 3.17) over the whole
velocity space and considering the balance of mass of each species. Integrating ( 3.16)
and ( 3.17) over the whole space £, and £, respectively with the use of the definitions
of ( 3.12) ~ ( 3.15), we get

w=-LL 02 PR PR (3.18)

T12 T12 T12 T21
—p= P2 (3.19)

where we used the expression for a source term w defined in ( 2.23) and ( 2.24). The
first term of the right-hand side of ( 3.18) —p; /712 represents the mass of O molecules
which experienced O-0j; collisions in a unit volume and in a unit time. These collisions
might be either reactive collisions or non-reactive collisions. If they were reactive
collisions, O molecules involved in them were catalytic bodies and should become the
portion of the term +ppg;/72 after collisions. If they were non-catalytic collisions,
they should become the portion of the term +p;3/7; after collisions. Therefore, if
we introduce a new parameter P, which is the fraction of collisions involving energy

greater than the activation energy (i.e. dissociation energy) that is required to cause
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dissociation, we can write the following expression

P12 1

— =(1-P)— 3.20

T12 ( )7‘12 ( )
ﬂ’il_ = Pf.l_ (3.21)
T12 T12

In the same way, for the O, molecules,

P21 P2

— =(1-P)— 3.22

T2 ( )7'21 ( )
PRz _ pP2 (3.23)
™ ™1

These expressions ( 3.20) ~ ( 3.23) satisfy the total mass conservation because the
summation of ( 3.18) and ( 3.19) vanishes in both right- and left-hand side if ( 3.20)
~ ( 3.23) are substituted into ( 3.18) and ( 3.19).

Then, we can rewrite ( 3.16) and ( 3.17) with the newly defined auxiliary distri-

bution functions,

af; df _‘1’11—f1+\1,12—f1__P‘I’12+P‘I’R1+P_2_ _‘{’_1_23_

1
+ = 3.24
at M Oy T11 Ti2 Ti2 T2 P11 ™ (3:24)
0fa 0fr VUn—fo VUap—fo ¥y
= - P 3.25
ot +m Oy ™ + T2 ™ (3.25)
where
my \%? { mo 2}
Vo= (grm) it -l (3-26)
_ may 3/2 { my > ~ 2}
Yo =ps (21rkT21) €zP\ oy, (&2 ~ Pl (3.27)
_ mq 3/2 { mq — o 2} .
Vo= () oo kT &~ Ol (3.28)
~ my \3/? mo L
Yr2 = 1 (21rkTm) op {"%Tm‘fl ~ 2| } (3:29)

( 3.24) and ( 3.25) are the Boltzmann-Krook equations extended to a mixture of

gases with chemical reactions which are consistent with our problem. There still
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be unknown parameters Ty3,v:5, etc. and they will be determined in the following

sections in this chapter.

3.4 Modeling of characteristic times 7, and 7

In Section 3.2, we assumed that each characteristic time 7,, is independent of tem-
perature and time. However, they may still be functions of number densities of each
species. ( 3.8) suggests that, in the flow very near the wall, the dominant collisions
are 0-O, and they play dominant role in determining the main flow characteristics.
Therefore, before we proceed to determine the values of the unknown parameters in
( 3.26) ~ ( 3.29), it is necessary to consider the characteristic times 7;; and 75, in
more detail.

From the definition in Section 3.1, 7,, is a characteristic time for molecules of
species s collisions with molecules of species . Morse [15] and Burgers [13] modeled
T12 and Ty as

Tia = 7—:2, T = % (3.30)
where 7* is a formal relaxation time. This model can evaluate variations of each
characteristic time with respect to number densities suitably. However, Morse [15]
reports that the Boltzmann-Krook equation with this model does not necessarily

satisfy the H-theorem in general for a non-reacting flow.

On the other hand, Perot[14] modeled 71, and 7»; in simpler forms,
Ti2 = Ta1. (3.31)

It can be interpreted that, in this model, 71, or 72, is a kind of an average value of 7y,
and T; in Morse’s model. When n; = n,, the models are exactly the same, but when
n; and n, are different, Perot’s model cannot evaluate the difference between 1y, and
Ty, correctly. In this sense, it seems that Perot’s model is a rougher approximation
compared with Morse’s model. However, for a non-reacting flow, the H-theorem can

be proved for Perot’s model [14]. Therefore, we have enough reason to use Perot’s
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model for the Boltzmann-Krook equations ( 3.24) and ( 3.25).

However, for the terms related with chemical reactions in them, i.e. terms contain-
ing P, we should treat with the effect of number densities in more detail because the
number of reactive collisions per unit volume and unit time should be proportional
to the product of number densities.

Therefore, in our problem, it seems to be most reasonable that we adopt Perot’s
model for terms not containing P and Morse’s model for terms containing P in ( 3.24)
and ( 3.25). Once we adopt this hybrid model, the H-theorem is satisfied at least
when P — 0 and we can treat with chemical reaction terms in more detail.

If we denote 7,, as values for 7y, and 7, in Perot’s model (7, = T12 = 721),
the relation between 7,, and 7* in Morse’s model can be obtained by interpreting a
collision frequency 1/7,, in Perot’s model as an average value of collision frequencies

1/712 and 1/73; in Morse’s model,

1 171 1 n+ny 1l nl
LN (L = 32
Tav 2 (T]_g + T21) 2 T* 2 T* (3 3 )

Then, applying Perot’s model for terms not containing P and Morse’s model for terms

containing P ( 3.24) and ( 3.25), we get the forms

df +7110f1 _W-h + U2 - f1 _222_1_-,‘1’12 +21}3P‘I’R1 +2£3_7£1_P‘I’R2 (3.33)
at 33/ T11 Tav n Tav n Tav M m Tav

af2 a.f2 ‘1121 - f2 ‘1’22 - .f2 n ‘1’21

T i e (3.34)

3.5 Determination of unknown parameters in the

Boltzmann-Krook equations

To proceed with the analysis of our problem, it is necessary to specify the unknown
parameters introduced in ( 3.26) ~ ( 3.29), i.e. the velocities v12,v21,vp1 and vpy
and the temperatures Ty2,7%1,Tr; and Tgs. To do this, it is necessary to consider

conditions which the Boltzmann-Krook equations should satisfy. The right-hand side
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of ( 3.33) and ( 3.34) corresponds to collision integrals [%it‘-] oy SXpressed with simpler
collision integral operators J,( f,) instead of true collision integral operators Q,.(fs, fr)

in ( 3.1). Therefore, we can write, instead of ( 3.1),

AR
[—gt_]coll - Jl(fl)

_ L PP 1 4 Vi - fr 2231,‘1’12 4 2_n_zP‘I’R1
T11 Tav n Tav n Tav
+op2™mp¥R (3.35)
prn Tav
of,
952 - J
[ at ]co" Z(fz)
_ Uy — fo + Uas — fo B 2213‘1’21- (3.36)
Tav T22 n Tav

We require that these model collision integrals rep.roduce some properties which
true collision integrals have. Therefore, we should admit the existence of three col-
lision invariants, i.e. total mass, total momentum and total energy for these model
collision oi)erators (see e.g. Cercignani [16, p.95]).By the same discussions as in Sec-

tion 2.3 in Chapter 2, we must impose the following relations,

S [, Jifi)dl =0 (3:37)

3 [ EIR)E =0 (3.39)
> /sn ;lz-lélzJ.(f,)dé = —;f—zw (3.39)

where
W= /as Ji(f)dé = - /m Jo f2)dE. (3.40)

( 3.37) ~ ( 3.39) correspond to ( 2.26),( 2.27) and ( 2.29) respectively and ( 3.40)
corresponds to the definition in ( 2.25).

The first condition ( 3.37) has already been satisfied because of the forms imposed
to ( 3.26) ~ ( 3.29). The second condition ( 3.38) gives the following equation for
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unknown parameters (see Appendix B.1),

p1(D12 — V1) + pa(Pa1 — Ta)
n o n " n - n "
- 2—3Pp1‘012 — 2—1-sz‘021 + 2—2Pp1’031 + 2-—1sz'032
n n n n

=90 (3.41)
and the third condition gives (see also Appendix B.1),

3n1k(Tiz — 1) + 3nak(Tn — To) + (|92 — [917) + pa(|921|* — [51)
- 2%P(3n1kT12 + p1lnaf?) - 2%—P(3n2sz1 + p2l2)?)
+ 21;3P(3n1kTR1 + p1|Tma|?) + 2%P(3 - 2n2kTRz + p2|TRe|?)

47‘&1 7

+ PE

= 0. (3.42)

In the derivation of ( 3.42), we used the following expression for the source term w

from the definition of ( 2.25),

=202 L (3.43)

T Taw

We have still eight unknown parameters while there are only two conditions. To
reduce the number of unknowns, it is necessary to make more assumptions for colli-
sions between different species. As mentioned in Section 3.4, the Boltzmann-Krook
equations ( 3.33) and ( 3.34) satisfy the H-theorem when P — 0 under conditions
(see Appendix B.2 for the proof),

1?12 = 621, T12 = T21 (P — 0). (3.44)

In this analysis, we assume that conditions ( 3.44) can be applied when P # 0, i.e.

when there are chemical reactions,

V12 = V2, Tia=Tn (P #£0). (3.45)
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It corresponds to the assumption that, if collisions are non-reactive, molecules of
both species, after collisions with the different species, are re-emitted with a Maxwell
distribution function centered about the same velocity and the same temperature.

In the same analogy, we assume for the terms related with reactive collisions,
Up1 = Upz = R (3.46)

Tr1 = Trz = Tg. (3.47)

They are equivalent to the assumption that, if collisions are reactive, O molecules
which were both originally O, molecules (newly created) and catalytic bodies are
re-emitted with a Maxwell distribution function centered about the same velocity v
and the same temperature Tg.

By substituting these assumptions ( 3.46)and ( 3.47) into ( 3.41) and ( 3.42), we

get simpler forms,

—~ ‘ - n o g n hyed - ~
p(v12 — ) + 2—7—3Pp1(v3 — U19) + 2—niPp2(vR —T12) =0 (3.48)

3nk(Ti2 — T) + p(|%12)* — |5]%)
+ 2’—;310 {3n1k(Tr — Tia) + p1(|7af* — |522/%)}
+ 2%113 {3n2k(2Tr — Tiz) + pa(|5al* - |512/") }

4n1 Mg

+ PE

n

= 0. (3.49)

( 3.48) and ( 3.49) still have four unknown parameters. Next, we should consider
the limiting situation where the mixture approaches the non-reactive condition, in
other words, the fraction of reactive collisions approaches zero, i.e. P — 0. In this
limit, from the results of ( B.29) in Appendix B.2, we can impose these conditions,

11’1_1% D12 = 1131_15) Vp=17 (3.50)
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Il’i—IPﬁ T12 = }l,i_% TR = T (351)

Under these conditions, we can derive one of reasonable forms (see Appendix B.3 for

detail),

U1 =Tr =¥ (3.52)
3n%kT — 4nyn, PE
T =Tr= In2k + 6nynq.kP (3.53)

( 3.52) and ( 3.53) suggest that, whether collisions are reactive or non-reactive,
molecules of both species, after collisions with the different species, are re-emitted
with a Maxwell distribution function centered about the velocity of the mixture and
a slightly smaller temperature than the mixture. In order for a dissociative collision
to occur, at least one of species or both must possess much greater kinetic energy than
average molecules. After such a collision, most of this large kinetic energy transfers
into the heat of formation of O molecules newly created. Ty, = Tg in ( 3.53) sug-
gests that, after a dissociative collision, the kinetic energy of molecules involved in
it reduces to the same level as the kinetic energy of average molecules (which does
not cause dissociation in general). The local temperature Ty, or T must be smaller
than the temperature of the total mixture because there exists a heat release process
as mentioned above. And the larger the fraction of dissociative collisions becomes,
the smaller the local temperature becomes. In this sense, these results are reasonable
from the physical point of view.

We should note that the results obtained in this section are not unique. However,
they satisfy conditions of conservation of three invariants and also satisfy the H-
theorem when P — 0. Furthermore, each assumption and result has the physical
meaning discussed above. We should also note that, as mentioned in Appendix B.3,
( 3.53) is a kind of an approximation form when P is small. Therefore, it cannot
be applied when P is relatively large. However, it does not affect this analysis very
much because P is large only when the temperature of the mixture is very high and
becomes drastically small as the temperature is smaller. For example, P = 1 when

temperature is more than about 60,000K because the characteristic temperature for

dissociation of O; molecules is 59,500K.
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Applying the results ( 3.45) ~ ( 3.47) and ( 3.52) ~ ( 3.53) to ( 3.26) ~ ( 3.29),
we get

‘I’Rl = ‘I’Rz = ‘I’lz. (354)

Then, we get the final forms of the Boltzmann-Krook equations which are suitable

for our problem,

afl afl — lI’ll —fl + ‘I’1z—f1 q’12

P21
ot Yoy ™ Tav + 2,01 n P Tav (3.55)
dfs 0fs Yn—fo VYp—fi _n ¥y
3t + 2 6y B Tav + Ta2 - 272,—P Tav (3'56)
where
Ui =p1 ( )3/2 exp {— & fﬁlz} . (3.57)
27!'le1 2kT 1
my 3/2 { ™o . 2}
Uyp = - . .
n=p(5mm)  eon{~goalf— o (3.58)
my \3/2 my g
Y= (2 KT, ) ep {_szu'fl ~7 } (3.59)
3 mo 3/2 { My o . 2}
U= (gr) oo {6 (3.60)
3n2kT - 4n1n2PE
7 "3n2k + bnynakP (3.61)
When P is small, ( 3.61) can be approximated as
~ 2n1n2 ( 2 )
T, =T — T+ 30 p (3.62)
where O is the characteristic temperature for dissociation of O,
E
o= (3.63)
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Chapter 4

Boundary Conditions

In this chapter, we construct boundary conditions for a mixture of gases which
include the effects of the gas-surface interaction. In the first section, we discuss
justification of specifications of averaged boundary conditions which we should apply
in this study. In later sections, we construct each boundary condition. The slip
conditions discussed there are an extension of the concept by Trilling [8] for the case
of a monoatomic gas to the case of a mixture of gases with chemical reactions on a

surface.

4.1 Construction of boundary conditions for a re-
acting mixture of gases

The most rigorous treatment of boundary conditions would be to specify each
distribution function f; and f, on the wall, which can represent the detailed gas-
surface interaction process. Several mathematical and physical models have been
proposed for a monoatomic gas (see, e.g. Cercignani [16, Chap. III]). However, for
the gas-surface interaction which contains chemical reactions on the catalytic surface
as in our problem, the detailed treatment is not yet possible because of the lack of
enough knowledge of such complicated chemical processes. And, even if the detailed

treatments for distribution functions are available, these mathematical expressions
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may be too intractable to handle in the singular perturbation expansion scheme which
we should apply.

Trilling [8] pointed out that actual boundary conditions should be specified on the
measurable properties of the flow, i.e. averaged values of the distribution functions,
and the specification of the distribution functions has a degree of indeterminacy like
that of a velocity potential, which does not affect the determination of the hydro-
dynamic properties. These concepts are based on the assumption that the detailed
mechanism of the gas-surface interaction for individual molecules is independent of
gas-gas collisions and distribution functions in the flow because each gas molecule
interacts with the wall independently. In this study, we accept these concepts by
Trilling [8] and specify boundary conditions in terms of hydrodynamic properties
defined in Chapter 2, which are, so-called, averaged boundary conditions.

Another important assumption we should introduce here, also by Trilling [8], is
that the molecules hitting the wall acquire their hydrodynamic properties during
their previous collisions which occurred, on average, one mean free path away from
the wall. To explain this, we must introduce the gradients of each property in the
direction normal to the wall into the expression of each boundary conditions.

This approach makes it possible to express the gradual adjustment of distribution
functions to the presence of the wall. As mentioned before, the detailed mechanism
of the gas-surface interaction can be assumed to be independent of the distribution
functions in the flow, therefore, the influence of the detailed effect at the surface should
be blurred after a few collisions near the wall, in other words, a local rearrangement
of distribution functions is allowed at the wall. And this physical aspect is consistent
with the introduction of the gradients in the y-direction discussed in the previous
paragraph.

In Section 2.3, we obtained a system of five equations ( 2.30) ~ ( 2.34) for five main
unknowns : p;,pa,u,v and T. Therefore, we need specify four averaged boundary
conditions, i.e. for u,v,T and one of species densities p; or p; because the mass
fraction of species s is also one of the dependent variables.

In this study, we assume that the velocity of the wall in the z-direction u,(t) is
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given a priori, and the tangential velocity of the mixture at the wall u(0) should be
determined from the relation between u,, and u(0), the so-called slip condition which
will be discussed in the later section. For the boundary condition for temperature,

we consider the following two extreme cases,
o T,(t) is given a priori (including the case of constant wall temperature).
o Adiabatic boundary condition.

For the first case, the temperature of the mixture on the wall 7(0) should be de-
termined from the slip condition on the wall. For the second case, T'(0) should be
specified by considering the energy balance on the wall and, afterwards, T, can be

determined from the slip condition (see Gupta et al.[6]).

4.2 Boundary condition for the velocity v

The boundary condition for the velocity in the y-direction v is specified by the
physical condition that there should be no mass transfer through the wall,

pv(0) = 0. (4.1)
Consequently, we get the boundary condition for v,

2(0) = 0. (4.2)

4.3 Boundary condition for one of the species

densities

The boundary condition for one of the species densities can be obtained by con-
sidering the catalytic process on the surface.
The mass flux of O molecules diffusing towards the wall is p; V;(0). This diffused

mass flux must be exactly balanced by the catalytic consumption rate of O molecules
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on the wall, Then we can get the general form of the boundary condition for p; (see

Goulard [2] and Scott [5]),
p1V1(0) = —kup1(0)] (1<l<2) (4.3)

where k,, is the catalytic recombination rate constant and [ is the order of the surface
recombination process.

In general, the catalytic recombination process on the wall is not simple and it is
a combination of both first-order and second-order reactions, which corresponds to
(1 <1< 2)in ( 4.3). However, the first-order should be dominant when the density
is low because the second-order reaction rate approaches zero faster than the first-
order one with decreasing density (see Park [17]). In this study, we assume that this

recombination process is a first-order reaction. Then, we get, from ( 4.3),

p1v1(0) = —kwp1(0) (4.4)

where we used the relation from ( 4.1),

p1V1(0) = p1(v1 — v)(0) = p1v1(0). (4.5)

The catalytic reaction rate constant k, introduced in ( 4.3) is related to the
catalytic efficiency v defined as the ratio of the number N, of O molecules recombining
on a surface per unit area and unit time to the total number N of O molecules striking

the surface per a unit area and a unit time,

(4.6)

2
il
=| 2

The number N, can be easily derived from the mass flux on the wall. From ( 4.4),

N, = _PI”I(O) _ kwpl(o)_

my my

(4.7)

The number N of O molecules hitting the wall per a unit area and a unit time can be
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expressed by using the distribution function f; at y = ~;7; (one mean free path away
from the wall) and ¢t = ¢t — 7,i.e. f(—n171,t — 71) where 7, is the total characteristic

time for the species s defined in ( 3.5), then,

1 oo 0 oo
V=l [ [ [ mhmnt - mdsdndcs (48)

From ( 4.6) ~ ( 4.8), we can get the relation between k,, and 7,

ky, = —-;{%ﬁj /_: /_ow /_c: mfi(—mm,t — n)dérdnd(;. (4.9)

When the surface is highly catalytic, i.e. the catalytic efficiency < is order of unity,
k. is the same order as the speed of sound.

( 4.4) is the boundary condition for p, and the catalytic rate constant k,, appearing
there is connected with the catalytic efficiency 4 which will be used mainly later

through the relation ( 4.9).

4.4 Slip conditions on the wall for the tangential
velocity v and temperature T

For a monatomic flow, Trilling [8] constructed the averaged boundary conditions
for the tangential velocity u and temperature T' with the classical statements by
Chapman & Cowling [18]. In this section, we will try to extend this concept to the

mixture of gases. In this study, we make the following assumption.

o The momentum and energy accommodation coefficients for each species s, de-
noted as @,, have the same value and represent the fraction of particles re-

emitted diffusively.

o O, molecules created by the recombination process are fully accommodated with
the wall after releasing the net adsorption energy and the dissociation energy
in the adsorbed phase, and equilibrate with the wall tangential velocity u,, and
the wall temperature T,,.
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o Sticking time of molecules to the wall is negligible for all cases, i.e. specular
reflection, simple accommodation without chemical reactions and recombination

on the surface.

First of all, we define the density flux and the number density flux in the y-
direction near the wall (much closer than one mean free path away from the wall) as

follows,

p1v1(0) = PrinViin + ProutViout
p202(0) = Pa2inv2in + P2outV20ut
1191(0) = MN1inViin + N1outV1out
n292(0) = M2inV2in + N20utV20ut (4.10)

where the subscript in denotes properties of incoming molecules whose velocities in
the y-direction are negative, while the subscript out denotes properties of outgoing
molecules whose velocities in the y-direction are positive.

For the incoming mass flux, for example py;,v1in, by using the catalytic efficiency

v and the accommodation coefficient 8;, we can assume that

o Mass flux (1 — 0;)p1inv1:n is reflected specularly as O molecules on the wall with

the velocity in the y-direction —wvy;,.

o Mass flux (01 —7)p1inv1in is reflected diffusely as O molecules on the wall with the
velocity in the y-direction vy,,. And the outgoing mass flux is —(8; — v)p1inv1in

because the incoming mass flux cannot go through the wall.

o Mass flux ¥pqinviin is reflected diffusely as O, molecules on the wall with the
velocity in the y-direction v,,. And the outgoing mass flux is —yp1;,v1:, because

of the same reason as above.

where v, and v,,, are the average velocities in the y-direction of accommodated O
and O, molecules respectively.
If we denote the average tangential velocities of incoming O and O, molecules

whose velocities in the y-direction are negative as uy;, and us;, respectively, for O
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molecules, for example, the incoming tangential momentum flux to the wall is py;, 114, -
v1in, and outgoing momentum flux is (1 — 61)p1in%1in - (—v1in) for molecules specularly
reflected and (01 — 7)p1inthw + (—V1in) for molecules accommodated on the wall (see
Figure 4-1 (a)). Then, the average tangential velocity on the wall for species 1, u;(0),

can be defined by taking a weighted mean of these momentum fluxes,

u1(0)

Plin®1in * [V1in| + (1 — 01)p1int1in + | — V1in| + (01 — ¥)Printw * | — V1in|
Prin|V1in| + (1 = 01)p1in] — v1in] + (61 — ¥)P1in| — V1in]

(2 — 01)(p1inV1in )10 + (01 — Y)(PrinV1in ) thw

N (2 = 7)(prinv1in) (4.1)

For species 2, the incoming tangential momentum flux to the wall is p3;, uzip - Vain
and outgoing momentum flux is (1 — 62)p2inUzin + (—v2in) for molecules specularly
reflected and 02p9inty - (—v2in) for molecules accommodated on the wall and yp;;n 1, -

(—v1in) for molecules newly created by the recombination on the surface (see Figure

4-1 (b)). Then, u(0) can be defined as,

u2(0)
P2in2in * [Vain| + (1 — 03)p2inUzin * | — Vain| + 02P2in%w + | — Vain| + VP1:0%w - | — Viin]

Pain|V2in] + (1 — 02)p2in| — vain| + 02p2in| — V2in| + YP1in| — Viin|
(2 — 02)(p2inv2in )u2in + 02(P2inV2in Jtw + Y(P1inV1in )t

- 2(p2inv2in) + Y(P1inV1in) (412)
Then, the total average tangential velocity u;(0) can be defined as,
pu(0) = p1us(0) + p2uz(0)
= Ot 3O+ a0 (F)  @1)
where
inUlin
Fi=2+~ (g—:;:—n-) (4.14)
Fy = (2 — 03)ugin + Osti + v (%:-%:—:—:) Uy (4.15)
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The incoming density flux p1inv1in and p2invsin can be defined by the similar concepts

as in Section 4.3,
oo 0 00
P1inViin = / / / 771f1(—7117'1,t - Tl)d&dmdﬁ- (4~16)

oo 0 oo
P2inV2in = [.w /_w /;oo 772f2(—7727'2,t'“Tz)dfzdﬂzdcz- (4-17)

In the same way as for the tangential momentum, by considering each energy flux

towards the wall, we can get the temperature on the wall for each species (see Figure

4-2),

(2 = 01)(P1inV1in) T1in + (01 — V) (P10 01in) T
(2 - 7)(n1inv1in)

(2 - 02)(n2inv2in)T2in + 02(n2inv2in)Tw + %(nlinvlin)Tw
2(n2inV2in) + I11in(R1inV1in)

T3(0) =

(4.18)

T>(0) =

(4.19)

where T,;n(s = 1,2) is the species temperature of the incoming molecules of species

s. And the incoming density flux ni;,v1:n, and ng;nvs;, are defined as,

N1inViin = PLinT1in (4.20)
my
N2inV2in = P2inTain (421)
my
Then, the temperature of the mixture on the wall, T'(0), can be defined as,
2 — 01 01 - (Gz)
= 0)T; in w - .
2_717,1( VTyin + 2_77&1(0)77 + n2(0) G. (4.22)
where
Y [ M1inV1in
=24+ -{—). .
Gy = (2 — 03)Tsin + 0Ty + 1 (?-‘-’ﬂ-'l) T,. (4.24)
2 N2inV2in

As mentioned in Section 4.1, variables introduced here, %15, %2in, T1in and Ty;, are

values acquired during previous collisions which have occurred one mean free path
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away from the wall. Then, we can write,

Utin = U(Ag,t — 1)
Ugin = uz(A2,t —T2)
Tin = Ti(A,t—11)
Toin = Ta(Aayt —2) (4.25)

By using these definitions, we can get the final forms of the slip conditions on the

wall for «(0) and T'(0),

20
pu(0) = =200 (hust = ) + ———pl(ﬂ)uw +n0(F) @)
where
P1inV1in
F,=2+ 4.27
! 7 (P2inv2in) ( )
Fy = (2 — 0)us(Da,t — 72) + Opuyy + 7 (" "'"”1‘") Unp. (4.28)
P2inV2in
And,
G,
nT(0) = n1(0)T1(/\1, n1(0)T + 72(0) ( G ) (4.29)
1
where
Y [ M1inV1in
=24 L (Linling 4.
Gl + 2 (n2inv2in) ( 30)
Gy = (2= 0:)T5(Mayt —72) + 0,T, + X (”‘1‘""“") T (4.31)
2 N2inV2in

4.5 Boundary condition for temperature 7' when

the wall is adiabatic

As mentioned in Section 4.1, when the wall is adiabatic, the temperature of the

mixture on the wall, T'(0), is specified by considering the energy balance. The heat
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transfer rate towards the wall ¢,, consists of the heat flux by the conduction, g,, and

the recombination process on the surface,

o = ~0(0) ~ — (p1¥2) (0 (4.32)

By using the expression ( 4.5), the energy balance at the wall is expressed as,
E
4,(0) + ;;2(/’1”1)(0) =0 (4.33)

The wall temperature T, is determined from 7'(0) which should be obtained from
( 4.33).
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Figure 4-1: Incoming and outgoing tangential momentum flux on the surface for each
species.
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(b) Oz molecules

Figure 4-2: Incoming and outgoing energy flux on the surface for each species.
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Chapter 5

Formal expansion scheme and
determination of the expansion

parameter

In this study, we seek an asymptotic solution of the Boltzmann-Krook equations
derived in Chapter 3. In the first section of this chapter, we non-dimensionalize the
Boltzmann-Krook equations and the equations of motion by introducing dimension-
less independent and dependent variables. Next, we introduce the formal expansion
parameter € and expand these variables in powers of €. In the following section, we
relate this expansion parameter € to some physical parameters by considering the slip
conditions derived in Chapter 4. This concept is an extension of the treatments of

the case for a monoatomic gas by Trilling [8] to the mixture of gases.

5.1 The formal expansion scheme of governing
equations

In order to proceed with this analysis in accordance with the theory of matched
asymptotic expansions (see Van Dyke [19] for detail), it is necessary to introduce di-

mensionless variables and to non-dimensinalize each governing equations and bound-
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ary conditions.
For this purpose, we introduce a small expansion parameter ¢ and an arbitrary

reference length L. Then, we define the dimensionless independent variables,

S T _ vy
t:—— = - '1

where co, is a reference velocity and is defined as,

mk [o o]
Coo = \/-2—"—;—:5— (5.2)

where a suffix co denotes values far from the wall.

In this stage, the relationship between ¢ and other physical small parameters,
€.8. Tay,Ti1 O Typ is not yet specified. The form of { in ( 5.1) emphasizes that
changes in time are slow because we seek an asymptotic solution for large time and
the characteristic time L/c., represents the time scale of the macroscopic changes of
the flow. And the form of § in ( 5.1) is selected such that the normal motion of the
flow might play a role. It corresponds to the introduction of an inner variable in the
outer and inner expansion scheme.

Similarly, the dimensionless dependent variables are defined as,

- T u v

.p—zp—I::, T:Z;, ftzc—o';, 17=-gg;- (5.3)

5 _ Py 5 Py - Y
Pwy €PoaCl, Py, = Pooczo, qy = €PooCl (5-4)

_ C3 _ C3
fs = __"_’;f“ v, = 'pﬁ‘l'sr (8,7’ = 112) (55)
r & o, = s
€ = e’ s = e’ (s = o (s=1,2) (5.6)
fll = Tllcoo, 'T'22 = T22LC°°7 i:av - Tavfoo (57)
and

W= p:c&u'; (5.8)



2N

2
p°°coo

F-0=

E. (5.9)

In these definitions, ¥, P,, and §, are selected to emphasize the normal motion of the
flow in the same way as for the definition of §.

When these dimensionless variables are defined, we can get dimensionless gov-
erning equations. The Boltzmann-Krook equations ( 3.55) and ( 3.56) become in

dimensionless form,

01 n _711_af1 _ ‘i’n-— A n ‘1’12_— fi +4fl__zp‘?1z (5.10)

at ay T11 Tav n Tav
af_, + hdfs _ ‘i'”_’ f + ‘i'”_“ f _ 2@19?“ (5.11)

ot € By T22 Tav N Taw

and the macroscopic equations of motion defined in ( 2.30) ~( 2.34) become,
dp1 | O(prtr) -
57 + 3 w (5.12)
Opz | 0(p2t2) -
5 + 5 — (5.13)
_(0a = _duw\ 0P, _
p (—57 +v—3—§) t 5 =0 (5.14)
05 0o OP,,
25 V— = .
€ ((% + 7% 3?) + == 57 0 (5.15)
3_(oT oT 0qy ou 0 _ 3
3.0 _
= ZTa—g{ : n,V,} (5‘16)
where the dimensionless source term 1 is from ( 3.43),
< e P

w Rz‘ﬁ ;__; (517)

49



and,

R, = f= (s = 1,2). (5.18)

2nem,

According to the procedures of the matched asymptotic expansion theory, we

formally expand the dimensionless dependent variables in powers of e,

o= p® 4 epM 4 2p® 4 ...
T = TO 44 27O 4.
17, ot 'u,(o) + eu(l) + ézu(z) + e
7 = O+ e 4 20 4...

ry = Px(g) + ePg‘) + eZP,S:) + e
P, = PO 4+ ePD 4+ 2PRD ...

q‘y — qS)) + eq!(,‘l) + €2q3(12) + tes (5.19)

Other similar variables with a suffix such as gy, T}, etc. can be expanded in the same
way.
Likewise, the distribution functions f, and the Maxwell distribution functions ¥,,

can be expanded in powers of ¢,

o= SO 44D

O 4 ) 4 290 4 ... (s,r =1,2) (5.20)

=
I

The expansion of the Maxwell distribution functions can be expressed with averaged
properties defined in ( 5.19).

If we substitute (5.19) and ( 5.20) into the dimensionless equations of motion
( 5.12) ~ ( 5.16), we obtain a hierarchy of partial differential equations. And, if addi-
tional unknowns; %, %, P,,, P,, and g, can be expressed in terms of main unknowns,
these equations are fully determinate and give solutions for each order of €. This can
be done by solving the dimensionless Boltzmann-Krook equations ( 5.10) and ( 5.11)

and by calculating additional unknown variables with the definitions given in Section
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2.2.

5.2 Determination of the expansion parameter

In the dimensionless Boltzmann-Krook equations ( 5.10) and ( 5.11), the charac-
teristic times 71,732 and 7,, also appear. In the continuum flow, these characteristic
times are also small. Therefore, it is necessary to relate e to these physical parameters
in order to obtain solutions of distribution functions in each order of €.

Trilling [8) made the order estimation of a characteristic time of a monoatomic
gas by considering the slip conditions on the wall for the tangential velocity u and
temperature T'. In this section, a similar concept is applied to the case of the mixture

of gases in our problem.
From the expressions for u1(0),u5(0),T1(0) and 75(0) in ( 4.11), ( 4.12), ( 4.18)

and ( 4.19) respectively, we get the following equations after non-dimensionalization,
(61 — 7)(fw — 81(0)) = (2 — 01)(1(0) — @ (A1, — 7)) (5.21)
{(02(P2inB2in) + V(PrinB1in)} (H — T2(0))
= (2 = 62)(P2in®2in)(82(0) — Ua( s, T — 7)) (5.22)
(61— 7)(Tw — T2(0)) = (2 — 0:)(Tu(0) — Ty (Ay, T — 7)) (5.23)
{(02(ﬁ2in172in) + :yz'(ﬁlinﬁun)} (Tw — Tz(o))
= (2 ~ 0;)(RainD2in )(T2(0) — To (X2, — 72)). (5.24)

These equations represent the slip conditions for the species tangential velocities
and temperatures on the wall. If the slip values should be small compared with the

wall velocity and the wall temperature, we must select the magnitudes of X, X,, 7
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and 7, as,

A < 1, 7y, < 1.

As introduced in Chapter 3, the total characteristic time is defined as,

and the mean free path of species s, J,, is defined as,

Cs

As = =G Ty

V,

where ¢, is the average molecular speed of species s.

(5.25)

(5.26)

(5.27)

Next, we consider the dimensionless forms of these values. The dimensionless

mean free path in the y-direction of species s is defined as,

Y
A = I
and the dimensionless characteristic time is,
7 TsCoo
° L
From ( 5.27) ~ ( 5.29), we get,
Xs — EJ?-’
€

(5.28)

(5.29)

(5.30)

where ¢, is the dimensionless molecular speed of species s and its magnitude is order

of unity.

In our problem, we assumed the following condition for the order of magnitude of

each characteristic times in ( 3.8) in chapter 3,

T2, To1 K T11, T22.

52

(5.31)



Therefore, we can assume for 7; and 7, from ( 5.26),

1 1 1 1
— & — — R —. 5.32
FL Tia Ta Ta (5.32)
From ( 5.30) and ( 5.32), we get,
3y A ‘_’1:“, %y A E’:" (5.33)

For Perot’s model, i.e. 712 = T31 = Tau, introduced in Section 3.4 which should be
applied to non-reacting terms in ( 3.55) and ( 3.56),
C1Tg0 CaTav

A R — Az & — (5.34)

Recalling the condition A;,A; < 1, we should select 7,, as,
oy = €. (5.35)

Once we get ( 5.35), the other condition 71,7, < 1in ( 5.25) is automatically satisfied.

Furthermore, if we approximate the dimensionless molecular speed of species 3 as,

G RGN, (5.36)
we get from ( 5.34),
Xle\z"&"q-‘;—v-—_-f:X- (5-37)

And, in order to get systematic expansions for our problem, from ( 5.31), we should

select 71; and 72, simply as,

fu=Tp=¢ (5.38)

The expansion parameter € can be related to a familiar non-dimensional parame-

ter. From ( 5.32) and ( 5.37), we can write,

=K, (5.39)

) >

Tav R~ e\ =
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where K,, is the Knudsen number. Then, we get,

e = /K. (5.40)

Eventually, the small expansion parameter turns out to be the square root of the

Knudsen number of the flow.

54



Chapter 6

Construction of the distribution

functions

In this chapter, the distribution functions of each order of the expansion parameter
€ is constructed from the dimensionless Boltzmann-Krook equations introduced in
Chapter 5. Before proceeding with this, another small parameter P which still exists
in the Boltzmann-Krook equations is modeled and expressed in powers of € in the first
section. In the last section, the procedures to obtain the closed system of equations

of motion are discussed, which is a preparation for the later analysis.

6.1 Modeling of the parameter P

In the dimensionless Boltzmann-Krook equations ( 5.10) and ( 5.11), there still
exists another small parameter P which is the fraction of collisions involving energy
greater than the activation energy that is required to cause dissociation. In the
nonequilibrium flow, this is expected to be a complicated function of several variables
such as temperature, species densities, etc.

However, as Perot [14] pointed out in the case when P — 0, the first order of
distribution functions are the Maxwell distribution functions and species temperatures

Ty, T, are the same as the temperature of the gas mixture at least up to the second
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order,

7 — 7 — 7O T = 7 = 7O, (6.1)

These results give the reasonable motivation to select the model of P for the equilib-
rium case as an approximation for our problem.

The form of P for the equilibrium flow, if only the relative translational energy in
the direction of the line of centers is specified (see, e.g. Vincenti & Kruger [12]), is
given as,

P =exp{-2} = e:cp{——?—;}. (6.2)

Substituting ( 5.19) into ( 6.2) and expanding in powers of €, we get,

(1) 3 (TW\* T ,
l—mé-l-{-z-(m) O] €401, (63)

The term P/7,, in the right-hand side of ( 5.10) and ( 5.11) can be interpreted as

0

P = ezp{ 75}

a reciprocal of the dimensionless characteristic time for the chemical reaction,

1 P 1 (6.9

fchem Fm) fav/ P

Since 7., = €?, we get from ( 6.3) and ( 6.4),

T (3 (TN T®) |
1”T(o>‘+{§(‘f@')) g (€t (69

If we introduce a new parameter a which is the first order dimensionless chemical

ezp{— 7t}
62

Tchem =

characteristic time,

eop{ gt} (6.6)

)
€2

we can define the model of P which should be applied in our problem, from ( 6.3)

and ( 6.6),
T() 3 (TO\? 7T@
— v€: — 3 - | — _— 4.,..
P = ae Ok +a {2 (T(O)) T (€ +-e (6.7)
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6.2 Construction of the distribution functions

Once all of the physical small parameters can be related to the expansion pa-
rameter ¢, we can construct the distribution functions f;, f, as the solutions of the
dimensionless Boltzmann-Krook equations. By substituting the expansion forms of
the distribution functions ( 5.20) and the model of P ( 6.7) into ( 5.10) and ( 5.11)
and by replacing the characteristic times 7,, and 711 (= 722) by € and e respectively,

we obtain the following equations,

g[aﬁ” fY zaﬁ”+”“}+€m[aﬁ” oY a8

o e T ot gy ey T ey T
= [(EO - ) (8 ) 4]
+ (29 - A7) + e (80 - £Y) + -]
(1)
2 (472, (9@ ;o . ) (1o Ty
+e [4na(\1l + e} )(1 Ot )] (6.8)
af(o) af(l) 3f(2) 3f(0) 3f(1) 3f(2)
2 2 2 29]2 2 2 2272
e[at T T T T ey Ty Ty T
[ ) e (9 - ) ]
(00 - ) +e (8 - A) 4]
2 (o™ (9 4 ep® 4. (1o T
€ [2na(\1’ + e¥3; )(1 T(°)€+ (6.9)

where the bars are omitted, but all quantities are dimensionless. The solutions of

these equations are obtained by regrouping the terms of the same order of ¢,

7O = vl (6.10)
(0
1) _ g0 _ {0 | g _ 3(;; (6.11)
afly g (0)
() _ g _ {0y 9@ gy _ gt F4Law (6.12)
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" S SR S |/ W) £
A7 = Y- Y e -

Oy ot
+ (terms of n,ny,ng, T, ¥y, a) (6.13)
£ =) (6.14)
6.0
A =¥ — 104 v - 2 (6.15)
o f(l) 0 f(o) nl®
FURTURYCRRTE I R S TR0
n—1) o (n—2)
(M) _ 1) _ ) | gl ofy 7 0f;
fi 22 7+ —n 5y 5
+ (terms of n,ni,n2, T, ¥y, a). (6.17)

We should note that the n-th order solutions of the distribution functions f(*) are
explicitly expressed by f, of the order of less than n and the Maxwell distribution
functions ¥,, of the n-th order. Therefore, if we can obtain ¥{") at each step, we can

construct the solutions iteratively from the first order system.

6.3 Procedures to obtain the closed system of
equations of motion

In the previous section, we showed that the n-th order of distribution functions

f{") are expressed as,

) = £ (£, 50,0, £ 040, 0, W, 00, 0D, 9 (6.18)

ss ? sr ?

Assuming that the solutions of f, are obtained until (n — 1)-th order, all the distribu-

tion functions within the parenthesis in ( 6.18) are functions of five main unknowns
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of the n-th order, i.e. p{™, p{™, u(®, v(®), T("), Therefore,
£ = £ (o8, 5V, u, v, 7)) | (6.19)

These main unknowns must satisfy the dimensionless equations of motion ( 5.12) ~
( 5.16) which should be also expanded in powers of e. These main unknowns of the
n-th order are solutions of the system of order n and the quantities of order of less
than n should have already been determined as solutions of the system of order less
than n.

We should note that there still exist additional five unknowns of order n, i.e.

{"), vg"), P£;), P;;), ql(l") in each order system. These variables must be expressed in

v
terms of the main unknowns. For this purpose, we can use the definitions of these
hydrodynamic quantities in terms of the distribution functions which are introduced
in Section 2.2 because these distribution functions have already been expressed by
the main unknowns.

Once these procedures are completed in each steps of the n-th order, we can obtain
the closed system of equations of motion of order n expressed with five unknown
variables only. This system constructs a closed set of problem of order n if suitable
boundary conditions which should be also expanded in powers of ¢ are specified.
The boundary conditions on the wall are given in Chapter 4. The outer boundary
conditions should be determined by the matching process according to the asymptotic

expansion theory, i.e. the outer limit of the inner expansion should coincide with the

inner limit of the outer expansion. A brief discussion will be made in Chapter 8.
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Chapter 7

First and second order systems of

governing equations

In this chapter, we get the explicit expressions of the first and second order systems
of governing equations by following the procedures mentioned in the previous chapter.
In the first section, we get the first and second order distribution functions f(°) and
) and use them to eliminate the first order additional unknowns. Finally, we obtain
the closed system of the first order equations of motion. In the next section, we iterate
similar procedures and get the third order distribution function f(*) and eliminate the
second order additional unknowns. And finally, we obtain the closed system of the
second order equations of motion.

In this and next chapters, the bars which denote dimensionless variables are omit-

ted but all quantities are dimensionless unless we specify otherwise.

7.1 First order system

In order to obtain the solutions of the distribution function f{*), first of all,
we should consider the dimensionless forms of each Maxwell distribution function
defined in ( 3.57) ~ ( 3.60) and expand them in powers of ¢ since each f{™) contains

components of ¥,, up to the (n — 1)-st order and ¥,, up to the n-th order.
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The dimensionless forms of the Maxwell distribution functions are,

(s=1,2) (7.1)
= G (6o el 4 )

(s,r=1,2; s#r) (7.2)

where

_ P _
R, = 312 (s=1,2) (7.3)

as defined in ( 5.18). And, n, is related to p, as,

n, = 2R,p, (s=1,2). (7.4)

The dimensionless form of the temperature T}, defined in ( 3.61) can be expanded

in powers of € with the expression of P ( 6.7),

3n2T — 4n1n2PE

T =
12 3n2 4 6nyn, P
(0),(0)
= TO 4T 4 & {—222(0;’)22 (T(") + -?;E) + T“’} +-oo (75)
Then, we get,
TO — 7O, (7.6)

By expanding the dimensionless distribution functions ¥;, and ¥,; up to the first

order, we obtain the forms of f{*) and f§°),

2
£O _ g _ A" expd — (51 - u(")) + 0 +{} (1.7)
1 12 (21|'R1T(0))3/2 2R1 T(O) .
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o — (0) 2 2 2
f(o) _g® pg ) exp | — (fz u ) +1z + G . (7.8)
2 21 (27‘_R2T(0))3/2 2R2T(°) .

As mentioned in Chapter 6, the first order main unknown variables which appear
in ( 7.7) and ( 7.8) must satisfy the first order system of equations motion which
are obtained by expanding ( 5.12) ~ ( 5.16) in powers of e. However, this system
contains additional unknowns. Therefore, it is necessary to eliminate them by using
the definitions introduced in Chapter 2 to get a closed system. From ( 2.7), ( 2.11)
and ( 2.16), the dimensionless forms of u,, v,, (P,)sy, (Ps)yy and (g,), are,

PsUs = ‘L3 ﬁsfsdé; (7.9)

PsVs = %/gp nsf.sdé; (7.10)

(Pey =7 [, (6 = ) (1 — e0) fudé, (7.11)
(Po)yy = /;23 (s — ev)? f.d€, (7.12)

(Qs)y - 26/ (773 - 6‘0) {(53 - u) + (’73 - 6'0) + Cz} .fsdE.s- (7‘13)

By expanding them in powers of ¢, we get the first order forms,

(p,u,)(o) = /323 {,f,(o)dé: (7.14)
(pi0)® = [ mSVdE, (1.15)
(P)Y) = / (& — u®) n, fdE, (7.16)
(P = [ n2fVde, (7.17)

1 —
(‘Is)g,o) = 9 - s {(53 - u(o))z + 773 + Csz} fs(l)dés

1 2 -
— (@ _ (0 2 2| (o
500 [ { € —u®) 402+ 2} 50,
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— /w e {(6_’ _ u(o)) w4 .,m,(O)} FOE,. (7.18)

Since ( 7.14) and ( 7.17) contain the first order distribution function f(®) only,
these can be calculated immediately with the expressions ( 7.7) and ( 7.8). A direct
substitution gives,

u(lo) = u§°) = u(® (7.19)
1 1
(P9 = 1010, (p® = Loz 1)
( 7.19) leads to simpler forms for the various first order temperatures with a simple
manipulation (see Appendix C.1),

7O = 7O = 7 = 70 - 7O, (7.21)

And the definition of the partial stress tensor of the mixture ( 2.12) gives,

PO - %anm. (7.22)

From the y-momentum equation ( 5.15), P,, turns out to be a constant up to the

second order,

oPp _oRy

2
3y 3y (7.23)
From ( 7.22) and ( 7.23), we get,
1
PR =3, nOT® = 1. (7.24)

On the other hand, ( 7.15), ( 7.16) and ( 7.18) contain the second order distribution
function f(1). Therefore, we need to evaluate them with the iterative expressions for

f®in (6.11) and ( 6.15). From ( 7.19) and ( 7.21), the first order Maxwell distribution

functions turn out to be,

v = o) = £ (7.25)

79 = o0 — £ (7.26)
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Substituting ( 7.25) and ( 7.26) into ( 6.11) and ( 6.15) respectively, the second order
(1)

distribution functions f;"/ and f§1) become,

o1

V=93 —n g; (7.27)
o

FONRTOR ) (7.28)

The first terms of the right-hand side of ( 7.27) and ( 7.28) can be obtained by

expanding ( 7.2) in powers of € and collecting the terms of order e,

(1) 3\ T
Ps
\I’(_,}.) = \I’(Sg) [p—((ﬁ + (W,zl - 5) 'T'Eo—) + Wszz] (729)
where )
gs - u(O) + 7’3 + C’Z
W2 = ( ) (7.30)
2R,T(0)
53 —_— u(o) u(l) + n’v(o)
W’22 — ( ) . (731)
R,T(0)

The y-derivative of f{°) in the second terms of the right-hand side of ( 7.27) and
( 7.28) can be easily obtained,

(0) ©
5 _ o [__1_ 0p} (7.32)

3\ 1 T® ¢, — u® gu®
oy ~ 7° {p©@ 8y > '

2 — —
+ (W.l 2) T® 8y T RI® oy

Then, we get the second order distribution function f{*),

fs(l) 21) 2 3\ T 2
ol ;@*(Wsl—a)mwﬁ

1 8, 1 8T® ¢, — u(® §y(©®
| e+ (W5 - ) 0T & —w 0T (733)
p® dy TO©) dy R,T®) 8y

sl 2

With this expression, ( 7.15), ( 7.16) and ( 7.18) can be evaluated as,

19(n,T)
P00 = 0000 — 1 X (7:34)
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1 Ju(®
© — _L opodu? _
(P)S) = —5rTO= (7.35)

(@) = —%% {nﬁ"’R, (T‘°’)2} : (7.36)

In these manipulations, we must integrate the moments of f{!). This can be simplified
by using the formula proposed by Perot [14] (see Appendix C.2).
By summing up ( 7.35) and ( 7.36) over both species, we can get the mixture

quantities,
1 0u(®)
© _ ___ .
P, 2y (7.37)
53 (0)
0 _ _Z_— [a7?
4 =73 {aT?} (7.38)
where
n= n1R1 + anz. (7.39)

Once the first order additional unknowns; v”, v{”, P, P and ¢ are ex-
pressed in terms of the main unknowns in ( 7.24) and ( 7.34) ~ ( 7.36), the closed
first order system of equations of motion can be obtained by expanding ( 5.12) ~
( 5.16) in powers of € and collecting the terms independent of € (see Appendix C.3

for detail of the derivation of the energy equation),

ango) N 0 (ngo)v(o)) ~ 0? (n§°)R1T(°)) 4n£0)ngo)

5 5y o7 ) (7.40)
3ng°) N 7] (ngo)v(o)) _ o? (ng"’ RzT(o)) 2n§°)ng°) 7.41)
ot 9y dy? TR (7.
au(o) au(o) 1 azu(o)
(o (& ° (0) -
p ( TR ) 35y =" (7.42)
2070 _ 1 (7.43)

(0),,(0)

500® 1 (9u@\® 5 82
B (Y 5 Z (o + ) (1)) + o o
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7.2 Second order system

The procedures to obtain the second order system of governing equations are
similar to those for the first order explained in the previous section although the
second order case contains much more complicated manipulations.

The second order distribution function f(!) has already been obtained in ( 7.33)
in the previous section. It contains the second order main unknown variables; pgl),
P, u®), v and TW. They must satisfy the second order system of equations of
motion which are obtained by collecting the terms of order € in the expansions ( 5.12)
~ ( 5.16). This system also contains the additional second order unknowns; v{",
vgl), Pag), Pé;) and qy). Therefore, in order to get the closed system of second order
equations of motion, these additional unknowns should be eliminated.

By expanding ( 7.9) ~ ( 7.13) and collecting the terms of order €, we get the

expressions of the second order additional unknown variables,
(Pa"s)(l) = /;u €sf£1)df: (7.45)

(pio)® = [ mfVee, (7.46)

(P)G = [ (6 —u®) n D+ pOu0® — oD [ 3. £,

O 4@ f0 g
v L (& —u®) sz, (7.47)
(P = [ mfDdE, (7.48)
1 2 -
1)y _ 0 2 (
(qa)g) = 3 Rs’ls [(fs—u( )) + 17, +C;2] fsz)df,
1 [ -
3o [ [(6— ) 1 302 4 2] A0

~ [(fa _ u(O)) a4 mv(o)] FOGE,

500 [ [(6 ~w®)" 402 +.¢2) 0. (749)

— —v
2 ® |
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As in the first order case, ( 7.45) and ( 7.48) can be calculated immediately with
the expression of f{1) in ( 7.33), however, to calculate ( 7.46), ( 7.47) and ( 7.49), the
third order distribution function f(*) must be evaluated beforehand.

By substituting ( 7.33) into ( 7.45) and ( 7.48), we get,
ut) = uft) = @ (7.50)

1
(P)Y) = 3 (nT), (P1)§,§,’ = = (nT)W. (7.51)

[

Then, the stress tensor of the mixture becomes,
(P = %(nT)(l) _ % (rOT©® 4 nOTO). (7.52)

And, the various second order temperatures can be obtained in the same way as for

the first order case from ( 7.50) (see Appendix D.1),
TW = W = 7 = 1Y) = 7O, (7.53)

Furthermore, recalling ( 7.23), we get the following expression for the y-momentum

equation,
P =0 (7.54)
) TQ)
o T©) = (7.55)

The third order distribution function f(?) can be obtained by evaluating each
terms in ( 6.12) and ( 6.16). The second order Maxwell distribution function ¥(!) has

the similar form to \Ilg),

v = g(®

£y 51 et
(0) sl )

OB RO (7.56)

By replacing v{%) in ( 7.56) by using the expression ( 7.34) and subtracting f{!), we
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get,

5\ 1 8T©® ¢, —u® §u®
() _ ) — p fO [ (W2 2 2
‘I,.n fa - nlf.s [( sl 2) T(o) ay + R,T(o) 6y * (7'57)

The third order Maxwell distribution function ¥(?) can be obtained by expanding

( 7.2) in powers of € and collecting the terms of order €2,

L ) . 3\ Iy
= et (i)
1., 5, 15\ TO) . 3\ pV 2 | T
+[<—W,1—§W,1+§—)T—(—5;+(W ) <o>+(Wn 3) Wi 7w
)
+W‘;”zo)+ W4~ W2, (7.58)
where , \
- () + (s@)7 — 2 [(&, - u®) u® + gyo0)]
3 = 2R,T(o) (759)
(0),(0)
@ _ () _ 11_22__(-(0) 2 )
T® =T T TO +2E). (7.60)

From ( 7.33), the y-derivative of f{!) is given as,

afp) (0) a [p{V ., 3\ TW 2
oy = I 5§p£°>+<wl ) 7w + W

o[ 1 8p» N (W2 B 3) 1 8T® ¢, —u© §u®
T8y |/ ot 17 3)TO 8y ' RIO® By

B a\ ()

Ps 2 2

* [ bt (Wi-3) 7+ Wsz]
1 9pl® (W2 B 3) 1 8T© ¢, — u(® gu)
p® ot o1 T© dy R,T® Jy

1 8pl® , 3\ 1 8TO ¢ 4 gy@]>
I FOREY +(Wﬂ"§) T oy T RT® oy | (- (7D

And, the time derivative of f() is given as,

(7.62)

f.g) (0) 1 6/)‘ (WZ _E) 1 3T(0)+£s-u(o) du(®
ET PO 2/ TO) H¢ R,T® ot

Substituting these expressions ( 7.57) ~ ( 7.62) into ( 6.12) and ( 6.16), we get
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the third order distribution function &,

& ) 2 3 T(z)
o = (-3

1., 5 o, 15\ T 23)§1)(25)2T(1)
+[(§Wa1—§W31+§)m+(Wu—§ ;@'F Wa—3) W T
1

1 ap(o) W 3) 1 3T® ¢, — u(® 9y
I PO] ( L9/ TO) ot R, T(®) 5t

(WZ 5) 1 87T® N & — ul® §yl0)
|\ m3) 7o T ETw By

4 Pgl) 2 3\ TW 2
~ Ty [WJ’(W“ ) W

20 [_1_3/’&0) ( 2 3) 1 9T £s—u(°)3u(°)]

"5y |50 8 172 TO 8y T RTO 5y
1) 3\ T
8 2 2
—Ws pgo) + (Wsl - 2> T(O) WJZJ .

1 9p 2 3) 1 TO ¢, _ 40 gy(0)
( *’1“§> T® oy | R.IO® oy

lﬁp(o) ( ) 3) 1 9T ¢, — u(® gy (]2
773 T

5(0) dy 1 9) T Jdy + R,T©) gy
where
n(2)
FR = +4ma (fO'I' 8 = ].)
n)
Fp = —ZWOA (for s=2). (7.64)

fl(z) and f,§2) have different forms because the chemical reaction terms appear in them

differently.

With this expression of f(?), we can calculate ( 7.46), ( 7.47) and ( 7.49) which
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are the moments of f(?). After cumbersome manipulations, we obtain,

19(n,T)V
(pro)® = (o) — A2 (7.65)
1 8u® 1 8u® 1 Sut)
(1) = @O 2" (n.TV I _ 02 .
(Py)gy 5" T 3 5 (n,T) 5"s T 3y (7.66)
58 W 5 oT®
(g){V = ~15y {R, (nsTZ) } + ZR,ng")T(")—gy-—. (7.67)

As in the first order case, these calculations of the moments of f(2) can be simplified
drastically by using the formula proposed by Perot [14] (see Appendix D.2). By
summing up ( 7.66) and ( 7.67) over both species, we can get the second order partial

stress tensor and heat flux vector of the mixture of gases,

( )(1) N _1_31,,(0) B lau(l)
20y 2 0y

(7.68)

_ ay(1)
SO(RTY) " | 5. 0pwdT®

(1) — _
(q)y T4 Oy Oy

(7.69)

NS

Having determined the second order additional unknowns expressed in terms of
the second order main unknowns in ( 7.50), ( 7.54), ( 7.68) and ( 7.69), we can obtain
the second order system of equations of motion by expanding ( 5.12) ~ ( 5.16) in
powers of ¢, and collecting the terms of order ¢ (see Appendix D.3 for detail of the

derivation of the energy equation),

angl) + B(nlv)(l) _ 2 (anlT)(l) N 4(n1n2)(1)a

5t 5y By o) (7.70)
) | 3(nw)?) _ 0 (naReT)Y  (mamg)® .
ot + oy Oy? YO (7.71)
oul®) ouM\ 1820 ou® 1 1\ §24(®)
(0) (0) _ 2 - o, 1 pFyovw -
p ( ot +v 0y 2 9y? pv dy 2 (1+p(0)) 0y? (7.72)
2D T
"O) + T = (7.73)
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5000  9u® gu™ 592 (AT2)M
19y By oy 4 oy

1 (0u®\® 50 T\ (n1ng)) 3n§°)ng0)
= =) S {ar—) -\ g2 (1)
( 3y ) 13y (nT 3y) aF TV a.(7.74)

2 n(0) 2 n®

The second order main unknown variables; pgl), pgl), (), v and T must satisfy
this system and the third order distribution function f(» in ( 7.63) can be fully

determined by them.
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Chapter 8

First and second order boundary

conditions

In this chapter, we get the explicit expressions of the first and second order bound-
ary conditions derived in Chapter 4. In the first and second sections, we obtain the
boundary conditions for the velocity in the y-direction v and the atom density p,
respectively. In the next section, we obtain the slip conditions for the tangential ve-
locity u and the temperature T'. In the last section, we consider the energy balance
on the wall when the adiabatic wall condition is given.

These boundary conditions define a closed set of problems of the first and second

order with the equations of motion derived in Chapter 7.

8.1 First and second order boundary conditions

for the velocity v

The dimensionless boundary condition for v is given as, from ( 4.2),

v(0) = 0. (8.1)
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Therefore, we get the n-th order boundary condition for the velocity » simply,

v(O)(O) = 1)(1)(0) =eee = ‘v(n)(O) = 0. (8.2)

8.2 First and second order boundary conditions
for the atom density

The dimensional boundary condition for the atom density p; is given in ( 4.4). As
pointed out in Section 4.3, when 7 is order of unity, k, in ( 4.4) is of the same order

as the speed of sound. Then, if we define the dimensionless form of k,, as,

k= 22, (8.3)

Coo

the dimensionless boundary condition for p; becomes,

€(p1v1)(0) = —kwp1(0) (8.4)

where the bar was omitted. The dimensionless form of k,, in ( 8.4) can be obtained

by non-dimensionalizing ( 4.9),

¥ oo 0 oo
I A R X BT

where we used the relation 1, = €2(= 74,).
By expanding ( 8.4) in powers of € and collecting the terms independent of €

and of order ¢ respectively, we can get the following first and second order boundary

conditions for p,

p"(0) =0 (8.6)
(p101)(0) = —kPp{M(0). (8.7)

From the result of ( 8.6),
p1(0) = €p{)(0) + O(¢?) (8.8)
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(0)
fl-met—e) = f§°>(0,t)+ef§”(o,t>+fz(f”(o )+ 30t ("’2’1) )

= efM(0) + O(&). (8.9)

Then, k(%) becomes,

w

g’) == (0)(0)/ / / 771f1(1)(0)d§1dmd61. (8.10)

When p( ) = 0, the expression for f(*) in ( 7.33) is simplified as,

0= 0o -n (7)) | L car - [(& - w2+ 02+ 2]}
1 = 1,1 T 3y o (21rR1T(°))3/2 p 2R, T(o) 1= M T 61 (-

(8.11)
Substituting ( 8.11) into ( 8.10), we get,
(0)
TR E AL 5 O a” (8.12)
e E W T2
Pi (0) 0

Substituting ( 8.12) and the expression ( 7.34) with v(® = 0 into ( 8.7) and
recalling the relations R; = po/2ming and p; = n1/2R;, the second order boundary

(0) (0)
)(0)~ 2 — 7 /27rT (6;; ) , (8.13)
=0

In ( 8.13), we assume that v is order of unity since the surface is highly catalytic as

condition for p, becomes,

mentioned in Chapter 1 and 4. When the order of v is less than unity, a ordering of

terms in ( 8.4) should be changed.
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8.3 First and second order slip conditions on the
wall

The dimensionless slip conditions which can be derived from ( 4.26) ~ ( 4.31) are,

24 8, — F.
pu(0) = T2 (Os(et =) + GO +0) () (819
where
Fi=24~ (p”"””") (8.15)
P2inV2in
F2 = (2 — 02)U2(6,t — 62) + ngw -+ Y (M) Uy o (8.16)
P2inV2in
And,
26 6, — G
nT(0) = 32 m (0T (et — ) + 2L (O)T, + na(0) (Ej‘) (8.17)
where
Y [ M1inV1in
_24 2 (_—) . .
Gl * 2 N2inV2in (8 18)
Gy = (2= 6)Ty(e,t — €) + 8,T, + 2 (””“”“’") T,. (8.19)
2 N2inV2in

With the relation p{®) = 0 , we can write, from ( 4.16) and ( 4.17),

. RN
(plznvlm) — ¢ (plznvlzn) + 0(62) (8.20)
P2inV2in P2inV2in
and,
e e\ (1)
(nlmvlm) — ¢ (nlmvlm> + O(GZ). (821)
N2inV2in N2inV24in

Then, from ( 4.27), ( 4.28), ( 4.30) and ( 4.31),
FO =2 (8.22)
FO = (2 — 0,)ul” + b,u,, (8.23)
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G =2 (8.24)
G = (2 - 0,)T? + 6,T,, (8.25)

The first order form of pu(0), nT(0) are given from ( 4.26) and ( 4.29),

©
(pu)®(0) = p3(0) (%) (8.26)

(0)
(nT)(0) = n{®(0) (%) . (8.27)

Substituting ( 8.22) ~ ( 8.25) into ( 8.26) and ( 8.27) and using the relation
p0(0) = p(0), n®(0) = n(0), v = u® and T = T, we get the first order

slip conditions,

u® = «(® (8.28)
T = 70, (8.29)

Therefore, it turns out that the first order tangential velocity and temperature are
the wall velocity and the wall temperature respectively.

The second order form of pu(0), nT'(0) are given from ( 8.14) and ( 8.17),

1

29 - Fy\(© F\ @
(1) (1) (o) Y (1) u® (1) ( ) (0) ( 2)
(pu)™(0) = 5—r (0)+ P vt (O ) e 0 (F)  (830)

(0) (1)
(nT)3)(0) = ; 6 2{DTO(0) + -7 n{VTE) +n(1)(0)( ) +n®(0) (_g_z) '
“ - 1

(8.31)
From ( 8.22) and ( 8.23),
F\© ©)
('F‘I) - (8.32)
and,
W g © p)
(52) g S (fi) i i (8.33)
Fy F1( ) F Fl( )
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Substituting ( 8.32) and ( 8.33) into ( 8.30), we get

1
Vu® = p® —_ (F(M) _ 4@ F()
pOu) = Fl( ) (F — u{OF} ) . (8.34)

In the same way for (nT)") (0), we get,

1
(O)T(l)_n(o)G (Gm (o)GgU), (8.35)

1

The second order F{) and F{") are, from ( 8.15) and ( 8.16),

i\
F{Y =y (——————"‘ "‘) (8.36)

P2inV2in

v\
FM = (2-6,) [ u$P(0) + a;” +7(Mf_ﬂ) u®, (8.37)
y y=0 P2mv2zn

In the same way, we get for Ggl) and GQ),

inT in @)
G = - ("1 1__) (8.38)

nzinTZin

Nain T2in

(© T\ @
GV =(2- 0)(T(1)(0)+(ag;) )+02T,5,1)+7(————”1‘"T1‘") T (8.39)
y=0

where we assumed,

Uy = u(® (8.40)
Tp=T®+eTM 4 ... (8.41)

u}) is assumed to be zero since u, is given a priori.
Substituting ( 8.36) and ( 8.37) into ( 8.34) and considering the relations p{* =

p©®, ul? = u©® and uf!)) = u(), we get the second order slip condition for u,

286, {0u®
21(0) = 2 ( ) i 8.42
(0) A o5 ), (8.42)
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In the same way, substituting ( 8.38) and ( 8.39) into ( 8.35) and considering
the relations n{? = n®), T{¥ = T and T{Y = T, we get the second order slip

condition for T,

TW(0) = 20, (6T(o)

+ T, 8.43

As pointed out in Section 4.1, when T,(¢) is given a priori, the second order
temperature of the mixture 7(1)(0) should be determined from ( 8.43) with T!) = 0.
And, when the adiabatic boundary condition is given, T(*)(0) should be specified at

first from the energy balance on the wall and, afterwards, T{!) can be determined

from ( 8.43).

8.4 First and second order temperature of the
mixture when the wall is adiabatic

The dimensional expression of the energy balance on the wall is given ( 4.33). By

expanding this in powers of ¢, the first order and second order expressions become,

‘°’(0)+—(n1v1)(°’( 0)=0 (8.44)
¢§"(0) + (n1v1)<‘>(0) =0. (845)

From ( C.13), o
(n191)(0) = —R; (Q(_’%yﬂ_) : (8.46)

Substituting ( 7.38) and ( 8.46) into ( 8.44), we get the first order equation of the
energy balance on the wall,

5(0 (.. E_ (8(nT)®
( 5 (AT 3 ) + 2R (_(aT))Fo — 0. (8.47)

y=0
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In the same way, from ( 7.65),

n TYD
(m)(0) = ~2 By (ﬁ(—@%) (8.48)

Substituting ( 7.69) and ( 8.48) into ( 8.45), we get the second order equation of the

energy balance on the wall,

5 (0GTYDY 5 o (0T®) L E_ (0(T)V)
y=0 ¥ y=0
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Chapter 9

Discussions

9.1 Structures of the first and second order sys-

tems

We obtained the first order equations of motion ( 7.40) ~ (7.44) with the boundary
conditions ( 8.2), ( 8.6), ( 8.28), ( 8.29) (when the wall temperature is specified) and
( 8.46) (when the wall is adiabatic). As pointed out by Trilling [8] and Perot [14],
the first order system is similar to the Navier-Stokes system with no slip boundary
conditions for the tangential velocity and the temperature.

However, other than the simpler cases of previous analyses, this system has chem-
ical reaction terms. They already appear in the first order system because we treat
the first order dimensionless chemical characteristic time a defined in ( 6.6) as a
different parameter from the expansion parameter €. The main reason for this treat-
ment is that it is difficult to estimate the order of the exponential term contained
in the chemical characteristic time and that the reaction process is distinct from the
mechanics of the flow. Consequently, we treat two processes; i.e. the kinetic and the
chemical relaxation processes, separately.

Another important characteristic of this system is that, for a highly catalytic
surface, the first order species density of O molecules p,(0) is zero and the y-derivative

of p{* is contained in the second order of p1(0). Therefore, the actual value of p,(0)
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is mainly expressed in the second order terms.

The second order equations of motion ( 7.70) ~ ( 7.74) refine the first order
system with the second order boundary conditions ( 8.2), ( 8.13), ( 8.42), ( 8.43)
with T{!) = 0 (when the wall temperature is specified) and ( 8.49) (when the wall is
adiabatic). The system has a finite value of p;(0) and slip boundary conditions for
the tangential velocity and temperature.

The slip conditions ( 8.42) and ( 8.43) are functions of an accommodation coeffi-
cient 4, for O, molecules and have the same forms as those for the case of a monatomic
gas in [8]. This follows from the result that p{”’(0) is zero and, therefore, an accom-
modation coefficient 8, for O molecules does not have any contribution to the second
order slip values. In the third order, however, §; and the catalytic efficiency « appear
for the first time. The second order species density p{")(0) in ( 8.13) is the function of
the catalytic efficiency 4 and, for the same temperature, it decreases as v increases.
The influence of «y on the heat transfer rate on the surface will be discussed in Section
9.3.

The equations of the second order system have the same structure as the first
order system. They contain the higher order derivatives than the first order system;
however, these are derivatives of quantities of a lower expansion term and have already
been obtained in the first order system and are known functions. Furthermore, the
second order system is a sequence of linear equations as pointed out by Perot [14].
The same characteristics mentioned above hold if we iterate the same procedure for

a higher order system.

9.2 Outer boundary conditions

We did not discuss the outer boundary conditions when we derived the first and
second order systems. In the formalism of the asymptotic expansion theory, the
outer boundary conditions should be specified by the matching process mentioned
in Chapter 6. In this section, we consider the relationship between the order of the

Knudsen number on which the expansion parameter € in this study is based and the
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Reynolds number on which the ordinary boundary layer theory is based and briefly
discuss the treatment of the outer boundary conditions.
At first, we consider a monatomic gas. The Reynolds number is defined, for

example, by peo, U, L and a viscosity coefficient o,

Re = ”°°:°°L. (9.1)

From elementary kinetic theory (see, e.g. Vincenti & Kruger [12]),
foo R PooCooh (9-2)

where ) is a mean free path of the gas. Then, the order of the Reynolds number
becomes,
L
Rew M3 = M (9.3)

n

where M, is the Mach number. Consequently, the order of the square root of the

Knudsen number is,

. VM
VEKn ~ T (9.4)

Re

Therefore, the order of the expansion parameter € in [8] is the inverse of the square
root of the Reynolds number if the Mach number is of order unity. This means that
the region where the inner expansion for the case of a monatomic gas is valid is the
same as the boundary layer. In this sense, Trilling [8] specified values in the uniform
region; i.e. Uoo = Voo = 0 and T, as the outer boundary conditions for a monatomic
gas.

For the mixture of gases in this study, the same discussion can be applied. For
example, the viscosity coefficient for the mixture u can be expressed in terms of the
viscosity for each species p; according to Wilke’s rule (see, e.g. Anderson [20]),

Xip;
P (©5)
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where ) / ,
1 m; -1/2 ﬂ.i 1/2 m] 1/4

In ( 9.5), X; is the mole fraction of species i. Considering that the orders of mean
free paths of both O and O, molecules are the same (see ( 5.37)), the order of p is

also the order of pceoA and the relation,

E

= K ~ 9.7
e=VKn e (9.7)
holds.
Therefore, we can specify the outer boundary conditions as,
Jim p, = poeo (9.8)
Jim T =T, (9.9)
yl_i_'rgo u,v = 0. (9.10)

We have already used these relations in Chapter 7 to derive ( 7.24) and ( 7.55).

9.3 Effect of the wall catalysis on the heat trans-
fer rate

It is well known that the catalytic efficiency 4 influences the heat transfer rate
on the wall (see, e.g. Fay & Riddell (1], Goulard [2], Park [17]). The main reason
why the thermal protection system of Space Shuttle uses a low catalytic surface is
based on the results of these analyses which show that the heat transfer rate on the
surface is greatly reduced at re-entry if the surface is near non-catalytic. In reality,
the catalytic efficiency « is in itself a function of temperature (see, e.g. Anderson
[21], Scott [22, 23], Rakich et al. [24], Stewart et al [25, 26],) and this fact greatly
complicates this problem. In this section, we briefly discuss the order of magnitude of

the heat transfer rate in the case of a highly catalytic surface. Here, the terminology
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*highly catalytic surface’ is used in the sense that the order of v is unity.
From the results in Section 8.4, the dimensionless heat transfer rate on the wall

¢w can be expressed up to the second order as,

w = ¥ +¢+0()
_5(8 .. 0O E_ [3(nT)®
y‘_‘:

y=0

5 (8 (RT?)™ 5_0) (aT(O)) E_ [8(nT)®
L) = 2a00)T™(0 + IR [
[4( o ) i OTPO(=5, — 8\ 0 )

+ O(¢?) (9.11)

where ¢, is positive when the heat flux enters the surface as defined in Section 4.5.
As discussed in Chapter 8 and Section 9.1, the influence of the catalytic efliciency v
appears for the first time in the second order of p;(0) and in the third order of «(0)
and T(0). Therefore, the first order heat transfer rate ¢*) is independent of 4 and
has the same value for all v as long as the order of 7 is unity. The influence of v
appears in the second order heat transfer rate ¢{!) through the terms (8T(1)/ 3y) =0’
n{"(0) and (6n§1)/ 0y)y=0

In the following discussion about the effects of the catalytic efficiency on the heat
transfer rate on the wall, for simplicity, the wall temperature T, is assumed to be
constant. By using relations obtained in Chapter 7 and 8, the second order heat flux

¢{!) becomes,
W _ [3g (T(°))2+§R 7o) [
Q' = 8 1 \tw 8 14 w
y=0
5 E oT®
+ [ZRlT5,°>+-—RI]( 5 ) n{"(0)
Y /4o
5 (8TW
+§R1 ( ay )y:O

5 E onl® 5 oT©)

2p mo) | £ @y | I _23

(412111” + SRI)T (0)( ay) 0 sR‘( 3 ),,-o (9.12)
y= =
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Terms in the last bracket can be expressed by the first order quantities and have
nothing to do with ~. (GT(” / 8y) Yo in the third term contains the effect of 4 through
the second order system ( 7.70) ~ ( 7.74); however, this term is of order unity and is
multiplied by ¢; therefore it can be neglected compared with the first order heat flux
¢{9. On the other hand, the first and second terms in the right-hand side of ( 9.12)
which contain (877,&1) / ay) - and ngl)(O) respectively may become comparable to ¢{*)
when v is small of order of ¢ since n{")(0) contains the term (2 — v)/4y. Also, n{")(0)
is always positive and decreases with v and (8n§1) / 3y) , can be considered to be

y=
negative and has the order of magnitude,

Oy -

onit) 0 — {0 (0
=0

where 6 is order of unity and has the same order of the thickness of the boundary

layer. Therefore, if the following condition,

5 : E 5 E1 {0T®
5 (r@)? 4 E g [_T(O) _] 9.14
8 ( w ) + 8 w << 4 w + 8 ay y_o ( )

is satisfied, ¢, is a decreasing function of 4y up to the second order. This contradicts
the results derived from ordinary boundary layer theory in which the heat transfer
rate simply increases as the catalytic efficiency increases (e.g. Goulard [2]). One of
the possibilities of this result is that we assumed 7,, < 71, 722 although, near the wall,
the number density n, is much larger than n, and, therefore, 75 is dominantly small if
the surface is highly catalytic. However, in order to judge whether this contradiction
comes from an error of the kinetic model used in this study or this model describes
the physical phenomena of the catalytic process on the surface more exactly, further

investigation will be needed.
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Chapter 10

Summary and Conclusions

This thesis presents an asymptotic solution of the Boltzmann- Krook equations
for the Rayleigh shear flow problem in which the flow consists of a reacting mixture of
gases (O and O molecules) and the wall is a highly catalytic surface whose catalytic
efficiency is order of unity. The chemical process occurs both in the flow and on the
surface and the extended kinetic model which contains the dissociation reaction in the
flow and the boundary condition which describes the recombination reaction process
on the highly catalytic surface are constructed. The another boundary conditions for
the kinetic model are specified on averaged quantities of the distribution functions
rather than on the distribution functions themselves.

The equations of motion and the boundary conditions are expanded in powers of
the square root of the Knudsen number of the flow. In order to obtain the additional
unknowns such as diffusion velocities, the stress tensor and the heat flux vector, each
order of distribution functions which are derived from the Boltzmann-Krook equations
expanded in powers of the same expansion parameter are used.

The first and second order of equations of motion with the same order of bound-
ary conditions are constructed. The first order system is similar to the Navier-Stokes
equations with no-slip boundary conditions for the tangential velocity and the tem-
perature. The second order system represents a slip flow and has the same coefficients
as those in the first order system. The expansion procedure presented here guaran-

tees that the systems obtained by the succeeding iterates have the same structures as
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the Navier-Stokes equations and that the higher order derivatives which may appear
in the subsequent systems involve the lower order terms which have already been
determined in the previous steps.

In this study, one of ways to treat with the highly catalytic surface is presented and
the relationship among the diffusion velocity of O molecules, the catalytic efficiency v
and the catalytic recombination rate constant k,, is clarified by using the description
of the distribution functions derived from the expansion procedure mentioned in the
previous paragraph. And it is shown that, for the highly catalytic surface whose
catalytic efficiency is order of unity, the first order of species density of O molecules
p1(0) should be zero and actual value appears in the second order.

Corresponding heat transfer rate on the surface caused by both the heat con-
duction and the recombination process on the catalytic surface is obtained until the
second order. The effect of the catalytic efficiency on the heat transfer rate is dis-
cussed and it is shown that it appears in the second order terms for the first time.
Our result also suggests that, if the wall temperature is assumed to be constant, the
heat transfer rate may decrease as the catalytic efficiency increases under some condi-
tions. It contradicts with the results of analyses derived from the ordinary boundary
layer theory and it is necessary to investigate further in order to judge whether it is
because of an error which comes from the kinetic model used in this study or this

model describes the physical phenomena on the highly catalytic surface more exactly.
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Appendix A

Equations of motion

A.1 Relation between T, and T,

From the definition ( 2.10) and ( 2.13),

3 1 - -
'2*n1kT1 = “2‘/323 |51* l2f1d£1

1 - L L .
= 5/%3151-”14'”1— 1? f1dé,.

( A.1) can be written by using ( 2.19),

3 3 - U S -
Enlle = Enllel + /;ﬂ ((61 - '01) : (vl — v) + -2—1171 - [2> f1d£1
3 1 o .
= 'z‘nllel + §P1lvl — U|2

and,
p191 + pat  p2(¥1 — U3)
p P

By substituting this result into ( A.2), we can get ( 2.20) in Section 2.2,

—_

— —
v — U =01 —

2
_ miPs, o 2
T, = T11+-3—k7)—2*‘112—01! .
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In the same way, we can get the similar result ( 2.21) for species 2,

— mZP% — - 2
Tz = T22+-§7c-p—2-|‘02-—'01| . ( 2.21)

A.2 Derivation of the energy conservation equa-
tion
The left-hand side of ( 2.29) for species 1 can be written,
a 1 =12 rad a 1 2 -
55 o 3R+ 5 { [ GmiErAdE (A9)
The first term of ( A.4) is the time derivative of

| _ 1 o w2e g
/?‘28 '2'|§s| fidé = 5/;}3 |é1 + ) f1dé;

3

— - = 1 —
= §p1 + v- ,/;;3 clfldél + Epllvzl. (A.5)

The second term of ( A.4) is the y-derivative of
SmlE. P fidé
/!ks a™M & \° frdéy
1 . o om o -
= 5 [ ey +0) (&P +25 - 54 97) fidd
1 — - —) - - - rad
= (Q1)y + "2' /;p (2(c1)yc1 v+ (cl)ylvlz + ‘0|Cll2 + 21)61 . 'U)) fldfl
1
+ =p1v|)? (A.6)

2

where a notation & = ((¢1)s, (¢1)y, (€1):) is used. For species 2, we get similar expres-

sions to ( A.5) and ( A.6). After some manipulations,
1o, 7 3 1
3 [l 36 FudEs = SokT + Sl (A7)

Z ./;23 '2‘77.|Ea|2fsd€1 =gy +uPey +vPy + "inkT'v + '2"Pv|{" . (A.8)
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Then, we obtain the energy conservation equation,

0
ot
= 0.

d
{—nkT+ 2p|i;‘| } + 3 {qy + wPyy + v Py + —nkTv + —-pvlf)'] }

E
+——w
ma

(A.9)

Equation ( A.9) can be rearranged into simpler form. Among terms in ( A.9),

9 { nkT} A {EnkTv}

Bt By
= gnk (‘Z + %;—/r-) + %kT (‘Z't" ag;v))
= % k (‘Z’f +v%—T) ngZ (an, 6"’5;”’) - 6(7;';6))
= ok ('?f %f‘) + 547 () - 5’“”"‘{2"’ }
= S (%_tT_+ ‘Zi) +%kT———-—kT——— {Zn, }

(A.10)

where the species conservation equations ( 2.30), ( 2.31) and a relation m; = 2m, are

used. Furthermore, from the conservation of the total mass,

92 (8p | 3(pv)\ _
2 \act dy =0

and from the momentum conservation equations ( 2.32) and ( 2.33),

+v

4 ov1? 0|v]” 0Py, OPy,
2(at gy ) Ty T hy

= -g(g—t{uz+v2}+v% {uz—i—vz}) — pu (g: +vgﬁ) —pv

il
e

a
ot

(A.11)

W2
dy

(A.12)

Substituting ( A.10) ~ ( A.12) into ( A.9), we obtain the final form of the energy

conservation equation ( 2.34),
oT oT Oq Ou v 3
"(at+ 3y)+3 + Py +Pa+ E + 5kT
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3,0
—2—kTa—y {Zn,V,} : (2.34)

s
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Appendix B

Kinetic Model

B.1 Conditions of unknown parameters for the

conservation of the collision invariants

By substituting ( 3.35) and ( 3.36) into ( 3.38), the terms of ( 3.38) for species 1

corresponding to the conservation of the total momentum is,

/ & 1(f1)dé
_ 61 [‘1’11 —f1 ‘I’1z—f1 _27_7/313‘1’12 +2Zt_2P‘I'R1

T11 Tav n Tav Tav Pl n

I

P1U12 + 2___PP11731 + 2"1 szsz

Tav Tav Tav

('012 — '01) 2 P
The terms for species 2 1s,

[, & f2)dés
/‘ [‘1’21 fz Uy — fo _ 2EP\I’21

T2 N Tap

déz

= p ('v21 - '02) - 27::Pp:_021

By adding ( B.1) to ( B.2), we can get the form ( 3.41).

+oP2p

L7

Tav

dé;

(B.1)

(B.2)

In the same way, the terms of ( 3.39) for species 1 corresponding to the conservation
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of the total energy is,

AT
1 had ‘Illl - fl lPIZ - fl
= s [P [ +

T11 Tav

¥y, +2BP‘I’R1 +2&EP\I’R2

Tav n Tav P1 n Tav

. 2%313 ]d{l

- 2‘r1au {/;m iz ['5 — U2 + 2%, - (5 - 1712) + ,1712’2] dé;
- [ A - 26 (& - 5) + jap) i )

P /3 , P 3 =
— 2—n—2—— (-—nlkTw + f)’1“|1712|2) + 22‘2“—— (*nlkTRl + _/)_1|le,2)
Tay \2 2 2 2

av TGU
1p2 P /3 )
+2m0P2 ("nlkTRz + &lszfz)
T P1Tay \2 2
]- 3 —~ —) — — —
= — [-z-mk(Tu -Ty)+ %1- (|v12|2 - Ivlz) — p1V- (07 — v)}
P /3 P /3 .
-2 (CabT + ieal?) +22 2 (S, ks + & i ?)
N Tgy \2 2 20 \2 2
P /3 )
-+ 22—'— (— . 2n2kTR2 + &"nglz) . (B3)
n av 2 2

The terms for species 2 s,

1 - .
L, 516255204
_ 1 o |2 11’21~f2 ‘I’zz—fz
= 3 s |&2] [ +

Tav Ta22

ql21

T(I‘U

n -
- 27119 ]dfz

1713 R o e
= — [gnzk(Tzl —T3) + %Uvzliz — [31%) = o - (& — v)]
P /3 -
— 2%1-7:; (-inszzl + %2-,‘02112) . (B.4)

(B.5)

By substituting ( B.3) ~ ( B.5) into ( 3.39), we can get the final form (3.42).
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B.2 The H-theorem for the non-reacting flow

In this section, we prove H-theorem for the non-reacting flow, in other words,
for the mixture when P — 0 by following Perot [14]. In this section, for simplicity
for the explanation, we introduce distribution functions which represent the number

densities in the phase space other than the mass densities in any other part of this

thesis,
¥ v
fnl = 'fi, ‘I’nll = ._E’ \pnlz = =22 (B'G)
my my my
¥ ¥
fnz = 'fl, ‘I’n22 = "—2'21 l‘-[’1121 = ‘*23' (B7)
msy ma my

When P — 0, with these newly defined distribution functions, ( 3.33) and ( 3.34)

become,
Dfnl _ a.f'nl afnl _ 1I’nll - fnl ‘I’nlz - fnl
Dt — Ot 771 dy 11 + Tav (B-8)
Dfnz _ afnZ 6.fn2 _ ‘I’nZI - fn2 ‘I’nzz - fn2
.Dt N 3t T2 ay B Tav T T22 (Bg)
where

B my 3/2 { my - g
Vo1 =m (m) exp mlgl - 1|

mo 3/2 my -
22 2 21('sz2 eep 2kT22 |£2 2‘

}
b

Vota = ny ( i )3/2 em?{—'z'zz‘l_lf-; - 1—)-|2} (B.12)
}

(B.10)

(B.11)

2nkTy, kT,

ma

3/2 M, -
Vo = s () oo | ~glle — o
21 = T2 kT, exp 2kT12|£2 "|

and the H-function for species s is defined as,

(B.13)

H, = /R froln frydE, (B.14)

For species 1, the convective derivative of H; is,
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Hl Dfnl rd
"5{ = %3 Dt (1+lnfn1)d€1

= /;t3 (i-(‘p"n - fnl) + %:(‘I'n12 - fnl)) (]. + In fnl )dg;_

T11

= ;:::—1- QS(Wnn - fnl)(l + lnfnl)dé
b L [ (B )L 1 ) @15

The first term of the right-hand side of ( B.15) can be written as,

1

o {(‘I’nu — fr1) + (¥p11 — fra)In ( fo

‘I’nll

T11

) + (\I’nll - fnl)ln \I,nll} dé’l- (B.lﬁ)

The first term of ( B.16) vanishes and the second term is always negative or zero.

The third term can be expressed with the definition ( B.10),

1 my 3/2 my - 12 -
_— s {ln [m (m) ] - li - 'U1| (\I’nu - fnl)dél- (B.17)

T11

With the use of the definition ( 2.19), this term also vanishes. Then, the only remain-
ing term in ( B.16) is the second one which is always negative or zero.

As for the first term, we can write for the second term of the right-hand side of

( B.15) as,

L {(‘I’mz — fa1) + (¥n1z2 — fa1)In (‘I{n;) + (Va2 — fr1)In ‘I’nlz} df_; (B.18)

Tav /R3

The first term of ( B.18) vanishes and the second term is always negative or zero.

The third term can be expressed with the definition ( B.12),

Taw 80 {1“ [” Cem ]*m'&-”nl (¥maz = fur)dts
1
2kT12Tav

[3n1kT12 —_ 3n1kT1 - Plli;_ 1-}'12|2 bt 2p1(17— 1712) . (1.;1 - -*)] (B.lg)
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In the same way, for H, we can do the similar analysis. H, has two negative terms

similar to those for species 1 and the following complementary term corresponding to

( B.19),

1

kT T [3"2"’T21 — 3n2kTs — pa|t — Ta1|* — 2p2(7 — ) - (72 — '5')] . (B.20)
217av

In this stage, it is clear that the sufficient conditions to satisfy the H-theorem are,
U1z = U1, Ti2=Tn (B.21)

by the following reason. When P — 0, the condition for the conservation of the total

momentum and the total energy ( 3.41) and ( 3.42) become,
P1'512 + pz‘l?gl = p'l7 (B22)

3nak(Tiz — T1) + 3ngk(Tos — Tz) + p1 ([T02l® — [912) + 202 ([5a[? ~ 512) = 0 (B.23)

respectively. Applying conditions ( B.21) to ( B.22) and ( B.23), we can get,
1712 = 1—;21 = 17 (B.24)

Ty = Ty = T. (B.25)
Then, the summation of ( B.19) and ( B.20) becomes,

3
2T 14,

[nl(T — T1) + ’nz(T -~ Tz)] =0. (B26)

Therefore, we get the following inequality,

DH _ DH, N DH,
Dt = Dt Dt

1 fr1 o 1 fa1 o
= - ‘I’n — Jn - nl2 — Jn

(¥n11 — fra)In (‘I’nu) d¢; + — /w (¥n12 — fr1)In (‘I’nu d¢,

T11 /R3

1 n2 s n red
+ ;_;/8;3(\1’"21 — fa2)In (‘I{nn) d¢; + ;z;‘/w(‘l’nzz — fa2)In (\I{ ;) d¢,
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< 0. (B.27)
And, DH/ Dt is zero if and only if each terms in the right-hand side are zero, then,
fr1 = Va1 = Vo, frnz = Upna1 = Voga. (B.28)
( B.28) are equivalent to the following conditions,
%= =7, T, =T, ="T. (B.29)

( B.29) implies that DH/ Dt is zero if and only if the mixture is in equilibrium. There-

fore, for the non-reacting mixture, the H-theorem are satisfied under the conditions

( B.29).

B.3 Derivation of reasonable forms of unknown

parameters

If we impose the condition ( 3.50) when P — 0 (but P # 0), ( 3.48) can be

approximated as,

p(’l?lg - 'l?) = 6 (B30)

because P(¥r — ¥12) approaches 0 more rapidly than (¥, — ¥). Therefore, when P is

small, we can get,

V12 = V. (B.31)
Then, ( 3.48) becomes,

2P . >
T('nzlh + nlpg)(vR - ‘012) = 0. (B32)

Since P # 0, g must be ¥},. Consequently, we get ( 3.52).
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When ( 3.52) are satisfied, ( 3.49) becomes,

477,171,2

3nk(T12 — T) + 21:-3-P . 3n1k(TR — T12) + 2%P . 3n2k(2TR - T12) + PE

= 0. (B.33)

In the same way for ( B.30), if we impose the condition ( 3.51) when P — 0 (but
P #0), ( B.33) can be approximated as,

4n1n2

3nk(Tiy — T) + 22 P - 3n,kTy, + PE =0 (B.34)
n

because P(Tr — T1,) approaches zero more rapidly than (Ty; — T'), and Tp — T2

when P — 0. Therefore, we can get when P is small,

3n2kT — 4nin, PE

Ty = . .
12 In2k + 6n1n2kP (B 35)
By substituting ( B.35) into ( B.34), we get,
Tr = Th,. (B.36)

Consequently, we get ( 3.53).
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Appendix C

First order system of governing

equations

C.1 Temperatures of the first order

From the definition of species temperature T, in ( 2.13), we get the dimensionless

form,

omaTy= [ (6 — )+ (n, — o) + 2] fLdE. (C.1)

By expanding this in powers of € and collecting the terms independent of €, we obtain

the first order form,

07O = [ (6 —uO) + 02+ ] 104,
= 3pR,T®
_ gngmfr(ox (C.2)
Then, we obtain the relation,
T = 7 — 700), (C.3)

The dimensional T, is defined in ( 2.19). The dimensionless form of T,, can be

obtained by replacing u,v in ( C.1) by u,, v, respectively. However, since u{®) = u(°),
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the first order T(?) is the same as T(%). Therefore, we finally get,

7O — 7 — 7 — T — 7O (7.21)

C.2 Formula of the moments of the second order
distribution functions

As seen from the form of f{!) in( 7.33), f(!) is the products of polynomials contain-
ing &,, 7, and (, and main unknown variables by the Maxwell distribution function
f©). Therefore, in principle, any integrals of the moments of f(*) can be calculated

by using the following formula (Perot [14]),

L, (6 =) mpcas g, = o0 (2,7) " (” - 1)! (P - 1)! (45 1)!
(C.4)

where, n,p and ¢ are positive integers and,

(”;1)!=";1(";3)!, (%)eé (C.5)

Especially, when one of n,p, q is odd, ( C.4) is zero.

However, applying ( C.5) to all terms contained in the moments are, in general,
very cumbersome. A simpler way to calculate these integrals is given by the following

formula proposed by Perot [14],

M gfé = Mg — — (0) 2 £(0)
/;p hs.fa df, /9;3 h"I'or d&-’ ay ~/R:‘ nshsf.s dﬁ, + ~/§'E3 ?78 ay fa df, (06)

where h, is the any function of velocity components ,,7, and (,.
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C.3 Derivation of the first order energy equation

By expanding ( 5.16), the first order energy equation becomes,

4 ot Y oy ay W Gy a

3 8
— Ym0~ (0)y/(0) .
- 4T 63} {Ena Va } (C 7)

0 (0

where, from ( 5.17) and ( 6.7)

(0,0

p0) _ 71 2 &
v = R (C.8)
From the first order species continuity equations ( 7.40) and ( 7.41),
o | wonl® _ @ (ORTO) 60 O (C.9)
ot oy Oy? 1 gy n(®) .
2 (,,(0) 0
6n(°) @ on? D (n8" Ry T )) )3,,(0) L, nOn® (.10
Bt By dy? By ey
By summing up them and using the relation n(®T(®) = 1, we get,
2 (T2 L @I _ 0¥ (701) L0 rent?nd (C.11)
ot oy? Oy n(0) '

By substituting ( C.11) into ( C.7), the left-hand side of the first order energy

equation becomes,

3,0 (ROTO®) 5550 1 (9uO\® 58 (. ozl n{Onf®
-7 o (D _Za_gﬁ{"(m (T©) }+———-—aE.

Oy? 4 Oy Oy n(0)
(C.12)
Since the diffusion velocity of species s can be transformed from ( 7.34) as,
(0)
@y — _p 0T (C.13)

oy
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the right-hand side of the first order energy equation becomes,

_ 3@ (T

4 5y (C.14)

From ( C.12) and ( C.14), we obtain the final form of the first order energy equation
( 7.44).
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Appendix D

Second order system of governing

equations

D.1 Temperatures of the second order

By expanding the expression of the dimensionless form of T, ( C.1) and collecting

the terms of order €, we get,

S L) = [ (6~ w407+ G SO 2 [ [u(€, — ul®) + 9,0] SOE.

(D.1)
The second integral vanishes from the formula ( C.4), then, we get,
g—(n T,)® = 3,MR,TO 4 3,0R,TW 1 3 5 (s Y, (D.2)
Since T(°) = T(%), we obtain,
T — 7V = 7O, (D.3)

As for the first order case, the second order form of T,, can be obtained by replacing

u(®, v in ( D.1) by u(®,v(® respectively. Considering u{!) = u(!), the second order
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T(D) is the same as T(!). Therefore, we finally get,

TN =TV =M = T = TO, (7.53)

D.2 Formula of the moments of the second order

distribution function

By the same reason explained in Appendix C.2, any integrals of the moments of
£ can be calculated, in principle, by using the formula ( C.4). However, there exists
a simpler way to calculate them which are proposed by Perot [14].

From ( 7.27) and ( 7.28), we get,

o) 0¥® oD

s ay =1s ay -, ayz ¢ (D'4)

From ( 6.12), ( 6.16) and ( D.4), we can construct the following formula of the

moments of f{?),

Jo s = [ b (924 00— 19+ Ga) i - [ nfh,f,@d«s‘;

0 ,0h, ,0%h, "
—_ (OF ] (0) (0)
+26y/ ma *f0d, — [ mi ot - o [k fOd,

TGy 6t
/ - —/ N,k UVdE,
+Am2 (D)
where
Grp = +4£%a\p§‘;) (for s=1)
Gr = —2%@2) (for s=2) (D.6)
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D.3 Derivation of the second order energy equa-
tion

By expanding ( 5.16) in powers of € and collecting the terms of € order, the second

order energy equation becomes,

0 0)
3 () (___E)T(l)+ 0T (1)‘9T(°))+3 (1)(0T()+v(°)aT( )

"\ o 5y " oy 5t 3y

dglV du®) Oul® v v
+ PO, p)____ p(O) P
dy ”y3y+”’3y+ 3y+”"6y

_ 3 0 1) 1a n (0)
- TS g )

_R, (E + %T(‘”) ol — -‘;iRzTﬂhz,(m (D.7)

where, from ( 5.17) and ( 6.7),

(nynq)V) a

gl 22 el
i o Ry (D.8)
From ( 7.43) and ( 7.73),
T = _pD) (T(o))(z)_ (D.9)

Then, parts of the left-hand side of ( D.7) can be rewritten as,

ey (00T 5T ) on? [On) (0)3n(1) (1)7(0) oT® (O)BT(O)
ot Y Tay =~ (1) ety ) T T T Ty
(D.10)

In the same way as in Appendix C.3 for the first order case, by summing up both

species continuity equations ( 7.70) and ( 7.71), we get,

onV) N U(O)a"(l) _ Bz(ﬁT)(” ~ 71’(1)31’(0) _ B(n(")v(”) 4 2(,,,1,«,,2)(1)
ot dy 0y? dy dy n(0)

(D.11)

From ( D.7), ( D.10) and ( D.11), we get the expression of the left-hand side of the
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second order energy equation ( D.7)

(1) - 2 (1)
3 [Taz (nT) + ET(O) A(n(©v(1)) N En(o)v(l)BT(o) 3 éaz (RT?)

4 Oy? 4 Oy 4 Oy 4 Jy?
50 ,,TBT @ 5u® gu) 1 [Fu®)? N 1 6o®)
48y " By T Oy 8y 2\ Oy 2 0y
3
- ia(nlnz)(l) (T(O))2 (D.12)

where we used various expressions for the partial stress tensor and heat flux vector
(7.37), ( 7.43), ( 7.68), ( 7.69), ( 7.73) and the relation ( C.11).
From ( 7.34) and ( 7.65), we get the expressions of the diffusion velocities which

appear on the right-hand side of ( D.7),

AT
mﬁq+mwr”=_gﬁ;l- (D.13)
Oy
AT\
(naVi + g Vp)Y) = _RT)T (D.14)
Oy
Furthermore, from ( C.8) and ( D.8),
301 1) 4 3 p i 0
R, (E + ;T ) w4 -2-R2T w
3 (mng)1 3 (nyny)(@
— >~ (o) 2y . (1)
_ a(E+2T ) e+ S g, (D.15)

Substituting ( D.13) ~ ( D.15) into the right-hand side of ( D.7), we get,

3 [..0%(aT)1" 3o (rin2)® 3 (nyng)®
_= - 27(0) 1772 _ 2\ (1)
4P1aw ] a(B+3T ) S rwa. (D.16)

Then, from ( D.12) and ( D.16), we can get the final form of the second order energy

equation ( 7.74).
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