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ABSTRACT
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In partial fulfillment of thé requirements for

the degree of Doctor of Philosophy

This thesis investigates the utility and feasibility
of a knowledge-based English language computer system to
support management. An "ideal" system was designed to contain
knouledge about a problem-domain and respond to questionrs and
commands phrased in natural English, A prototype wuas
implemented opased upon- the corporate data base of a
hypothetical manufacturer of lead batteries.

To investigate actual system usage a "perfect" English
language system was simulated with the assistance of the
prototype. This was capable of responding to requests in free
English typed in at a computer terminal. Tuenty three
subjects were asked to solve a problem invoiving the batterg
manufacturer using this system.

: The experiment shoued that managers were able to start
quickly and work naturally with a system that could responu to
requests phrased in English and could provide information

about itself. Analysis of the words used in the sertences
- seems to indicate that a vocabulary of 1688 to 1500 words may
be adequate for a domain-specific system. Some 78% of the
sentences used by the managers fell into ten basic syntactic
types.  and a moderately powerful parser would seem to be able
to provide an adequate capability. To reach - some
understanding of the amount of knouledge required in a domain-
specific system the subjects’ requests were also analyzed for
the knowledge that would be required to respond to them. Ue
found that al though the amount of knowledge required is large,
it is feasible to incorporate it in a management-suppnrt
system. 4

The problem-solving protocols obtained through the -
experiment were used to test a "frame oriented" paradigm of
probiem-solving which states that managers analyze problems by
checking hierarchical lists of potentially contributing sub-



problems. The data supports the paradigm with some evidence
of exceptional behavior.  This strengthens the generality of
our results. :

The final section of the thesis presents a design for
an English language management-support system that is both
technologically feasible and managerially useful.

Thesis Supervisor: William A. Martin

Title: Associate Professor of Electrical Engineering
and Maragement
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. CHAPTER 1

THE PROBLEM SETTING

1.1 INTRODUCTION
In the past few years it has become common to talk
about houw the computer will revolutionize management and how
its pouer}ul capabilities will be used to improve the process,
and ﬁerhaps‘evenvthe contenf. of,human thought. While . these
prophécies‘ cannot be challenged if projeﬁfad into the dim
mists of the indefinite future it must b§ admitted that tﬁe
progress so far hasAbeen rather limited. It is a matter of
record that large numbers of computer installations are
unéuccessfu}; by any definition of the ternm, énd an even
Iarger'number of computer systems are failurée in the sense
that they do not meet the user's requirementé and éxpectatiohé '
‘and are soontabandoned. | | | -
| The reasons for these féilures areb numerous énd
compqu. ©  Some systems fail because of ”fﬁadequate
undérstanding ofAthe’nature of the management proéeases they
try to assist [5,18,27]. 'Others fail because they .6verlq§k

organi;ational realities (24,25,43]1 and because they are



supported by pﬁor data gathering systems. :Stiil others are
technological failures. At first blush, techﬁologg would seem
to be the least of the offenders. In fact, it is clear that
deQélopments in harduware and computer facilities are

cdnsiderablg' ahead' of wuseful applications. Nevertheiess,
_ technology has led to two kinds of failings in the development
of computer-oasad systems for management. Fi}st, “the
spectacular advances in technology have seduced = some
practitioners ihto building systems that wuere technically
sdphfsticated but managerially - naive. Second, despite -
technological advances, it is. still rather dffficulf‘for the
manager to communicate with computers Wi thout exiensive
initiation into programming languages and datav storage
technidues. Nof only must he encode his requests in complex
unnatural jargon but he must specufg how the information he
needs has to be prepared from the data in the system.
Computer systems are procedural in nature; they have to be
told "how" to answer a request as well as "what" is wanted.
If a computer. sgsfem‘is to "understand" a manéger's request
- and Eespond to it without solution procedures being specified,
it must contain knowledge about the problem domaiﬁ énd the
corporate context within which it e#ists. lt‘ must aiso
contain knouledge about the proceéses that are appropriate ih
the problem-domain along with knouledge about typical requests

that managers may make of it and the kinds of ansuers they
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: éxpect. Minsky [46] discusses this need for. knouiedge in
computer systeme and argues that the pouer of a sgstém depends
on the quantity and quality of domain-related knouiedge it
possesses. His argument is central to our thesis and we shall
refer to if many -times.

| A little reflection shous that a - large amount of
knouledge is required to make a truly responsive system.
This, houever, uWill make the sgstem slow and expensive. - As
computer costs <ontinue to decrease wuith respect to human
costs,‘ however, avpoint will be reached Qhen an arbitrarily
expensive interféce system will become cost—éffectiQe. In
fact, even today, a system tﬁat provides facilitiés that the
managér needs  and truly supports his. day to aag decision- -
making wuwould have to be very inefficient indeed to be foo
expensive.

A Knouiadge—baaed system will providé other benefits
as uell. It will aliow the manager to make ad hoc requests
that existing systems do not subhort. Mintzberg [48) found
that management tasks are characterized by brevity,
fragmentation and variety aﬁd. thus, ad hoc requests'abe very
iﬁportant to the management process. In addition, he will gef
faster response to his enquiriés. This uill ena6|e him Atb
explore complex problems, albeit those with a certain genéfal.
structure fﬁr which he may not be able to produce models 'but

knouws the problem-solving processes they require, quickly and
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efficiently at ‘a single sitting, -On  another level, the
knouledge that the managef imparts to intermediaries toc assist
in responding to his requests will now be incoéporated into
the éomputer system. Consequently, the system will become
more pouwerful and by acquiring a large amount pf knou!edge
about the business it will bé able to assist the manager in a
-natural and effective manner. It will also serve as an

objective repository of corporate knouledge.

1.2 THE PROPOSAL

| In this chapter and the next we propose a knouledge
based system that attempts to alleviate some of the problems
that make it.difficult for managers to make effective use of
computers by allouwing them to ask questions énd state commands
in English. The remainder of the thesis uili.deséribe the
detailed design:of the system and explore it's utiliig and
feasibility.

Simon [62] maintains that the centfal feature of
management is décision-making. In fact he equates the @uo.
We préferlthe term problem-solving i.e. the development of
solution§ to alleviate undesirable sftuations. For the wmost
part, the manager is vconcerned with proﬁlems thatv- are
gaheréllg familiar but are neither routine nor monumental.
They are knoun tc have solutions and the solution criteria are

knoun. The manager’'s level of aspiration is not important and
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innovation is rarely necessary. » The system will be designed
for individual, rather than group, problem-solving but will
provide some additional benefits by allowing a number of
managers convenient, common access to sets of data they may
not all knouw well, It will facilitate communication between
line managers znd provide a vehicle for cooperative decision-
- making.

We conducted an early, informal survey during which ue
asked managers how they would like an ideal system to behave,
what facilities would they like it to exhibit and how would
they use it. We follouwed this up with an informal experiment
in Which we introduced subjects to a managerial prob[em
situation and asked them to try to reach an understanding of
it sufficient to formulate a plan of action. We found that
subjects needed to ask unstructured questions to obtain
information during the probiem-solving process. They asked
guestions about the state of the organization and the
environment and they asked questions to test assumptibns and
to evaluate tha effect of proposed policies. 1t seemed
appropriate, thérefore. to design a management support system
as an English language system that would ansuwer questions
about the data base and about its contents and capabitlities.
The results of the eariy experiments indicated the general and
specific design criteria for the management support sgétem

that is described in the following chapters.
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If the questions are of a routine nature, or if they
can be anticipated, it is possible to build formal information
systems to brov%qe ansuers for them. On the other hénd. a8 We
go up higher in the managément hierarchy, the questions tend
to ~ become progressively less predictable and standard
information systems become less and less useful.

A company routineiy gathers daté pertinent to the
control of its business in a transactional database. Th§ data
may be encoded fn files thaf‘ are used by report generating
pfogréms urittenvin COBOL or PL/L or it may be étored in files
created by a database language such as IMS, 10S or CODASYL
C0oBOL éxtensions. In either case it is a formidable problem
to read and comprehend the data structures. As a result ‘tuo
6r more levels of personne[ stand between the manager and
database. There is a slow evolution of batch programs thét
take care of the bread and butter work of data capture,
"editing, file updating and report generation. The manager
soon learns not to dream about what he cquld do‘if he coujd:
get avquestion answered immediately and naits pétientlg until
the nexf reporf'that contains the answer buried in it can bé
"perused'and exéerpted for his purpose. Unusual requests
require special programs to be ufitten and it may take'aeeka
or‘months to gef an answer. |

The questions the manager wuould |ike énsuefed depeﬁd

on the probiem and the environment within which it appears.
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To dbtain answers from existing computer sgstems.Ahguever. he
‘has to encode them in a complex jargon and specify. in detéil
the operations to be performed on the data. Toldo this he has
to learn a programming language and understand the intricacies
of the organization of the relevant data files. Managers,
however, do not like to learn computer'languageé and work uWith
file structures. Even if they wanted to, most of thenm uould
not have the time to do so. MWhile it can be argued that if
managers need to use the computer badly enough, they will
learn to program, this leaves out the borderline users and
those who have not defined their problems and réqﬁirements ‘
clearly enough. Noreover. it imposes unnecessary demands on
tﬁem. Thus, ue recommend that_ compﬁter sgstem? should be
| accessible in English and their characteristics should . alloun
the ﬁanager to use them as néturallg as'possiblg. ANot onfg
should {heg assist decision-making but they should aiso assist
“in the problem cefinition and formulation phase. The.manager
should be able fo brouée -comfortably within a databése.
looking at data, computing functions, tesfing models untii he
feels he has reached an understanding .of the »probtém
situation. |
Ue aré therefore, attempting to desqribe a front-edd
or an interface to normal corporate data bases that will allou
managers to use them in truly reuarding uagé. The updating of

the data bases and the veracity of their conienfs do not
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éon;ern us in this thesis. MWe érgue that such an intefface
Wwill increase pfobleh—so!ving effectiveness in situations that
are structured ﬁut not routine. Theg will alloﬁ the -manager
to perform convenientiy and quickiy tﬁe data retrieval and
data manipulation that he knous he needs. This will involve
him more deeply in the problem situation and aliow him to dain
greater familfaritg uith the problem environment, look at it
from a larger number of perspectives and inéestigate a larger
range of solutions.

Since English is very rich and pouerfu] it magvseém
too difficult to allow it as an input language. Managerial
questions, houever, db nof span tHe English- Iéngﬁage.
Analysis of typical questions makes us confident that it is
.possible to define a comfortable subsét of English ﬁhich uill
provide adequate fluency and completeness for the manager buf
will be limited enough to allﬁu efficient comprehension by the
system. In practice, it should not be calamitous ff the
questidn cannot be understood right away. If an intel!igent
reéponse can be made, a dialog can be started which uill = lead
to comprehensfon by the system.

The plan of this thesis is to start by defining the
facilities required for an ideal sgstém to support manageré.
This is based 6n our preliminary experiments and'is described
in Chapter 2. Later chapters discuss fhe validity of this

ideal design in light of the results of a problem-solving
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expEriﬁent and discuss the feasibility of implementing such a
system. The initial design is, thus, tested both technically
and behaviorally. The final chapter presents a modified
system design. thatA is expected to be useful as well as
realizable.

Chapter- 3 describes a prototype system that was
implemented vin order to come to grips with some of the hard
problems that need to be solved, Building the prototype
system was the largest single part of the thesis and we learnt .
some important lessons in the process. These are also
described in Chapter 3. The prototgpé system was incorporatgd
into a simulator and used to conduét_an experjﬁent to ;est:the
validity of the sgstembdesign. In this experiment, subjeéts
uére asked to solve a management problem-usihg a system that,
eésentiallg, aliowed them to ask for any information and
processing theg desired in free English., The details of the
experiment and its primary results are summarized in Chapter
4. Appendfx I describes the experimental materials used and
Appendix Il enumerates the requests made by the subjects to
the system. .

Thé experimental data is analyzed in greater detail in
Chapters 5, 6, 7'and 8. Chapter 5 analyzes tHe uords uséd-bg
the éubjects'in framing their reqdests and discusses thel s?ze
of the vocabulary necessary for a domain-specific English

language management support system. Chapter 6 analyzes the
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subjects’ requests in terms of their sentence types and
'4‘diécusses the capabilities of the parser that would be
tquired to: frént such a system. thapter 7 analyzes the
var ious tghes of knouledge that would be required to support
such a system. The knowledge required to respoﬁd' to the
requests made by the subjects is listed in Appendix III. A
detailed paradigm of coming to grips with problem situations
is described in Chapter 8., It is contrasted to existing
theories of problem-solving and tested against the problem-
.solving protdcolé obtained from the subjects.

Chapter 9 presents the design of a management support
system that will assist managers in a natural manner and_ié
féasibie, to implement with ‘cﬁrrent technology. 1t also
touches on the problems 'of implementing such a system and

auggeéts’directione for future research;

1.3 EXISTING SYSTEMS

Ue | shall describe tuo classes of computer-based
A égstems invthfs_section. The first class coﬁsfsts of query
sgsfemé or "end user facilities" that attempt to simplify
.aécess to a data base.‘ Some of these use an English-like
cohmand iénguage. The existence of such systems ihdicates:
that the need we are addressing has-béen reéognizéd alfhough.
perhaps ihfluenced by available technology, in a limifed Hay.

Experience uwith such systems has been rather poor, houever.
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In the words of an insider "People play with them for some
- time and then abandonh them". UWe shall try to analgzeAuhg this
is so. |

The second.class of systems that Qe uwill describe are
"knouledge-based" systems that have provided Eng!ish language
interfaces in some areas with some success. These systems
incorporate knouledge pertaining to a particular area and use
it to understand requests and solve problems. | The success of
these systems provides confidence that a knouledge-based

system for management is now technically feasible.

1.3.1 End User Facilities

The managerial need to inveétigate the contents of a
data base had led to the implementation of a number of sttems
célled querg.languages or "end user facilities" such as TDMS
(51, ICL (28] ard CHARLIE [18]1. These incorporate knouledge
. about theistructure of the data base (some assume parficuiar
‘ struétures such as trees) and are able to respond to Ehgiish-
like queries.  Typically, the allouable querieé ‘provide
templates from uﬁich a.user select certain options and fills
slots with names of recbrds_and fields, A typical example,
taken from -D-5 OATA QUERY [29] is: |

The first word of an Input Query must ei;her be be

DISPLAY, CREATE or PRINT foilowed by the

Dictionary datanames or the record name the user wants
tO quef‘g. oo e ’ ’ y
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DISPLAY directs the resultant output to the user's
_ terminal for immediate display.

CREATE directs the resultant output to a

C permanent file. .

PRINT = directs the resultant output to an

: . ‘on-line printer.
'To query records, the key uword RECORD must precede

the record name. This results in the -display of all

data fields in the record.

These systems really provide a set of instructions
with fixed formats. They may look like English but there is
little flexibility in the way requests have tc be
formulated.Learning the formats is much |ike iearning a
programming |anguage. The number of instruction formats is
usual iy smali. _This makes the language easy to learn but
limits its utilitg.‘ Moreover, although the system takes care
of the details of data retrieval, the user has to know the
structure of the data base and use the names of records and
fields correctly. Only rarely, as in the Management Data
Querg'sgstem {307, is there a facility that allous the user to
ask questions about the structure of the data base. There is,
of course, no knowledge about the contenfs of the‘data base
and consequently the input language is rigid and unforgiving.
Some égstems allow the user to put together a number of
statements to produce reports. These Ianguages'are procedural
and although they are certainly easier to work with than COBOL
or PL/1 they share the same characteristics and limitations

except for the fact that they free the user from having to

progfam around the details of the organizatioﬁ of the}d?ta
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files;

ltbis Iittlé wonder then, that these sgstéma are - not
very successful.1 They recognize a genuine néed'but onig go a
ilittle way towards filling it. The facilities offered are

limited andvaddress'onig a fraction of the user’s needs.

1.3.2 Knouledge-Based Sustems

W. A. UWoods has develdpad. a "transition netuork"
grammar for natural languages and implemented a parser to
"~ analyze sentences in accordance with it. He used this parser
in a system to ansuer questions about the chemical composition
and other propgrties of thé ﬁoon-rocks [72.73].' Woods’ ﬁainlg
sgntactﬁc_baraer is .§erg pouerful; although its efficacy is
limited by its rudimentary semantic knouledge. 'His data bases
are rgal..if simple, and he has been able to demonstrate the
practicability of computer—ﬁased question-ansuering systems in
real world situations. "The prototype (of the moon-rocks.
system) was run tuice a day for three days .. . and during
this t}me the Iunaf geolbgists ve « uere invited toc ask
quéstions of the system. .. . During this demonstration 86%
of thq questions which uere asked and that fell -within ‘the
scope of the data base were parsed and interpreted cdrrectlg
in exactly the form in which they were asked ..."

A question and command system implemenfed by Ufndgrad

(76] for the worid of a set of children's blocks on a table-
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top démbnstrates pouerful capabilities of gentence analysis
and éomprehension. The simplicity of the world contributes in
no small,bért to the impressiveness of the system, however.
Further, most of the knowledge in the system is encoded as
procedure and this makes it difficult to extend. |
In developing a novel approach to computer-aided
- instruction Carbonne! and Collins developed a knouledge-based
system that was capable of ansuerihg guestions iq addition to
asking and eVa[uating them. A profotgpe system based around
knouwledge of the geography of South America is operational
- [12] with a limited subset of English. Carboneil's ideaé have
been developed fur ther by Broun ‘and ‘Burton (7] and
incorporated into a computer system that proVidés binstrucfion
in electronic circuit debugging. Burton has developed avvefu
interesting.‘priﬁarilg semantic parser.for this system and has
had some encouraging preliminary results. He is‘blanning a
. test uith studgnts from an electronics school shortly.
A number of other sgétems have been buiit (See Schénk

(591, Wilks [74], KaQ[34]) that combine English language
capability Qith intelligent ~behavior through the uée_ 6f
knouledge about the problem—ddmafn. The success of tﬁese
systems indicateé that it may be bossible to bdild knoﬁledge-
baséd English iahguage sgstéms to support' managers

effectively.
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CHAPTER 2

SPECIFICATIONS FOR THE SYSTEM

2.1 GENERAL CHARACTERISTICS

Chapter ! has motivated a system that allous a manager
to work néturalig and conveniently with a data base. In this
chapter we attempts a more formal, a priori, definition of the
system. It is é priori in the sense‘tﬁaf it is based on our
perception of managerial needs based on the early, informal
experiment and not restricted by the available state of the
art. In the suéceeding cﬁabtera we make .an aﬁalgsis 6f
managerial behavior and requiéements and modify the system
design in terms of it and on the basis of “available
technologg. The }inal chaptér presents this design.

Tb begin with, ue feel-that manégers do.nbt want - to
and should not 'ﬁeed to learn a special laaguage to usé
computeré for day-to-day problem-solving. They should be able
to converse naturally and cquortablg with computers and the ,
structure of the conversation should be dictated only bg.the
nature of the probiem. This implies that English bé used as

the input language. The advantage of English is that it will
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minimize learning time and provide tremendous power in terms
of conversaticnal capabilitg. On the other hand, if the
canabilities of the system are limited, and the user ‘is
restricted to only a feu tgpes of requests, English will seem
cumbersome and repetitious. Thus, if the user is allowed to
use  English as an input language the system must be ahle to
reépond»to requests that he can easily make in English. If
the system offers only a feu facilities and operators the user
is better off with a simple, compact formal language.

The English language is very large and power ful and
its very complexity makés it difficult to understand. -fhene
are many ways of phrasing a particqlar request and the system
" must be able to .recogniie thenm és isomorphic. Chaptér-s'
analyzes the Engllsh actually used by subjects in solming a
management problem and fvnds that a very large number of their
requests fall nnto a feu basic sentence tgpes. Thus, a
reasonablg comblex parser supported by a knowledge-base should
be able to provide adequate completeness and fluency ulthln a
partlcular problem envnronment.

Al though the system does not require the user - to Iearn
a programmlng language it requires him to knou its contents
and capabilities. To be consistent with our phllosophg.
learning_about the system should be made as easy and painless
as possible. It is important, therefore, that the system be

able to ansuer questions about itself and its capabilities.
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For example:

“Can yo: calculate percentages?"

| "What do Qoﬁ know about costs?"

"How is profit defined?" ,

- "Do ué have five products?"
These questions also help the manager to understand the
gituation he 13 dealing with and build appropriate conceptual
and formal modeis for it.

A related issue in making the system natural to use is
the protection ﬁf the néive user from system errors. It is
well knoun that complex systems can never be completely
debugged énd thus occasional errors Will continue to occur.
These should houever Abe trapped at some suitably high level
and élthough the Qser may be informed of them he should not be
required to take any correétive action. The system ehouldi
merelg say "Sorry, 1 cannot understand ‘gour request, Dlease

-Eephrase it" or “Sbfrg. I 6annot perform the computatibns you
wish, please ask for the thgm in an alternafive way". ]n{this
way the user will learn to avoid'cerfain types of requests.and
change his usagé»fouards the requests he knous the system can
answer but he uili never be confronted by a'crgptic message
like ? "ERROR 1273 ILLEGAL'REFERENCE FROH 1623" aﬁd a dead.
sgétem. Détaila of the errors andA‘the requests that caused
them should be logged into a special file that. system

programmers can look at from time to time and use to make
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suitable adjustments and improvements to the system. -
The: usér cannot . of course, be protected from
catastrophic errors in the computer harduare or in tbe time-

“sharing moni tor.

2.2 FACILITIES
One of the basic facilities that the manager requifes ,

is the ability to retrieve data from the data 'base using

‘questions and iaperatives. This, however, is not as simplé as

it seems for he often wishes to have the data cut in many

different ways: o |

| "What were séfes to each custﬁmer in 1973?"

"Shou me the sales from each plant in 1973.“
Determining the paramefers of data retrieval can involve
fairig complex computations: |

"Show me the sales for all plants that produced in'

excess of one million units ér had bddgets_of over
ten million dollars last year," . |

"What was the product mix atAall plants whose

profitability declined last year?” |
Goiﬁg beyond daia retrieval, managers often yaht functions of
data: |

"What were the average sales to a customer in 1972?"

"What was the percehtage increase in operating éost

for each plént?“
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Commonly wused functions are ' sum, differénce,u increase, *
decrease,  maximum, minimum, average, varianc§ . (in the
'accodnting and in the étatistical sense) distribution and
percentage. Functions can, of éourae, be cqncatehatédAas in
"maximum average" and "percentage increase".

uhile.functions are useful for operating on available
data, certain arithmetic fuhctions of specific data éoma to
acquike important positions in the user's model of fhe wor ld.
These are then graced Wwith a name and known as modeis.  Thus,
"profit" is a model and may be defined as the difference
- betugen total revenue and total cost uhére total revenue and
total cost may be contained in the data base or még.
themselves, be models. Similarlg. "contribution margin" ﬁag
be defined as thé difference betueen seliing price and direct
cﬁst .andv "cost of goods sold" as the ‘sum of overhead and
production cbst._ | )

Such modeis are only the-simplesi of a class of
models. Forecasting models that attempt'to prediét tHe future
or the effect of some policy ére often pafaﬁeterized on some
judéemantal variable. Thus, these" va}iables, as uwel; as
sfored data, afe necessary to evaluate the‘model.ﬁlstill.other
tupeé of. models may be specialized by fhe user _fo his |
particular situation. BRANDAID (381, fof example, pfovides a
general ‘model foE forecasting the salgs.of a particular ﬁrand

which may be specialized by the manager to take into account
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the charateristics of the product, the market and the
- promotional efcht.

Forrester (28], Little (331 and Gorry (21} make a
strong case for the need for model building faciiities to
allow a manager to come to grips with his environment and
explore alternative action strategies. Our early discussions.
With hanagere confirm this; It seems clear that the ability
to build, modify and use models is of prime importance in a
system thaf attempts to support decision-making.

Closely related to models are “uhat-iff guestioris:

"What would profits be if sales increased

to 868 million?"

ﬁSuppoée sales stayed the same and théAprice of

product 4 uas raised to increase its margin.to $2.0,

"~ hou would this affect profité?” |
Clearly, .in these cases, the userlassumes that a model existé_
and desirgs its value given the parameters spécified'in 'the
sahtence. - The mpdel. however, needs to be quite sophisticated
- in certain cases. For example, if sales increase we can
hardly expect all other costs to stég the same. Thus._ the
model should maksa "sensiblé" assumptions about the behavior of
cdsts. These should be indicated to the user as part of the
ansuer, | | |

Some of the questions about the problem situation . are

phrased in such a way as to require either "yes" or "no" as an
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énsuer. Such questiohs are .often:uaed to test the user's
ﬁodel of.the situation. For example:
| "Are there any plants that were under
budget for 1373?"
Yes-no questions may also be asked about the system to iest if
particufar data or facilities exist.
" “"Can you calculate percentages?”
"Do you have any information on
customer satisfaction?”
Identity questions, that start with "uhich® or "who", play an
‘important role in the detailed isolation of problems.
"Which plants were over_budgef for 1973?"
"Who is our largest customer?"
Identity quesfions can aiso be asked about system capabilities
but this is rare: |
"Which items of data do you have for piant 1?"
The system sﬁould also confain a réport generator so that
retrieved data céﬁ be displayed in a form that the  manager
finds useful and convenient. The system should also be ablé
to change the éignificance of numbers if de#f}gd'i,e{ displég

them in millione, or thousands or without fractional parts.

2.3 SYSTEM BUILDING FUNCTIONS
The ideal system should deveiop énd Qrou uith'theA

manager and his job. In keeping uith odr general philosophg
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it should also adjust to the maﬁager's idiosyncracies rather.
than‘the manager having to live with its peculiarities and
limitations. - A knowledge-based system implies continuous
modification. “Thus. the system shouid be able fo accgpt
chénges and‘alterations in a natural manner a§ part~of its
normal functioning. Clearly, the system Qill not be able to
accept basic structural changes, This is somewhat beyond the
current state‘ of the art but changes that stay within the
general deSign'shouid be acceptable. |
Typically, the manager will Qant to add words to the
system or declaré uwords as équivalent. He may also want to
add new ‘items to the data base and their definftions and
related kﬁbuledge to the knou ledge basé. Finally, he may uanf
to add neu functioné and to define or modify models.
| It is not necessary, hqdevef; that all of these .fupes
of changes be permitted on a conversational basis. This ié
very difficultiin some cases and mag_nbt be fmbortant enough .
to justify the overhead. | Building and mo&ifging models,
however,  does seém very important as a particUIaE model nay be
central tb a problem sftUation. It lslrecDNMendeﬁ,.thersfbre..
that of all the system building functions only,modgl 'bu{lding
be allowed at the console level 6g a naive user. vather kiﬁds
of additions and ﬁodifications can be carried out periédicallg
by system maintenance people in.respons§ to a "Qish jist'

maintained by the user. The system must, however, provide
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adequate facilities for system building functions.

2.4.SUﬁHARY_
' In summarg.'the capaﬁilities of.the ideal sgstem éan »
be classified as fol lous: , ‘ . f
2.4.1 General Characteristics
1. The system uill provide a conversational inte-face
to a normal corporate data base containing
transactional, and possibly other, data. It will
supplement this with a knowledge base related ‘o
the contents of the data base and tﬁe capabilities
of the system, the corporation and its-
environment. |
2. The m3nager should be able.to-ubrk uith this
" data base and knouledge base in a convenient and
bouerful subset of the English language. -
- 3. The system should be "bomb-proof” in that it
should protéct the.uéar froﬁ thé results of
system errors and the need to respond.to tﬁem or
to take corrective action.
2.6.2 Eacilities
The user should‘be able to:
1. Use>questions and imperatives to rétriéVe
data from the data base and properties of

entities from the knouledge base and specify
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4.
5.

6.
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the manner in which the data is to be displayed.
Ask for simple functfons of stored data.

Build, modify and run different types of mddels;
The input to these models could be stored data
or supplied parameters.

Ask what-if questions based on underiying models.

Ask yes-no questions about the data stored in the

data base and the properties and capabilities of
the corporat}on and the system.

Ack identity questions related to entities
belonging to the corporation and the sgstém and

their properties.

2.4.3 System Building Functions

Facilities should be provided to:

1.
2.
3,

Add neu words to the system.
Declare words as equivalent.
Add'knouledge to the data base.

Aniimportant subset of this uoﬁld be knouledgé

. related to daté to be added to the system.
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CHAPTER 3

THE PROTOTYPE SYSTEM

3.1 INTRODUCTION

To come to grips wuith the substantive problems
involved in implementing a system along the lines deséribed'in
Chapter 2, we decided to build a prototype based upor the
activitfes of a hypothetical manufacturer of lead batteries
called The Battery Compang.r Since the idea was to ideptifgl
and explore the issues involved we designed the corporation to
be simpie but realistic. Details of Thé Battery Compangland
its organization are contained in the problép scenario
included in Appendix I.

We then conducted some hand simulation experiments in
which subjecta Lere asked to solve a prdblem related to The
Batterg Compaﬁg. This introduced them to a situation uﬁere
profits uere loqer than last year despite the fact that sales
had increased. In attempting to reaeh an undefstaﬁding ‘of
this problem we found that the subjects asked for the
facilities described in Chapter 2. The prototgpe systen is

designed to provide these facilities. In general, it attempts
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to support the solution " of probleme that are relévant and
complex and possess a ggneral structure. The systenm does not
. address itself to all management tasks but to the broad middle
range of problems that are not routine but neither are  they
' comietely unstructured. | |
Figure 3.1 is a schematic diagram of thé_ prototype
system. - Functionally, the system can be divided into two
parts, thé parser and the proceasor.' These two op.:»eratingr sdb-
systems rely upon a knowledge base that contains a mode! of
the uorld.Aa model| of the scenario situation and knouledge of
the contents of the data base. The data base cqnta}ns
operating data tor The Battery Company. |
.The barser examines the input to 'the .sgsfém and
creates a par#e for jt. A parse is, in some‘ sense, the
meahfng of the sentence, but more accurately, it is a
canonical set of relations betueen sémanticallg identified
parté of the sentence encoded in a standard format. The
processor Qses-the parse as input and éttempts td_generate' an
appropriate response to the input request. | Understanding the
sentence, therefore, takes place in a general sénse within the
parser and in @ much more specific sense in the processor;‘.
| We shall say oniy a feu uords about the parser since

itis the knouledge base and the processor that are cantral to

thvs thesls. A number of good parsers have been uritten -

(Minograd (761, Woods [72), Burton [18)) and the wore
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impor tant problehs today seem to be in the understanding of
the sentence and in the creation of suitable responses.

The morphology routine act§ as a preprocessor for the
parser. 1t exanines each word in the input request and checks
if it 'is knoun to the knouledge base., Unknown words are
analyzed to determine whether they belong to idioms of to
general.classes of words knoun to the system or are variants
of known uwords. If a word cannot be recognized Ly the
morphology routine a message is printed out indicating the
offending word and the user is asked to‘retgpe his request.
Chapter 5 contains a detailed analysis of the features
required in a morphology routine.

Once the compiete sentence is accepted, the "case-
oriented" parser attempts to find the main verb and to arrange.
the noun phrases in the sentence as "cases" of the main verb.
(See Fillmore [i9] for the theory of case grammar.and Celce-
Murcia [13] fof an early implementation of a case-or}ented
_ parser.) initial prepositions 'that mark some of the noun
phrases assist in this process, but the parser also useé
knowledge about the verb which determines the cases it can
take and the meanings of the nouns uwhich determine the cases
they can participate in. The parser implémented fnrvthe
prototype system is an extremely simple parser that recognizes

only ten basic types of sentences. It is described in Chaﬁter

6.
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If the sentence is ungrammatical or cannot be parsed, the
pérser prints out a message that asks the user to rephrase his
request.

The following sections of this chapter describe
details of the impiementation of the prototype system and some
of the technical problems that were encountered along uith
suggested solutions. They are aimed at the reader who is
interestedi in building such a system rather than one uho is

concerned uith its performance and capabilities.

3.2 THE KNOWLEDGE BASE

This section describes a language for encoding
knouledge and the organization of knouledge for the prototype
system. Later sub-sections discuss the impact of this
organization on question-ansuering strategies and consider
some alternati?e organizations.

The knouledgé representation language (uhich may be
the same as the programming languagel must ailow the
representation of objects and their properties. It must also
be able to keep property information of similar objects
distinct. In addition, it is convenient if the |language l’\as
facilities to query the data base and extract information from
it. We use a version of a language cailled OWL [44] in which
The Battery Company, knoun to the system as THE-BATTERY-

COMPANY, can be represented as follous:
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({IS (THE-BATTERY-COMPANY) (KIND CORPORATION))
(HANUFACTUREV(THE-BATTERY-COHPANY) (KIND PRODUCT)) -
(SELL (THE-BATTERY-COMPANY) (KIND PRODUCT)) -
(EMPLOY (THE-BATTERY-COMPANY) EMPLOYEE))
{(BUY (THE-BATTERY-COMPANY) MATERIAL))
This states that THE-BATTERY-COMPANY is a kind of corporation.
It buys material, employs empioyees and manufactures and sells
-a kind of prcduct. The properties of the product can be
inserted into this definition or described separately as:
(s (KIND PRODUCT) LEAD-BATTERY)
(COUNT - (TYPE (KIND PRODUCT) 5)))
ThiQ specifies that the product is fiver.tgpes of lead#
batteries.(lead-batterg being used as a name). Simiiarlg. fhe.
corpdration could be described further as a sub-chapter 15
corporation fn Hassacﬁﬁsetts- lan but this may not be
né;ce&sarg and (KIND CURPORATION) may be sufficient. OWL is,
houever, pﬁuerful enough tﬁ encode any kind of knouledge that
uwe have felf the need for. |
| :If the product definition is imbedded in the main
definition, OWL will keep it distinct from other product
definitions that may exist in the system. |
OWL can also be used to represent events.  The
statement "We sent Sears a shipment gesterdag;“ can Dbe
| rqpreéented as: | |

((AGENT (SEND) WE)
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(REClPIENT.(SEND) SEARS)

(OBJECT (SEND) (KINU SHIPMENT) )
(DETERMINER (KIND SHIPMENT) lNDEFiNITE)
iTlﬂE (SEND) YESTERUAY)

(TENSE (SEND) PAST))

The system contains knouledge about data, models, the
~corporation, the probiem situation and the dorld enched in
OWL. The following séctions discuss thfs knouledge and its
use in responding to the various {gpea of requests that mag.bg

recei?ed from the user.

3.3 UH-QUESTIGNS
| In gensral, uh-questibns (questions starting uith'l
"uhat“.i "which" etc.) ask for the properties' of objects or
events. - Objectiproperties are questioned bg-"be" or “haye'
verbs (possibly mddified‘ by teﬁse Wwords) while eVént
probeﬁties are generally questioﬁed by the ﬁain vefb of the
event. | |
After the sentence is analyzed to determine the
pEOpertg questiohed the property can be retrieved directly if
the objedt or evént.'exists in the knouledge base and i7 the
property value is expliciélg available, At.thia point Qe
should recognize that the knouledgé base Mag.bq organized by
object -or'bg event. If it is organized by object theh eéch

event will be represented as a property of one of its
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participants such as its agent., If the knouledgg base is
~organized by event objects will be'represen{ed as ~properfies
of the existence, or "be", verb. A dual organization ts also
poséible.in which. information is stored both uways. ’This :
allous a choice of retrieval paths and system khouledge can be
used to select the path with the least expected search time.

| Differenf question tupes require variants of the zbove
generaf strategy but tﬁé basic tasks of finding the entitg>and
finding or deducing the value of the questibned property
remain more or less central in all cases. |

If the information requfred has.to be rétrieved from

the data base then the system has to use knowledge about the’
brganizétfon of the data base to cheaté a program to pérform
the necessary retrieval; The problem of retrieval = from
variously structured files is not investigated in this thesis.
Since real data bases often have complex struéturés this
problem "ﬁeeds to _be solved before such a system can be
implemented. _ It seems tq require, houeyer, a developmental
effort without prasenting very complex issues for réSearch;

Ny Note that uh—duestiond requirjng objective ansuers are -
restricted to the past and‘present'tenses; It mag be_pbssible
to ansueF ?uhét was our profit last year?" from the da;a: base
but "What will be our profit hext year?" fequirés.a-predictivé

model that embcdies some level of subjecfive ju;gement. Thus,

ansuering gh-husstions_ in the future tenée is comhietéig
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different from answering them in the past or present tense and
requires a search for suitable subjective models that may or

may not exist.

3.4 AGGREGATE DATA
Some pboperties. such as costs and production figures are
-Eest kept as aggregates. fhe aggregation can be made in
several ways and the request must specify exactly hou the data
are to be aggregated to produce the ansuer; "Sales”. by
itself, meané little; it has to be qualified by the
parametefs. or kegé. over uhiéhlit is to be aggrégated. These
may be manufaqturing facilitg; product, customer; salesman'and
tiﬁe—period. |
Each data item is associated,uith knouledge required
to retrieve it from the data base. The prototype system.
assumes that all data is stored in arrays 3ﬁdex§d by keg
values uhiéh characterize the indivfdual piece of data and
over uhichw it may be aggrégéted. Each data item .hés.
- therefore, a list of key variables uhosei values must be
‘specified before it can be retrieved. In addition, each dafa
i tem Ahas linfo?mation as to where Athe ,kgggrlvariable
spetificétions‘&ill be contained in the sentéﬂcé. | As soonAa§
the system recognizes that the request is for data rettigval
it enters a special sub-system that uses this information to

try to locate key information in the sentence. F'The‘kegs for



40

which = the sentence does not provide information are filled by
using defaults ar uith typical values. There is a powerful,
general deféult that operates in English: IF A PROPERTY IS
" ATTRIBUTABLE TO SUB-ENTITIES THEN THE ABSENCE OF SUB-ENTITY
SPECIFICATION IMPLIES SUMMATION OVER THE SET OF SUB-ENTITIES,
I.E. IT IMPLIES A VALUE FOR THE ENTITY AS A WHOLE. In a sales
specification, for example, if there is no mention of a
product then tha sum of sales for all products is required.
This general default does not apply, however, if the product
specification is omitted from requests for prices or unit
costs., Clearly, such data cannot be aggregated over product
and the appropriate response is to present the data for all
products.

Typical values depend on the data in question. Time-
periods, for example, can usually be assumed 'té be the last
complete period if unspecified. Typical value information
should also be contained in the knouledge about each data
i tem, In the prototype system, houever, it is organized
centrally by classes of data items since this leads to a more
compact organizaiion, |

If all tne keys for the data item can be filled, the
system generates a routine, using the key values, to retrieve
and format the data.

In general, given a netuwork or tree structured déta

base, the problem of defining key specifications and

"
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generating retrieval routines is somewhat more complex than
for an array data base. There may be more than one uég to get
at-a particular item of data and not only must the system knou
about the structure of the data base and the necessary and
sufficient information to retrieve data from it but it also
must know aboﬁt_relafivelg efficient ways of retrieving data.
These problems are not investigated in this thesis. Some of
the end user facilities that operate on complex data
structures {4,5,26]1 incorporate (partial) solutidns to this
problem.

It can be argued that retrieval and aggregation of
data are not thé _direct concerns of the question-answering
system and it should restrict itself to extracting the
necessary iﬁformation from the sentence and passing if on %o a
data retrieval system that uses knouledge about the structure
of the data files to perform the retrieval efficiently. This
~argument would segment the system into an "understander" and a
"response generator". This seems to be a desirable
decoupl ing.

Occasionally, a user will ask for aggregate data by a
kegv it is not aggregated on. For example, he may ask for
overhead costs by product from a data base that does ‘not
allocate overheads by product. Such a request wusually
indicates a misunderstanding on the part of the user of the

wor |d mode! used in the system. It is extremely important in
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such cases to point out the error to the user and, perhsaps,
provide additional information on houvthe data is stored. On
no account should the erroneous specifications be ignored.

A ﬁanagement support system will, typically, knou
about a number of variousiy named costs such as "interest
expense" and ‘product transportation cost". As each cost
category must be stored under a unique name it becomes
necessary to determine this name by operating upon the
adjectives and classifiers of the word "cost" (or '"expense")
and what can be calied its context case (contained in an
%mmediatelg fol lowing preposition group starting with "of" or
"for"}. This 'is done in the prototype system by finding a
type of data item and then checking whether a subset of it is
named by one of the modifiers or the context. fhis is
continued recursively till no further subsetting is possible.
The probiem of mapping the information contained in a noun
group into a unique data name is one of the most diffiCQlt
problems that hrave to be solved in a qdestion-ansuering
system. The prototype solution is somewhat naive. See also
Chapter 7 and Appendix [11.

Some sentences can be constructed so that the cbntext
serves to determine the uniqge name as well as provide a key
for its retrieval. For example,

"Show me the cost for all products"

can be assumed to ask for'the direct-manufacturing-coat as
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tﬁis is the only cost available that has "product® as a keg;
Overhead cpsts are not -allocated bg'product  for The Battery
' Compang. |

Since different aggregations may be required for
, different purposes an obvious strategy dictates that data be
keﬁt in a fairly disaggregated stéte and aggregated in
respbnse to the needs of the question. But maintaining data
at one level of aggfegation may not be sufficient. The
aggregation of annUaf sales for five products from fiQe plants
to five cﬁstomers stored by month requires 1580 probes of the
data base! fhis can mean a long wait at the coﬁsole for the
user. Thus, for efficiancg. higher levels 6f aggfegatioh must
be mainfained as well. The sgsfem should be able to recogniie
the level of aggregation required td ansuer_the question and
in prbducing the ansuér shouid.usé the highest _levél‘ of
aggregation -that is applicable and lavailable; A  tree
structured Vdata'base can maintain disaggregated' data.at the
leaf levelvand highgr'aggregations at the other 'nodes.. This
neccesitétes mofe cdmplex file maintenance procedures and,
thus..tﬁese decisions must be predicated_ﬁn an aﬁalgsis 6f the
extra cost required to maintain data at many differeﬁt jével#
of aggregation as opposed to: the cost of having to make

aggrega{ions uhenever the question requifes it.
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3.5 MODELS
In management the use of the word model sfems from its
vmaaﬁfhg as a replica. Tgpicailg. models aré a set _pf
relationships that establish the dependencies of target, or
result, varcables on 1ndependent. or decision, varlables.‘ The
dependent varianles are often figures of merit that measure.
the,health of the enterprise or the success of some part of it
and the model is used to assist in the decision-making-prdcess
by predicting the effects of changes in - the,independént
. variables on thé dependent variables.
ﬂénagément wodels can take a varietgv of shapes and

structures' d;pénding on the nature of the process they model
énd_the nature . of the decision-making they support. The
prntotgpe. sgsfem consider§ .onlu one éléss of models, those
thaflﬁén be rgbrésented by a'aet of matheﬁatical operations on
specified items of data and can, therefore, be encapeulated.ih
‘a ﬂubhoutine. - This is the sense in which the word "modes"is
' used in the rest of this thesis. Other types of models, in
partiCUIar:thob§ ‘that can be calibrated, speéiaffzed and
modified by the managef. such as BRANDAID [38];"are very
important and vérg useful. They were excluded 'froné the
bratofgpe sgstém‘fo iiﬁit its complexity..

o One of fhel models incorporated into the protntgpe
Qgstem is "profit"; deflned as the difference betueen total

revenue and total cost. Such models are referred to by name
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in the question. Input data is not specified unless it is
exceptional and neither are the operations to be performed on
it. This information has, therefore, to be available to. the
system as a property of the model. Key information relevant
to the retrieval of input data must, houwever, be specified in
the question or supplied by defaul t,

A request for model evaluation causes a search for
input names. .After these have been located the data s
retrieved using the key information and fed into the
subroutine that calculates the value of the model. A!lthough
it is always possible to specify models 'as mathematical
functions of data only, this is not always convenient. It is
customary, therefore, to specify models that use the output of
other models as input. For example, "profit" may be defined
as the difference betueen "revenue" and "total cost" where
"total cost" is itself the sum of "overhead cost" and
"production cost". Thus, when the input retrieval routine
encounters an input that is a model it calls the nodel
evaluation routine to evaluate it. The structure of correctly .
speéified models ensures that this _recursion aluays
terminates.

In addition to an input list and a subrout%ne. the
knouwledge about a model, |ike knouledge about data items, also
contains information as to where keg variable values for each

key associated with each of its inputs can be found in the
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senience. Each model must also have a definition that can be
used to ansuer questjons such as

"How is profit calculated?".

3.6 FUNCTIONS

Another facility that the systenm .must provide is the
ability to compute functions of data such as percéhtage,l
distribution . or average. Unlike models, whose . inpuis are
prespecified, funcfions can operate on different kinds of data
and, therefore, the names of the inputs to the functionv have
to be specified in the sentence along with kéQ specifications
for their retrieval. |

A number of conventional devices are used to specify
the data items on which the function is tp operate; For
example, if the percentage of a subset of an item fé requiréd.
the question may néme thé data item and ;the' subsetting
- characteristic: | | |

| "What perceﬁtage'of plant cap#citg is utilized?"

Similarlg, if a distribution is required, the data itém ﬁag be
hamed along with thébkeg variable or subsetting name. The
data ui!l .havg to be aggregated over all the unspécified
variabies and Eétrieved for the allouable values of the
' specifiéd characteristic. |
- In general, data names, key specifications and

subseffing names will occur in different barts of the eentedce
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and the determination of key specifications for each input
must take into account the function to be executed. Consider,

"How much did sales increase over 1372?"

"How much did sales increase in 1972?"
To interpret and ansuer these two questions correctly the
system must know that the two arguments to the function
"increase" are the same data item with differént key variable
values. Typically, only one set of key variablies is
specified, the others being picked up by default. The
defaults, however, depend on knouledge associated wuith the
function. |

Thus, aralysis of questions that ask for functions of
data has to depend heavily on knowledge about the functior. to
determine the input data names and the key variable
information. Once this has been done the data items can be
retrieved and fed into a subroutine that evaluates the
function.

Functione are wusually specified by name in the
qgquestion. An exception is "How many" which asks for the cecunt
of a set of objects or events. This is, houever, an unusual

furiction since it does not operate on data.

3.7 DEFINITIONS AND INFORMATION ABOUT SYSTEM CONTENTS
Consider the questions:

"What information do you have about product cost ?"
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"Uhat do you know about product cost ?"

After product cost is located directly and checked tn be a
subset of a possession of "you" (information) or Iocafed by a

search from among the possessions of'“gou; what does the
system reply?

The problem with "know" 1is similar, although the
object known may be called knouiedge and the search avoided.
In fact, what fs required is, in some sense, the definition of
product cost. This is implicit in the question but must be
made explicit for the system.

In fact, these examples demonstrate a more general
convention in English: [F A "WHAT" QUESTION IS ABOUT A
SPECIFIC - OBJECT THEN ITS MOST [MPORTANT CHARACTERISTIC IS
REQUIRED., For example, "What were saies in 1972?" agks for
the value of sales: value being the principal characteristic
of data. "What is this dog?" asks for the dom}nant
characteristic ot this particular dog: perhaps its breed.
"WHAT" QUESTIONS ABOUT GENERAL CLASSES OF OBJECTS REQUIRE
EITHER  THEIR DOMINANT  CHARACTERISTIC OR  THEIR GEN=RAL
CLASSIFICATION. Thus, "What is a dog?" can be answered by
saying that it is an animal or that it is "man's best friend"!
Carbonnel and Collins [12] represent these "most impo-tant
characteristics" or, as they call them, "super concepts"” for

each noun explicitly in the data base.
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3.8 YES-NO QLESTIONS

Yes-no guestions, if restricted to the present and the
past tense inquire about the truth of stated'propositions.
Propositions még concern the properties of stated objects and
the identity of - actors and other particulars about events.
Yes-no questions_in the fqture tense involve predictions and
judgements'about the future and were, therefore, exciuded from
the scope of the prototype systenm. |

In a data base organized by nouns, a yes-no question
inquiring about the truth of sfated properties of nouns can be
ansuered by selecting the appropriate nouns and matching their
properties agaihst the stated - properties. A recurs?ve
bropertg matchiné routine is very useful for tﬁis.» it must be
remembered, houever. that 'the'propérties mentione& in the
question must be checked against'those in the daté base and
not vice versa as the data base may contain properties otﬁer
“than those questioned.

Event matching is someuhat more complex in such a data
base. Sirce events are stored as propertiea of thé agént or
the posseéspr these nouns have fo be iocated in the questibn
and in the data base and their properties searched for the
event. Once this is accomplished, or a set 6f possihle events
selected, their properfies have to be matched against those in
the quéstion.:_

" The alternate organization by event, or verb, requires
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a decision as to whether objects that participate in an event
should be stored under fhe event and/or under the ex'‘stence
("be") verb. Direct retrieval for identity questions and yes-
‘no questions reguires both facilities:
"Who robbed the bank?" property of "rob"
"Did Jack rob the bank?" property of "Jack"
If properties are only stored by event an indirect retrieval
is required for the second question much like the indirect
retrieval Eequired for events in a noun-oriented data base.
There seems to be a duality between objects and events
in that the world can be described either as properties of
objects or as properties of events. Depending on the question
and the contents of the data base, however, there mag be nore
objects than events or vice versa. Thus, retrieval via one
path or the other wWill result in less searching. 1f the
length of data files is less important than the amount of
searching required 1in the retrieval . process, then a dual
organization in nnich properties are stored under both events
and objects and the retrieval path selected, with the help of
the knouwledge base, to minimize search will yield the best
resul ts. In fact, OUL is designed for the dual organizatidn
and automatically stores properties under both the object and
the event.
- Winograd discusses the difficulty in creating negative

ansuers to yes-no questions.
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If we ask "Does the block support three

pyramids?" and in fact it supports four, uhat

is the correct answer? The system could ask

for clarification betueen "at least three"

and exactiy three", then ansuer "yes" or "no".

But it is more efficient and helpful to ansuer

"FOUR OF THEM", leaving the speaker

to interpret his ouwn question.
The sgs{em should, then, attempt to provide as much
information about the true state of affairs as possible rather
than responding with a mere "No". The prototype system is not
so sophisticated but this seems to be a desirable feature to

" incorporate into it.

3.9 IDENTITY QUESTIONS

Questions that start with "who" or "which" are quite
different from other wh-questions and are, in fact, more |ike
yes-no questions. What is required as an ansuer to these
guestions is the identity of the object that satisfies the
properties stated in the question and the process of ansuering
can be likened to ansuering a set of yes-no quesfions on a set
of candidate objects that are capable of satisfying the
conditions in general, (Questions starting with "who" ask for
the identity of animate objects while questions starting with
"which" can ask for either animate or inamimate identities.

Ansuering routines for identity questions, therefore,
start with the selection of a set of candidate objects. The
generic name for this set is invariably specified as the main

object noun in identity questions with “be" verbs. The
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"candidate set is the set of all objecté that are "a kind of"
the generic name; Theﬁe questions specify the.prOpertiea of
the required object rather than the event it participaied in.

"Who" questions that ask the identity of the agent of
an event do not.give any direct clues to theAcahdidate_set of .
objects. In inany data bases the set of animate objeéts is
fairly smalf and so a search through all of them is not very
time-consuming.

Once the candidate set is established, the selection
process is much |ike performing a ges-no:question matching on
each event except that the result of each matching is the
idéntitg of the candidate or “no“. The final response can be
created from the_set'of identities that have been returhed» bg
the individual yes-no questions. If this set is the null set
then the appropriate ansuer is:“None of them" for “uhich"

questions and "No one" for "who" questions.

3.18 IMPERATIVES

Besides asking_questions. the user of the sgsteﬁ can
request seEvices from the susteﬁ by uéing commands. This
makes for more natural dialog. Commands ask for action and as
the actions possible by the system are limited. 80 ére the
" types of commands that can serve as meaningful‘ input..}'Thé
seEvices‘provided by the system are limited to data retriuval.

mode ! :eValuatfon. computation of functions of data or mode |
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values and the provision of information about itself. Typical
commands to the system, therefore, are as follou:
"Show me the sales to Sears for 1373."
"Display the names of customers with outstandings
of over $5800."
These questions seem to ask for data retrieval.
"Compute the profit for '73."
"Calculate the return on investhent last year."
These questions seem to ask for the value of functions of data
or the execution of models. The distinction is specious,
houever. The structure of the data base will determine what
can be retrieved and what has to be computed. ‘The user will,
in general, be unaware of the structure of tﬁé data base his |
choice of verbs should not be considered significant.
Other verbs have semantic significance and require
special routines to process data and generate answers.
"Compare the distribution of sales to Gulf and Sears
by unit."”
"Contras?{ the sales for each quarter of this year and
last year."

"Sort the customers by outstandings."

3.11 CONCLUSION

The prototype system served its purpose by alerting us

to a number of important problems such as the naming problem,
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the aggregéte data problem, the need for definitions  and
‘others mentiohéd in the preceding sections. - Good solutions
Wwilli need to be déveloped for these problems before a
successful English language management-support sgstgm één be
fmplemehted;

The most important benefit of the prototype system
was, houever, that it made possible the "perfect" English
language - question-ansWering system described in the following
chapter. This simulation system allowed subjects to reqguest
the system for any kind of data retrieval and wanipulation
they required in freeiEnglish. The problem-soiving protocols
of.these subjects wuwere then »analgzed to_ determine fhe rééi
needs of managers upon which the design of a. truly useful
ménagement-sﬁppnrt system could be based. |

 The experiment and a summary of the results is -
described in Chapter 4. Detailed ana(gsis of the requests and
the probiem—solving protocois is cdntained in Chapters 5, B, 7

anc 8
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CHAPTER 4

THE EXPERIMENT

4,1 MOTIVATION

| Earlier chapters have described the specifications
that, from our early experiments, would be desirable for an
English language system to assist management. [t must be
realized, houever, that although the specifications can be
agreed upon in general they have to be limited and refined
before we can start to design a practical system. For
example, although an English language capébilitg may be felt
to be desirable, complete English as an input language is
nei ther feasible nor praétical. Similarly, the knouledge'
Contained in the system has to be iimited as do the functions
provided for operating on the data base.

It is extremely difficult to develop successful design

- specifications in an arbitrary manner. In fact many
management-support systems seem tq have come to grief because
fheg tend to embody the designer’s ideas as to what managers
should need [26,27,28,29,49]. UWe feel very strongly that

systems for managers should be designed based on some analysis
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of hHow managers actually beha?e. We decided, thereforz, to
conduct an experiment in which subjects would be asked to
solve a realistic problem using a simulated "perfect" English
language manag:ment-support system that, essentially was
capable of ansuwering any question and carrying out any command
that the subject could state in English.

Problem-soiving protocols on the perfect system were
analyzed to determine the vocabulary and the syntax ussd by
managers and the knouwledge and the facilities that were
required to respond to their requests. These were analyzed
further to determine whether the création of such a system is
technically feasible and, if so, to develop the design
specifications for a real-uorid system.

Analysis of the protocols also helps answer ancther,
more basic, question --- whether English language systems are
useful in managerial problem-solving and whether managers will
be comfortable Wwith them and will be able to use them uith a

minimum of instruction.

4.2 THE EXPERIMENTAL SETTING

The Perfect English Langﬁage Sgsfem was constructed as
a set of programs that alloued tuo consoles, logged inta the
Automatic Prograuming Group's POP-18 time-sharing system, to
communicate with . each other. {See Note - 1.) Experimental

subjects were able to type into a hard copy conscle and *send"
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their requests to the system by typing in a special 6hara¢far.

Their Eequests appeared on the experimenter’s console énd hev
cFeated responses to them by invoking fuﬁétions from a LISP
system. The Perfect System was, of coursé. limited to the
data contained in the data base and to the knouledge ot the
experimenter and the facilities available to him. .ln'
addition, - the anéﬁers to some questions, to ‘uhich .thé
experimenter had to create answers, took considerably ionger
than answers to questions that could be easily inyoked.

Since the subject received only the output of the LISP
function, not the invocatiﬁh. the system seemed to him tq be
responding directlg_to his requests. In fact, surprfsiﬁg as
it may seenm, feu,subjecfs realized that the experimentér Has
creating the responses until they were told sd_ after the
expériment. Unfil this secret uaé revealed, many subjecté
were extremely impressed by the range of capabilities
displagéd -bg the system. Thus, the Perfect System céujd be
said to be a'success'as the subjects behéved as if it were an
ideal English laﬂguage question—ansugring system.

Subjects for theiexperiment were selected té havehsbme
acquaintance uith managemeht concepts andvvqéaﬁularg.’. Theg '
rapresehted; in fact, a wuide rangé of experience from ten
gears- of line manégement to enginéers taking their firsf
courses in mahageﬁent. Approximately half of them iugre

‘experienced managers and half were students. Some of the
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students had, houwever, a feu years of wuwork experience vuiih
some management responsibility.

The experiment consisted of three parts: filling in a
background questionnaire and éompleting a semantic
differential test that attempted to elicit their attitudes
touwards computers and informétion systems, three trials of the
Bruner concept formation test (3] and the analysis .of a
managerial problem using the Perfect English Language System.
Details of the experiment are described in Appendix I,

The first tuo parts of the experiment were preliminary
and were intended to elicit personality traits of the subjects
that may be useful in explaining some of their behaviob. The
problem analysic was the heart of the experiment and consumed
" the bulk of the time required for it.

The experimental problem puts the subject in the shoes
of the president of a |ead battery manbfactufing compariy who
receives the operating results for the last year and is
surprised to find that although sales increased by 28% profits
decreased by 1% The subject is asked to analyze the
situation and, if possible, recommend a course of action. The
problem is structured but not routine and it was designed to
be typical of the sort of problem managers face regulariy in

the course of their duties.
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4.3 ANSWERING THE QUESTIONS

The Perfect System was built around the prototype
gquestion-answering system for the lead battery manufacturer
described in Chapter 3. This was the LISP system that was
loaded in for the experiment. On receiving a request, the
exper imenter had three basic options. He could transiate it
into a sentence that could be accepted by the prototype
system, he could type in the ansuer that would appear on the
subject’'s consule directly or he codid invoke a general LISP
function whose oqtput would appear on the subjects console.
In practice, the last option was rarely used. Some 60% of the
requests could be answered by the prototype system and Nefe
translated.into it. The other 408X of the requests uere

answered directly.

4.4 THE RESULTS
| The requests made by the subjects to the Peffect
English language system and their problem-solving proiocols
were analyzed to yield five major classes of results:
1. Subjects’ behavioral reactions to the system and
the setting. |
2. Vocabulary requirements for an English languége
managemen t-suppor t sttem.
3. Parsing requirements for an English language

management-supbort system,
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4. Knouledge requirements for a domainfspecific
English language ménagement—suppoht system.

5. Analgsis of conceptual structures.and str#tegies
used by subjects to solve the problem and the
impiications of this anélgsis for the design of
Eng!ish language management-support systems.

These results are summarized in the folloﬁing five

sub-sectioﬁs. Details of the last four types of analysis are

contained in the four subsequent chapters{

4.4.1 Behavioral Reactions to the Sustem and the Setting
In every case, the subject read the problem scénario
and the instructions to use ihe sgstem'#nd uént readily to
work. In a feu cases there uas some hesi tation due_t# the
unfamiliar technology and the mechahics of editiﬁg and sgnding
a request had to be.explained.' This uaé done quite rapidly,
_ houever; and.fhe szject was at work within a eru minutes
after readihg‘the documentation.
~ Some subjecfs started out with very simple. reqdests
fqr single items of data.  Gradually, as they gained
confidence in the system, théy ésked more demandiﬁg questions
réqqesting blocks of data, invok{ng models and per forming
complex computations on the data. They would then go on to
ask "uhat if" duestions. define models and ask for undeflgihg

causes. ~ Thus, . the subjects explored the capabilities cf the
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sgsﬁem:uhile sol?ing the problem. They did this by gradually
increasing thé complexitg “of theb questions and by asking.
diréct'questiohs apout syétem capability:

"Can Qou format reports?"

"Do Qou per form mathematical computations?".
One of the initial; fuzzy notions behind the Adesign of the
‘ system was that managers "should be able to talk to it like a
human being". And indeed, after a feu questioﬁs, the subjects
began to treat it like ona, "Their English was informal, much
closer to the spoken language than prose, they were cavalier
about  sentence forms énd style and _tended to ignore
inessentials iike punctuafion. Having to type in the'requeéts
and.thg knoﬁledgevthat they were interacting with a qomﬁufer
sustem did seem to.have scmé effect on the input, houe#er. As
the next sub-section explains, the majority df thejf sentences
Qére short and simple and for the most ﬁart they dpre cohgrﬁﬁf
‘and unambiguoué. | |

In tuo cases subjects ‘ bfought with them thsir
. experience of psuedo English Ianguage systems they had‘uorked
with. This tended to make their conversatidn stiltgdv.and
pétférned. One of‘ them defined models that gave  the
percentage'increase over the previous year. MUWhen asked,:after
the experimént; why she didn’t ask questions of the_kfnd "Hou.
muéh did --- increase over last gear?f.‘ §he replieg in

wonderment "I didn’t think gou could do that"!
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A few subjects expressed their impétience at having to
'precedé ail requests for data with “"uhat is" by leaving it
out.  Almost invariably they wuere poor typists. Other
subjects attembted fo set épecifications to be oﬁeged over the
next set of questions. Yet another form of economizing on
inbut uas to define modeis and then merely specify parameters
in subsequent questions. This seems to indicate that some
people feel that English is a little cumbersome for outine
dafa retrieval and that it may be desirable to buiid a command
language on top of the English system for routine inquiries.
In summary, all the sdbjects took quifé natutallg to
the system aﬁd were able to :uork with it without significant
probléms. After the experiment, most of them commented that
the system "would be very useful if it could be implemented”.
A high-level manager for a retail food_chéin felt it would be
vefg useful tb train store mahagefs and also to,manage.
individual profit centers like a bakery. MWhile reactions uefe
ovgruhelminglg positive ‘there_ were a few comﬁenta -on the
Iimitations of the system: it _couid not -prdvide taoular
. reports, uoﬁld.ndt line up decimal points in-lists of nhumber
and could not format numbers or #hange their significénce
{express them in thousands or miilions). SomeVUSérs uantéd to
ask for sets of related data such as the contents of thé
baiance sheet, the profit and loss statement or fhe sources

and uses of funds. The system was not désigned to provide
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these.

"4,4.2 The Vocabulary

| The words used in the req;ests obtained from the
subjects areAana!gzed in Chapter S. This section summarizes
 the results. The 436 sgnténces used by the subjects were
formed from 358 basic words. The probability of encountefing
new words in subsequent sentences decreases rapid]g uwith the
number of sentences. (See Figure 5.3) This éeems to suggesf
that a vocabulary of 1008 to 1508 uorqs may be sufficient for
an English ianguage system to aubport a particular business
ébplication. . fhig 'opinionv is based on a small sambla of
requests, however. A larger sample would allow & more
confident prediction. | |

Chapter 5 also develops thé requirements for a

ﬁorph§logical analysis brogram that attempts to associate each
word of the fant sentence uith the apﬁropriaté piece§ of
kﬁoqledge contéfned in the sgsteh; , 1f a word cahnot be_quﬁd
in the dictionarg.'tﬁe program cﬁecks to see if it is a member
éf a class of words it kn&us about. If.'éo. it creates fhe
required knouledge from general knouledge about the class and
"the épecial charatferiéfics>of the word. Ih this way it can
recognize inflected forms of knoun words {ran and running ffon
run), noun. idioms (cost of goods soid), ,numefical

nominalizations (products 1, 2 and 3)._contfa¢tibn§ (uﬁat;a.
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I'm) and abbreviations (%, 8, info, OH, mfg). In certain
situations it should allow the use of unknoun words. For
éxample. if the user says "Let p-cost be the sum of procduction
and overhead cost for each plant" the system must accept "p-
cost® as the naie of the new model. The program must also be
able to make.ajlouances for common misspellings énd for ruﬁ in
words such as.“uhatis“.

If a word is not contained in. the dictionary and
cénnot be recognized as a member of a known class then the
system does not have the knouledge to process it and the
morpholbgicél analysis program prints odt an appropriéte

message to the user.

4.4.3 The Parging Requirements

A basic parser ihét analyzes senténqeé syntactically
to match ten knoun sentence types and uses semantic kn&ujedgeb
to put together a canonical representation of the sentenca can
parse 78% of the sentences obtained from the users; | A more
cobﬁlgté description of the parser fs given in sectioh 542.

The sentences that could not be parsed by this baéic
parser .included a large number of -additional.sentehce-fgpes
and syntactic conventions. .Seﬁtion 8;4 contains an ané]gsis
of the features that should be added to the basic parser to
-al lou mdstJof the anareed sentences to be parsed.

The frequancy of sentences classified by sentence tgpé :
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seems to follow the well knoun Pareto distribution [53]. This
often appears in analyzing occurrence frequencies by class;
be they sales by item or the amount of damage by fire.
Typically, a few classes account for a large percentages of
the occurrences. Thus, the majoritg.of the sentences fall
into a feu types, but, if the taillis to be covered, a large
number of sentence types must be added. There will, however,
aluways be a feuw sentences that the system uwill not be able to

parse. Looked at another way, there will come a point after
which the increase in parser complexity will not be justified
by the number of additional sentences that wuill be parsed.
The system designer uwill have to decide uhere this point lies
- based on his particular situation, Chapter 6 provides some
pointers.

Since some sentences uWill not parse, no matter hou
pouer ful the parser, the system should respond politely to
them by asking the user to rephrase his questién and providing
as much information as possible as to why the request did not

get a normal response.

4.4.4 The Knouledge Base

Chapter 7 and Appendix [1l analyze the knouledge
required for a domain-specific English language management-
support system. We find that a large variety of different

kinds of knowledge is required. The system needs to have



66

knowledge about data, vabout models, and about functions of
daté and mode! values. For each of these it requires a number
of differentvkinds»of information.- The system also needs to
_knou the properties of entities and deduction rules that can
be usedlto relate questioned properties to stored properties.
In addition to knowledge about the problem situation and the
environment the system also needs to know how to respond to
different types of requests including those that are
ambiguous, incorrect or can ndt be analyzed by the system.
Every manager brings ‘uith him a conceptual»modél of
the .problem Qorld. This includes assumptions aboqt hou
information about the corporation is qollected add sfored.
‘His model ﬁag. however, be at variance with the jo&el
inéorporated in ihe'sgstem. This cén~sometim§s create serious
diffi.culties. It is important, therefore, to analyze the
requesfs that canﬁot be ansuwered by.the.sgstem and re#poﬁd. to
thése that ariée from differences in world modeis by previding
information about the model.intorporated in the system. - Users
uho récognize.these discrepancies in world mddéfs often wish
to define quéntitieé that are important to their world model
énd'bfing the worid modél in the system closer to their oun.
Appendix IIl contains the knouledge required . to
respond to the irequests obtained from the subjécts. It is
described in English and althoughiit is Qeru varied it;:covera.'

only about 30'pégeé of text.
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' 4.4.5 Analusis of Problen Solving Behavier

The "frame" paradigm of coming to grips with probiem
sitdatgbns thaf.is described in Chaptef 8 uas sgpported-bg the
data obtained from the protbcola.

The paradigm states -that | managers attempt to
underétand a gross problem by checking lists of sub-problems
that may contribute to it. This is a hiérarcﬁiqal process
that sfops with the isolation of a set of sub-broblems that
can either be alleviated directly by decisions or for uhjchv
more information or expertise is required.

In cases.uhere the top level of potential sub-probiems
does not yield an existing_problém the manager fél!ous_ﬁne or
more of three strategies: he Qoes back over his frame and
rechecks each ;ub-problem.v perhaps using different dat5 .and
differént functions to test if it exists, he attempts to

‘generate additionallpotential sub-problems, or he reverts to
basic concepts and uses these to attack the problem;

Validation of the frame paradigm indicates lthat
ﬁadagers ‘use a'feu basi9 processes to reach an understanding‘
of problem situations. Thé system desigh we have presented in
this thesis provides the capabilities for supporting these
baéic ,processes.and is, therefore; “suitable for a u}de.range
of management problems. ﬁoreo#er, if frame structures are

found to be stable over a uidé fange of managers or it thég
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can be identified for a set of managers then the design of the

system can be based upon them.
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CHAPTER 5

THE VOCABULARY

5.1 INTRODUCTION

Each word that is included in the system vocatulary
is, in some sense, a concept that the system must "knou".
Although the knouledge required about different kinds of words
varies considerably, a vocabulary analysis provides an initial
estimate of the amount of knouwledge required in the system.
In some cases the system contains knowledge about classes of
words such as inflected forms of a word (run, ran, running)
and numbers, rather than for each individual word. This
reduces the amocunt of knowledge required but creates the
necessity of reéognizing words as memﬁers of knoun sets and
specializing the general knouledge about the set to the
individual word. This is the responsibility of the
morphological, or morphemic, analysis program that Iogks at
the input sentence as a string of words and ties each of them
into the relevant pieces of knquledge. The size of the
vocabulary, therefore, depends on the pouwer of this program.

The folloding sub-section describes the features desirable in
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a morphemic analgs%s program. Subsequent sub-sections discuss
the uwords obtained from the sentences used by the subjects as
analyzed by a moderately pouerful morphological analysis
program. This is used to try to ansuer the Qéneralk question
of how large a vocabulary is required by a domain-specific

system if it is to provide adequate fluency and pouwer.

5.2 THE MORPHOLOGICAL ANALYSIS PROGRANM
The morphological analysis program acts as a

preprocessor to the parser. - [ts name derives from the fact
that its origiral purpose was to analyze inflected forms of
dictionary uords, formed by adding common suffixes, and
provide properties for them. " A modern morphological analysis
program analyzes a variety of different tgpes of words and
provides properties for them, if these are not explicitily
available, before they reach the parser. The program lcoks up .
each word of the input sentence in a dictionary containing its
syntactic properties and perhaps a pointer to rélevant entries -
in the knowledge base. Words not found in the dictioﬁarg may
be genuinely unknoun (or misspelt) or special forms that the
' system recognizes in various ways. The morphemic analysis
program should process unknoun words by testing if they have
certéin commonly encountered endings. If so, they can be
treated as knoun words and the basic or root word and certain

rules based on the ending used to attribute properties to it.
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Thué. ”Ieséér“ becomes the comparative form of the adjective
"less" and "smoker"  the one-who-does noun form of the verb
"smoke". Suffixes can, of course, be concatenafed.and must,
therefore, be stripbed,recur;ively to allou fof forﬁs like
A":smokers" and "outwardly" | |

Winograd ([75] and Allen (2,3] describe mofphemic
analgéis programs. Allen’s is conéiderablg more pouer ful.

In addition to basic suffix analgsis‘a good morphemic
analysis program must be able to analyze common prefixes.
This must be done.in conjunction with suffix analysis to allou
forms such as "urkindness" and "non-budgeted”. |

| In many instances, a particular string 6f words, over
a period of usage, comés to designate a single ﬁoncept. These
noun-idiomsv must be recognized as single aﬁtfties by the -
mdrphemic analysis program and correspondence established with
appnopriéte.knauledge elements, Familiar maﬁageﬁent exapples
are "product mix" and "cost of goods sold" _

.Abbreviations and equfvalancésiare another type of
proplém that the morphemfc anélgsis program must be able to
handle. Coﬁmon‘ usage allous "$" and "%" but people liké to
use - more sbeéialized apbreviationé in specific ‘problem

cdhtegts; "OH" for “overhead, "info" for "information" and

mfg for ; "manufacturing“ are familiar management
abbreviations. . There are two approaches to processing

abbrevfations. "~ The simpler is to translate only knoun
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abbreviations. The more éomplex is to supplément this with a
set of general rules to recognize ,abbreviationé of knoun
uords, The simpler  approach may be qufte adequate for' an
initialv system houwever. The.complgx approéch still needs to
be proven. The system must, however, provide some tacility
for recognizing abbreviations and replacing them by the parent..
word.

A more complex translation issue arises in the case of
equivalences which may be used to reduce the numbef of entriés
in the kﬁouledge base. A system designer may decidé, for
instancé; that "expenée". and "cost" are Vequivalent and that
the »morbhéﬁic énalgsis program ,éhodld'repléce‘ “expénsé“ bg.
"cost" on sight. Such equivalences must be declared with

‘care, however. For most purposes "expense" may be eduivéient
to."ﬁost“'but,"expensing“ an item'(instead of capitalizing it)
is very different from "costing" it! Also.. if the system
knous thét "doing" certain verbs givas‘rise to cgrtain rouns,
it will have to knod that spending gives rise to "cdst“ and
not the more natural "expense’; Nord# Hisplay various facets
of meéning in different contexts and it is difficuit to find
words that havé»equivalant meanings ovef many context domains.

| Another responsibility of the morphological analysis
program is to deal with numbers. Ndmbéré usually act as
qqantifiers but.theg' can also function as nouns in special

ways. The morhological analgsis—prograh must therefore be
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able to distinguish the use of numbers in fofms like "8 3.2",
"August 15, 1343", and "the 480 seriesh and ‘produce
'appropriaie repreéentations. in:each case. The system must
-possess 'gpecial pufposé knouledgé to bbe able to proceas each
instance. The program should also be able to fecognize that
"three .thousand and five" means the same thing as "3645" and
should convert .the uords into the numbers. Similarly, it
should be able to accept fractions, 'such as 2/3, and bohvert
them into thgir-decimal equivalents. It should also be able -
" to accept ordinal numbers such as "fourth" and "22nd".
Numbers follouing nohna.gehéralig specialize them to
entitiés identified by the numbers, such as product '3 and
blant' 4, _Ii_seems convehieﬁi to let the morphemic analgsié
| prbgram make the specialization. Qhether.by Qéneral rule or bg
special knouledge. ' Tﬁe numbers can, houwever, be conjqingd in
common ‘forﬁs' such as “pioducfs 1, 2 énd 3" and ”piaﬁts 1
thirough 5". - 1f the morphemic analysis routine has to maké_the_
speciaiization'it muﬁt also bé 'able to'ahalgza the conjdined
fofms. This. seems to move iilinto the domain of  the parsef.
houeveé;'and Magibe undesirable. - ihus. we recommeﬁd that ihe
morphemic ,analgsié programi treat:ndmbers foilouiﬁg nouns as
special kinds of nouns. ‘The parser can analyze these nouns'bg
its'general-mechahisms and make the necessary specializations;‘
In summary, the initial analgéis of a user reguest

" consists of iobking up eadh.uord in the dictionary and if it
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is not contained there, subjecting it to a series of tests,
such as those described above, to determine whether ft.is a
variant of a known word or if it belongs to a class of words,
like cardiﬁal numbers, that the system knous about. . 1f these
tests also fail then the word is not knoun to the égstem and
it does not have the knouledge to process it successfully.
The program prints out "—--w--- is an unknown word" and the
user is asked to rephrase his request. In a2 system that
begins processing -the request after it is completed, the
entire request ‘must be retyped. A system that processes
incoming requests character by character can, however,
complain as soon as an unknown uord arrives, keeping the
earlier message in a buffer. This allous the user to
substitute another word and continue the request if he so
desires.

It seems desirable to allow the user to define neu
words conversationally as part of his interaction. The
problem -is, however, that, except'in special cases, each word
in 8 knouledge-based system has a significant amount of
knou | edge attachéd to it. MWithout this knouledge it canhot be
proéessed correctly, if at all. Since it is too much to
expect the user to be able to supply thisvknouledge (in the
proper format) it seems best not to allouw words to be defined
on the fly.

There are exceptions to this, houever. Some users
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uant to define models and in doing so provide names for the
defined quantities. These names wuill be unknoun to the
system, but their definition and the fact that it is a name
for a derived quantity is all that needs to be knoun about
them. These user defined names should be accepted by the
system. As the system may find it difficult to determine,
uithout involved processing, uhether such an unknoun word is a
name, séme convention may be adopted to indicate them. They
may, for instance, be enclosed uithin quotation marks.

It is also desirable to incorporate some simple form
of spelling correction and recognitfon 6f run in words such as
"whatis" into the morphemic ahalgsis prbgram. Such a facility
is described by Teitelman (63] and incorporated into the
SOPHIE system [18]. This provides some allowance for poor
spelling and for typing errors and contributes to the general
philosophy of making the sgsteh forgiving and easier to use.

Finally, in a system that processes the input
character by character the user's request is typed directiy
into the morphemic analysis program. It must provide,
therefore, faciiities fof erasing the last letter, uword or
line and for displaying the edited request. In a system that
processes the input by line, the user types into an inpuf

utility and it provides the editing facilities.
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5.2 THE RESULTS

The 496 sentences obtained from users were found to be
formed from 358 basic words. These are presented in Figures
5.1 and 5.2, sorted by frequency of occurrence and
alphabeticaliy. This analysis was carried out wusing a
~moderately pouerful morphological analysis program called
MORPH. (See Note 2.) This program is capable of performing
all the functions described in the previous section except for
prefix analysis. It recognizes only knoun abbreviations and
its abbreviation mechanism can be used to declare equivalences
if desired. The comments preceding Figure 5.1 list the
suffixes analyzed by MORPH and the extra words that needed to
be included because of its limitations.

The entry "cardinal number"” in the two lists stands,
generically, for all instances in wuhich a number appeéred in
the sentences. | |

| Comparison of the list of words ordered by frequency
with a similar list compiled from a million words from various
sources at Broun University [36] shous ihteresting
similarities and differences. The first word fn our list is
"cardinal number" which occurs most often as "1372" or "13973";
clearly a feature of the nature of the sentences and their
purpose. The Broun list compiles numbers individually. The
highest ranking, close to two Hundredth placé.‘pelongs to "2".

The next word on our list is "?" wuhich is not recognized in
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fhe Broun list. The folloﬁing Qord is "the" which is also the
first Qord on‘the Brown list. The next word on our list is
"for" while on the Broun list it is "of". It is interesting
that both are7prepositions. The usage "for.1373“ is clearly
responsible for "for" being so-high on our list. The ﬁnexf
word on our list fs."be“. This includes all variants of "be"

while the Broun list has "is" in seventh place, "be" in
sixteenth place and other variants in Iouéf rahkings,; The
sixth word on our list is "cost". This clearfg displays the
~ nature and purpose of the sentences from which the list uas
compiled. The firet'noun. jn‘the Broun Iist.does not occur
tillvpast the seventieth position and is "man".
| Thus, thé lists have. similar features, :soneuﬁat
distorted by .the ididsgncracies of conbilatfon. Our list
" comes from a considérablg smal ler sample with a very strong,
content biéﬁ. }lThis accounts for its spécfal characteristics.
Figure_5.3 is .a plot of the number of neu words
éncountefed fn every tuenty additional séntenqes; Thé
éentences were analgzed in chronological order of éécurrencg.
"It seems clear from the figure that the probability of
encountering new words becomes very léu ‘after about 38b
sénfehces. _ A. vocabulary of 1888 to 1568 words 'uéuld.
therefore, sgemv-to be sufficient to .;uppprf. an English
Iahguége question-ansuering‘sgatem fﬁr a specffic manégémenf

appfication. This is conéiderablg lower than the Off;thefCUff
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estimates that have been mentioned by various people ﬁut
" depends, of course, on the size of thé domain to be supported.
ASuch ~a small vocabulary requirement is not really surprising
bif we consider that Basic English [52] which was being
promoted as a universal language had oﬁlg'B@G words.

- Further analgsia shous that some users tend to use
special words. (Others prefer special types of senténcas.)
Thus, a few users tend to bring particulaf words wWith them and
these appear in their initial few sentences. This contributes
to vthe bumpgv behavior of the plot presented in Figure 5.3.
Pldts of new words encountered in evérg 50 or more'jsentencéé.
A.that sum acroéé more than one user ére éonsid&rablg smoother.

‘After a number of users, houevér. thevnumbgr of new
words introduced by é user becomes smaller and smallef.".ﬁlso.
aé‘ the vocabulary grous the inability to undefstandva_uord
becomes |less Vseéious as the 'likelihood'of ‘having adequate
synonymns iﬁcraases.

| An attempt to‘anaigze the 358 uords‘into general uofds
that need to be kﬁoun to any Engiish understaﬁding sgsteﬁ and
words specific to the prbblen domain yields apprﬁxiﬁatqlg 98
words thaf.ara’-business related. This sfatement shouid-be
- qualified by the fact that a large number of words Suth ‘as
- ”uﬁit” and &inﬁrease" are difficulf to classify. Further
anaiusié info uﬁrds that are geheral'_to an English language

sgstem' that supports business probiems and words that are
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particular to the given dafa base yields only about 58 uorﬁs
that are 'specific to the data base. 'Here again, a large
number of words such as "incur" and "gross" are difficult to
cléssifg, Thesé results should not be regarded as precise,
theréfore. |

A number of peopie have remarked on the need.for a
“user_'prbfile” that would adapt the system to the stuyle and
requirements of thé individual ~user. Inso far as this
consists of épécial names for data and functions it can be
hand | ed qufte simply by means of an individualisgnongmn list.
Special fuﬁctions and facilitieé ﬁould. hdueVer. require a

major additional effort,



COMMENTS ON FIGURES 5.1 AND 5.2:

1. Tuerity four user defined words have been removed.
2. The numbers following each word indicate the number of occurrences

in 436 sentences.

3. The number of occurrences do not take into account multlple

meanings of words.

4. The morphological analysis program is capable of analyzing

the follouing suffixes:

CONTRACTIONS *'LL, "'VE", “"N°'T", "'D"

PLURALS "s", "ES", "IES"

POSSESSIVES ngh, e : ‘
VERB ENDINGS "EN", "ED", "ING", “MENT", "TION", "SION"
ADJECTIVE ENDINGS "ER", "EST", "LY", "NESS" ~
NOUN ENDINGS - "ER", "LY"

4, Total vocabulary is 362 words.

the following words are included

due to limitations in the morphological analysis program:

COMPARATIVE, RELATIVE
ADDITIONAL, MATHEMATICAL
PROFITABLE
PROFITABILITY
PERCENTAGE

DOES NOT ANALYZE "IVE"™ ENDINGS
DOES NOT ANALYZE "AL" ENDINGS

- DOES NOT ANALYZE "ABLE" ENDINGS

DOES NOT ANALYZE "ITY" ENDINGS"
DOES NOT ANALYZE "AGE" ENDINGS

INSTALLATION, SAT!SFACTION EXCEPTIONAL CASES OF "TION" ENDINGS
'UNCHANGE, NON-MANUFACTURING - DOES NOT ANALYZE PREFIXES

FIGURE 5.1

LISTING DF WORDS ENCOUNTERED IN THE ‘PROTOCOLS BY FREOUENLY'

(CARDINAL—NUNBER 484 ) (? 309.)

(FOR 248.)

(. 185.)

(IN 151.)
(PLANT 123.)-
(SALES 88.)
(GIVE 68.)
(UNIT 43.)
(LIST 45.)

{(ME 38.)
(PRODUCTION 32.)
(MARGIN 31.)
(INCREASE 38.)
(ALL 25.)
(DISPLAY 24.)
(DIRECT 28.)
(AVERAGE 18.)

(BE 226.)
(AND 188.)
(OF 141.)
(EACH 114.)

- (YEAR 77.)

(HAVE 52.)
(PRICE 47.)"
(PROFIT 43.)

(T0 38.)

(A 31.)

(PERCENT 31.)
(PERCENTAGE 29. )
(PRINT 25.)
(FROM 24.)
(MANUFACTURING 18.)
(FIGURE 18.)

(THE 297.)
(COST 193.)
(WHAT 177.)-
(PRODUCT 138.)

- (OVERHEAD 88.)

(BY 69.).

(DO 43.)

(YOU 47.)
(TOTAL 41.)
(BUDGET 33.)
(LAST 31.)
(ACTUAL 38.)
(PER 27.) '

_ (CHANGE 24.)

(HOW 21.)
(AT 18.)
(SELL 18.)
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(BETWEEN 16.) (CONTRIBUTION 16.) (ON 16.)

(OVER 16.) (I 15.) (OPERATING 15.)
(ANY 14.) (PAST 14.) (EXPENSE 13.)
(PLEASE 13.) (DIFFERENCE 12.) (REVENUE 12.)
(TRANSPORTATION 12.)  (CAN 11.) {CUSTOMER 11.)
(DATA 11.) (DOLLAR 11.) (INTEREST 11.)
(ITEM 11.) (MUCH 11.) (RATIO 11.)
(TYPE 11.) (THAN 18.) (THERE 18.)
(WHICH 18.) (AS 9.) (DEFINE 8.)

(LET 9.) (BATTERY 8.) (BREAKDOWN 8.)
(INCLUDE 8.) (NUMBER 8.) (PRODUCE 8.)
(THIS 8.) (CANCEL 7.) (COMPUTE 8.)

(IF 7.) (INFORMATION 7.) (PROFITABILITY 7.)
(TABLE 7.) (WHY 7.) MILL 7.)

(VES 7.) (ACCOUNT 6.) (DISCOUNT 6. )
(LARGE 6.) (MORE 6.) {REQUEST B.)
(SAME 6.) (SOLVE 6.) (VARIANCE 6.)
(VOLUME 6.) (MITH 6.) (YOUR 6.)
(COMPANY 5.) - (DIVIDE 5.) (DURING 5.)

(G0 5.) (KNOW 5.) (ONE 5.)

(SALARY S.) (WP 5.) (VERSUS 5.)
(ABOUT 4.) (ANSWER 4.) (COMPARATIVE 4.)
(COMPARE 4. ) (DECREASE 4.) " (DEPRECIATION 4.)
(DISTRIBUTION 4.) (GROSS 4. ) {GROWTH 4.)
(INCUR 4.) (INVENTORY 4.) (LABOR 4.)
(MANAGEMENT 4.) (MODEL 4.) (NOT 4.)
(QUESTION 4.) (QUOTATION 4.) {RATE 4.)

(TERM 4.) (THEY 4.) | (VALUE 4.)
(AMOUNT 3.) (ASSOCIATED 3.) (BOTH 3.)

(CALL 3.) (COMPONENT 3.) (EXPECT 3.}
(FOLLOW 3.) (FREIGHT 3.) (GOOD 3.)

(T 3.)  {LIKE 3.) (LOAN 3.)

(MAJOR 3.) (MATERIAL 3.) (MY 3.)

(N0 3.) (OPERATIONS 3.) (OTHER 3.)
(PREVIOUS 3.) (PROBLEM 3.} (QUANTITY 3.)
(RECORD 3.) (REGARDING 3.) (RELATIVE 3.)-
(SUM 3.) (THAT 3.) (THEIR 3.)

(TIME 3.) v (VARIOUS 3.) (UE 3.)

(r2.) (ABSOLUTE 2.) (ADDITIONAL 2.)
(ALSO 2.) (ALTER 2.) (BASIS 2.)
(BREAK 2.) (CALCULATE 2.) (DOWN 2. )

(END 2.) (EXCEED 2.) (FIXED 2.)

(GET 2.) (GREAT 2.). | (GUIDELINE 2.)
(HANDLE 2.)  (HIGH 2.) (INSTALLATION 2.)
(ITEMIZE 2.) (LESS 2.) (LOoW 2.)

(MANY 2.) (MILLION 2.) (MINUS 2.)

(MOST 2.) (NET 2.) (NORMAL 2.)

(0K 2.) (OR 2.) (OUR 2.)
(QUTSTANDING 2.) (QVERRUN- 2.) * (PERFORM 2.)

(PROPORTIONAL 2.) (REFLECTED 2.) (RELATE 2.)



(REMEMBER 2.)
(SHALL 2.)
(SPECIFY 2.)
(SUBTRACT 2.)
(THEM 2.)

(THINK 2.}
(VARIABLE 2.)
(WIDE 2.)
(ALLOCATE 1.)
(ATTRIBUTABLE 1.)
(BEFORE 1.)
(BRANCH 1.)
(CATEGORY 1.)
(COMPETE 1.)
(CONSTITUENT 1.)
(COUNT 1.)
(DEVIATION 1.)
(DISTRICT 1.)
(EARLY 1.)
(EQUIPMENT 1.)
(EXPENDI TURE 1.)
(FACTOR 1.)

(FEE 1.)
(FINISHED 1.)
(FORMAT 1.)
(FURTHER 1.)
(HELP 1.)
(INDEPENDENT 1.)
(INPUT 1.)

(JOB 1.)
(LOCATION 1.)
(MATHEMATICAL 1.)
(MEASURE 1.)

{NON-MANUFACTURING 1.)

(OuT 1.)
(PAID 1.)

(PAY 1.)

(PIECE 1.)
(PROPORTION 1.)
(RAISE 1.)
(REGION 1.)
(REPEAT 1.)
(RID 1.)
(SERVICE 1.)
(SIGNIFICANT 1.)
(STUDY 1.)
(SUGGEST 1.)
(TELL 1.)
(THOUSAND 1.)
(TRUCKER 1.)
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(RESULT 2.)
(SHIPPING 2.)
(SPEND 2.)
(SUCH 2.)
(THEN 2.)
(THOSE 2.)
(WHERE 2.)
(ACCORDING 1.)

- (ALLOW 1.)

(AVAILABLE 1.)
(BELIEVE 1.)
(BUT 1.)
(CENTER 1.)
(CONCERN 1.)
(CONSTRAINT 1.)
(DEMAND 1.)
(DIFFERENT 1.)
(DIVIDEND 1.)
(ENTERTAIN 1.)
(EVEN 1.)
(EXPRESS 1.)
(FALL 1.)
(FILL 1.)
(FORCE 1.)
(FORMULA 1.)
(FUTURE 1.)
(IE 1.)
(INDIRECT 1.)
(INTENT 1.)
(JUST 1.)
(LONG 1.)
(MAXINIZE 1.)
(METHOD 1.)
(OFF 1.)
(QUTSIDE 1.)
(PART 1.)
(PERIOD 1.)
(PLAN 1.)
(PURCHASE 1.)
(RECEIVED 1.)
(REMAIN 1.)
(REPORTS 1.)
(SATISFACTION 1.)
(SHARE 1.)
(SINGLE 1.)
{SUBJECT 1.)
(SUPPLY 1.)
(THANK 1.)
(T00 1.)
(TURNOVER 1.)

(RETAIN 2.)
{SPECIFIC 2.)
(STANDARD 2.)
{SUPPOSE 2.)
(THESE 2.)
{THROUGH 2.)
(WHOSE 2.}
(AGAIN 1.)
(ASSUME 1.}
(BACK 1.)
(BORROW 1.)
(CARRIER 1.)
(CHARGE 1.)

(CONGRATULATIONS 1.)

(CONTAIN 1.)
(DETAIL 1.)
(DISREGARD 1.)
(OUE 1.)
(EQUATION 1.)
(EVERY 1.)
(FACE 1.)
(FAR 1.}
(FIND 1.)
(FORECAST 1.)
(FUNCTION 1.)
(HELLO 1.:
(INCOME 1.)
(INFLATE 1.)
(INTERVIEW 1.)
(LEVEL 1.)
(MAKE 1.)
(MEAN 1.)
(NEXT 1.)
(OPERATE 1.)
(OVERALL 1.)
(PASS 1.)
(PICTURE 1.)

(PROFITABLE 1.)

(QUOTE 1.)
(RECENT 1.)
(REPEAT 1.)
(RESPOND 1.)
{SEPARATE 1.)
(SHOW 1.)
(STRUCTURE 1.)

(SUBSTITUTE 1.)

(TAX 1.}
(THOUGH 1.)
{(TOUGH 1.)

(UNDERSTAND 1.)
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(UNTIL 1.) (s 1.) (VARY 1.)
(WANT 1.) (WAY 1.) (WHO 1.}
- (WITHIN 1.)
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FIGURE 5.2 -

ALPHABETICAL LISTING OF WORDS ENCOUNTERED IN THE PROTOCOLS:
(r 2.) v (. 185.) A (? 303.)
(A 31.) ~ (ABOUT &.) - (ABSOLUTE 2.)
(ACCORDING 1.} (ACCOUNT 6.) (ACTUAL 38.)
(ADDITIONAL 2.) (AGAIN 1.) (ALL 25.)
(ALLOCATE 1.) (ALLOW 1.) (ALSO 2.)
(ALTER 2.) (AMOUNT 3.) "~ (AND 188.)
(ANSUER 4.) (ANY 14.) .. (AS 8.)
(ASSOCIATED 3.) (ASSUME 1.) (AT 18.)
(ATTRIBUTABLE 1.) (AVAILABLE 1.) ~ (AVERAGE 18.)
(BACK 1.) ' (BASIS 2.) : _(BATTERY 8.)
(BE 226.) (BEFORE 1.) (BELIEVE 1.) -
(BETWEEN 16.) - (BORROW 1.} (BOTH 3.)
(BRANCH 1.) {BREAK 2.) (BREAKDCUWN 8.)
(BUDGET 33.) (8UT 1.) .. - (BY 83.)
(CALCULATE 2.} (CALL 3.) (CAN 11.)
(CANCEL 7.) (CARDINAL-NUMBER 464.) (CARRIER 1.)
(CATEGORY 1.) (CENTER 1.) (CHANGE 24.)
(CHARGE 1.) (COMPANY 5.) (COMPARATIVE 4.)
(COMPARE 4.) (COMPETE 1.) (COMPONENT 3.)

- (COMPUTE 8.) (CONCERN 1.) (CONGRATULATIONS 1.)

- (CONSTITUENT 1.) (CONSTRAINT 1.) (CONTAIN 1.) :
(CONTRIBUTION 16.) (COST 193.) ' (COUNT 1.)
(CUSTOMER 11.) (DATA 11.) (DECREASE 4.)
(DEFINE 8.) (DEMAND 1.) (DEPRECIATION 4.)
(DETAIL 1.) - (DEVIATION 1.) (DIFFERENCE 12.)
(DIFFERENT 1.) (DIRECT 28.) (DISCOUNT 6.)
(DISPLAY 24.) , (DISREGARD 1.) (DISTRIBUTION 4.)
(DISTRICT 1.) (DIVIDE 5.) (DIVIDEND 1.)
(DO 48.}) (DOLLAR 11.) (DOWN. 2.) -
(DUE 1.) . (DURING S.) _ (EACH 114.)
(EARLY 1.) (END 2.) (ENTERTAIN 1.)
(EQUATION 1.) (EQUIPMENT 1.) (EVEN 1.)
(EVERY 1.} - (EXCEED 2.) ) (EXPECT 3.)
(EXPENDITURE 1.) (EXPENSE 13.) (EXPRESS 1.)
(FACE 1.) ‘ (FACTOR 1.) . (FALL 1.)
(FAR 1.) . : (FEE 1.) (FIGURE 18.)
(FILL 1.) (FIND 1.) (FINISHED 1.)
(FIXED 2.) - (FOLLOW 3.) (FOR 248.)
(FORCE 1.) (FORECAST 1.) * (FORMAT 1.)
(FORMULA 1.} . (FREIGHT 3.) (FROM 24.)

- (FUNCTION 1.) - (FURTHER 1.) (FUTURE 1.)
(GET 2.) _ - (GIVE 68.) ' (GO 5.) -

- (G000 3.) ) (GREAT 2.) (GROSS 4.) -
(GROWTH 4.} (GUIDELINE 2.) _ (HANDLE 2.)

(HAVE 52.) (HELLO 1.) - (HELP 1.)
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(HIGH 2.) (HOW 21.) (I 15.)

(IE 1.) | (IF 7.) A (IN 151.)
(INCLUDE 8.) - (INCOME 1.) (INCREASE 38.)
(INCUR 4.) - (INDEPENDENT 1.) (INDIRECT 1.)
(INFLATE 1.) (INFORMATION 7.) (INPUT 1.)
(INSTALLATION 2.) = (INTENT 1.) . (INTEREST 11.)
(INTERVIEW 1.) (INVENTORY 4.) (IT 3.)

(ITEM 11.) (ITEMIZE 2.) (JOB 1.)

(JUST 1.) (KNOW 5.) | (LABOR 4.)
(LARGE 6.) (LAST 31.) ~ (LESS 2.)

(LET 9.) (LEVEL 1.) (LIKE 3.)
(LIST 45.) (LOAN 3.) (LOCATION 1.)
(LONG 1.) (Lo 2.) - (MAJOR 3.)
(MAKE 1.) (MANAGEMENT 4.) (MANUFACTURING 19.)
(MANY 2.) (MARGIN 31.) (MATERIAL 3.)
(MATHEMATICAL 1.) (MAXIMIZE 1.) (ME 38.)
(MEAN 1.) . (MEASURE 1.) (METHOD 1.)
(MILLION 2.) (MINUS 2.) (MODEL 4.}
(MORE 6.) (MOST 2.) (MUCH 11.)
My 3.) NET 2.) (NEXT 1.)
(NO 3.) . (NON-MANUFACTURING 1.) (NORMAL 2.)
(NOT 4.) - (NUMBER 8.) (OF 141.)
(OFF 1.) (0K 2.) ' (ON 16.)

-(ONE 5.) (OPERATE 1.) (OPERATING 15.)
(OPERATIONS 3.) (OR 2.) | (OTHER 3.)
(GUR 2.) : ) (0UT 1.) - (OUTSIDE 1.)
(OUTSTANDING 2.) (OVER 16.) (OVERALL 1.)
(PAID 1.) (PART 1.) (PASS 1.)
(PAST 14.) | (PAY 1.) (PER 27.)
(PERCENT 31.) (PERCENTAGE 29.) (PERFORM 2.)
(PERIOD 1.) - (PICTURE 1.) (PIECE 1.).
(PLAN 1.) - (PLANT 123.) (PLEASE 13.)
(PREVIOUS 3.) ~ (PRICE 47.) (PRINT 25.)
(PROBLEM 3.) (PRODUCE 8.) (PRODUCT -138.)

(PROBUCTION 32.)
(PROFITABLE 1.)

(PROFIT 43.)
(PROPORTION 1.)

(PROFITABILITY 7.)
(PROPORTIONAL 2.)

(PURCHASE 1.)

(QUOTATION 4.)

(RATE 4.}
(RECENT 1.)

(REGARDING 3.)

(RELATIVE 3.)
(REPEAT 1.)
(REQUEST 6.)
(RETAIN 2.)
(SALARY 5.)

(SATISFACTION 1.)

(SERVICE 1.)

(SHIPPING. 2.)

(SINGLE 1.)

(QUANTITY. 3.)
(QUOTE 1.)

(RATIO 11.)

(RECORD 3.)
(REGION 1.)
(REMAIN 1.)
(REPEAT 1.}
(RESPOND 1.) -

(REVENUE -12.) .

(SALES 88.)
(SELL 18.)
(SHALL 2.)
{SHOW 1.)
(SOLVE 6.)

(QUESTION 4.)

~ (RAISE .1.)

(RECEIVED 1.)
(REFLECTED 2.)
(RELATE 2.)
(REMEMBER 2.)
(REPORTS 1.)
(RESULT 2.)
RID 1.)
(SAME B.)
(SEPARATE 1.)
(SHARE 1.)

(SIGNIFICANT 1.)

(SPECIFIC 2.)



(SPECIFY 2.)
(STRUCTURE 1.)
(SUBSTITUTE 1.)
(SUGGEST 1.)
(SUPPOSE 2.)
(TELL 1.)
(THANK 1.)
(THEIR 3.)
(THERE 18.)
(THINK 2.)
(THOUGH 1.)
(TIME 3.)
(TOTAL 41.)
(TRUCKER 1.)
(UNDERSTAND 1.}
(UP 5.)
(VARIABLE 2.)
(VARY 1.)
(WANT 1.)
(WHERE 2.)
(WHOSE 2.)
(WILL 7.)
(YEAR 77.)
(YOUR 6.)
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(SPEND 2.)
(STUDY 1.)
(SUBTRACT 2.)
{SuM 3.)
(TABLE 7.)
(TERM 4.)
(THAT 3.)
(THEM 2.)
(THESE 2.)
(THIS 8.)
(THOUSAND 1.)
(10 38.)
{TOUGH 1.)

{TURNOVER 1.)

(UNIT 49.)
{uUs 1.)
{VARIANCE 6.)
(VERSUS 5.)
(WE 3.)
(WHICH 18.)
(WHY 7.)
{WITH &.)
{YES 7.)

(STANDARD 2.)
(SUBJECT 1.)
(SUCH 2.}
(SUPPLY 1.)
(TAX 1.)
(THAN 18.)
(THE 297.) |
(THEN 2.)
(THEY 4.)
(THOSE 2.)
(THROUGH 2.)
(100 1.}
(TRANSPORTATION 12.)
(TYPE 11.)
(UNTIL 1.)

{VALUE 4.)

(VARIOUS 3.)
(VOLUME 6.)
{WHAT 177.)

- (WHO 1.)

(WIDE 2.)
(WITHIN 1.)
(YOU 47.)
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CHAPTER 6

PARSING THE SENTENCES

6.1 THE PARSER AND THE PROCESSOR

‘After each word has been recognized by the.
morphological aralysis program and provided With propertieé
and pointefs to entries in the knouiedge;base.’the'sehtence is
ahalgzed further by the parser'and-its component parts eﬁcoded_
into é canonical répresentatibn. Parsing used to be regarded
as the syntactic analysis of.the sentence. into subject, verb,
object, etc., or any otﬁer suitable canonical form, based on
the syntactic typology of the.chstituent words. It becaﬁe
éiear,uhoueVer. that this was inadequate in many ways and that
the semantic properties or “meanings" of words ha&. to be
utilized if . the parsing process was to be increased fn pouer
and scope and useful parses ﬁere»to bé pfoduced for practical
purposes. (Sge Katz (33], Hiﬁsky [46], Ninogradv[761.i

 The fﬁaaning" of a uord' fs. houever, difficult . to

def%ne - since there are many facets ofvmeaning. each useful in

its own contexts and for its own purposes. vathe parsing
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process uses some 'kinds of meaning, then the process of
fesponding to tha user's request or, more accurately, to the
parée of the Jsev’s request uses other layers of meaning. The
parser may, for example, use tﬁe fact that "1973" refers to a
time duration." Furthgr analysis may require the information
that "1973" is a pérticular year for wuhich the system has
data. Thus, "understanding” a request is carried out partly
in the parser and partly in the processer and consists of
using different types of knouledge to map individual sentences
into more general models of concepts and situations.

Parsing performs a part of this mapping, typicaily
using "general purpose" knowledge, while the processor further
specializes the mapping using "special purpose® knowliedge The
division, howeve-~, seems to be arbitrary, and it is not
difficult to think of systems with a power ful processor and
simple parser behaving similarly to those With a simple parser .
and a complex processor.

For the purpose of this analysis we will consider a
somewhat simple parser that analyzes each sentence in ierme of
the main verb and the noun groups thatvparticipate in various
ways in the action. A noun group, or noun phrase, as
diagrammed in Figure 6.3, consists of a main, terminal noun
along wWith preceding determiners, -ordinals, numbers,

adjectives and classifiers, The verb "sell", for exawple,
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takes an “ageﬁt“ who initiates the action, a "recipient” who
receiQes thé gpods.'an ”ﬁbject" that is sold and anv"exchange"
that is paid for it. In addition to these caées‘that are
specfaf to "sell% verbs can take general cases indicating
time, locatiun, manner, frequency, etp.- Not all of these
cases occur explicitly in everg sentence that relates to
selling buf every sentence -that relates to selling can be
analyzed in terms of them. For example:
| - "John sold Sue a book yesterday."

can be énalgzed by setting ”John“._'"Sue". *a book" and
"yesterday" és the agent, recipient, object and time cases of
the verb “éell#,_ Other information such as the tense, number
and pefson of the verb and the classification of the sentence
completes the pafae. R |

A number of 'reseérchehs have advocated case 3ystems
for English.  (See Filimore [13], Chafe [14], Martin [42,431)
At this étagg,. Houever; noﬁe‘ of them seem to possess
partiéularlg.usignificant advantages over the others and a
universal sg#tem has not been agreed upon, Nartfn's system._
which .uses a larger number of cases than the others. seems to
have some advantage in terms of pFECISIOH and computabllltg.
We shall follou his termnnologg. |

Kﬁouledge of word meanings is used by _the ﬁérser

| primarily to decide on the cases to be assigned to the various
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noun groups. 1t will, for example, create-'a»”ménner"  cése
from the prebositionalvphréSe "as a percentage". -,The name of
thié case'inqicateé that it has sdme bearing on the uay the
result has io..be expressed. The parser ‘does not knowu,
" however, uhat "percentage” really méans.'tﬁat it has two
argﬁments. or hou it is to be calculated. ' These pie§63iof '
information are filled in by the prqdessef as it finds and

acts on thé cases assigned by the parser.

6.2 THE PARSER

By all indicatiﬁns. the most pouerful parser
, qberatipnal todag is fhe one develobed by Woods.  This has
been impro#ed over a périod of ,geafs and hév hae.uéed it “to
implement a system tﬁat ansuers questions about the chehiéal
compoéition-and other properties of the moon-rocks ‘[721. In
teﬁting the Iatfer system Woods found thaf "801 of the
questioﬁs fhat>uere aéked and that fell within the scope of
the dafa base Were parsed and interpreted correctly in agaqtlg.
the form in which they were aaked“. |

Eariiér .pérsers (54,77} attempted to use Chomsky's
ideas vébout Vtransformational grammars (16) and tried to
"unuind": the trdﬁsformationsvto rebroduce the &eep structure
~ of the.séntence;’ It soon became apparent that this was very

dlfficdlt as transformational grammars are biased toward the
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"process of generating aentenceé rather than iﬁterpreting them.
Woods [78] discusses the “combinatorial explosion" inherent in
'the,' inverse transformafional ' process. Recognizing the
limitations of the trahsformationai modei, three pars_era bg
Thorne, Bradley and Dewar . [64), Bobrow and Fraser [€] and
Woods [70) appeared in 1968 and 1963 based on .augmented
transition rnetuork grammars. These systems model the parser
as a transition netuork ‘much like the finite state recognizer

-used-for regular.languages} in autométa theory. The finite- -
state model is extended, however, by allowing networks to make
‘recursive caljs to otﬁer nefuorks and to themselves..‘ The
§ondition on moving.from one state to another is»extendeﬁ_from
‘examining merely fﬁa next word to a call to a netuork, sdch as
noun phrase. | This 'can act as a recognizer énd,if it is
sUCcessful. usﬁ' up ﬁore .than one word of the ihbut. The
process then con¢ inues frém fhe follouing iﬁpdt‘uord and in
tﬁe'heq staté, In addit\on to this feature. the structure of .
the nétﬁdrk is controlled by a set of registeré whose contents
cén bé modified during the recognifibn proces#{i Thus, 'ﬁords
ét the' starf.of a sentence éah influence the recognftion
procesé for the rést of the sentéﬁcé.

Augmented‘tfansitioh hetuorks havejfhe.pduer of Tufing
machines and caﬁ handle any tgbe of grammar that couls be

parsed by machine. Their advantages and limitations lie in
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the mannér theg are able to represent actual_ | anguage
opératiqns, Nnods' pérser encodes sghtactic struétures-iﬁ the
transition netuork éﬁd takes decisions based on the sgnfadtic
properties bf words in the senténces. It pursues onig_the
most |likely parse at any stage, keeping track of ali. possible
parée paths by means of Iikelihpod indices. If the index for
the path being pursued fal]g below a certain value it is
abandoned and the system jbacktracks to the most likely ﬁath
that was not pufaued; ‘The output of the parser is in thé form
of a set of variable values. .

At ihe' fime .that Woods ¢evaloped his parser .tha
aUgmentéd transition'netuorkAconcept was new énd pouerful; It
fits the'ggnfactic structure of English fairig well andiﬂoodé
seems to haye'oushed the agntactié approach as'far as if'sgems
to go. To tféﬁépend the pouer of his parsger, séuantics. or
fﬁe meaning of words, has to be 'br0qght into the parsing
process. Woods’ entire approach is syntactic in nat&re.
houevef. and it is very difficult to incorporate semartics
into his control structure. Besides, he has a good product
that he ﬁaintains for a number of users and it is not clear if
a major change Ijn approach is ‘uOrthuhile from hi§ point bf
vieu. | | o

A number of approaches have been tried to ihéorpofate

semantics into the pafsing process. (See Winograd (761, Wilks
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{74}, Simmons (611, Martin [43] and Burton [18].) These range
from using semantics in the recognitibn process and in the
strquure .of the -final parse to using genera§ models of
‘sentence purpdse that decide the manner in which the sentence
is to be fntefpreted. "Burton's . parser, for example, on
encounterihg a request for ‘a "measurement” inones'a
"measurement’ model that looks for certain types of
information in the sentence. | |
" Parsers are of little use by themselves. They usually
act as front ends to language transiation or question-
ansuer ing sgstems.bl The process of understanding, therefore,
také;'place partly in the parser and'pértig in.thé  prpc§sp6r
that.obefates.on the parse.- Parsers that.fncofpdrate senadtfc
reasoning abzorb moré or Iesa‘of the processing that used to
be carried out_fn fhé-latter part of the system. In othef
uords, vthé division between the parser and the processor is
moved towards the procesgor. It is made at different’ points
of the understanding process by different systems, hoaéver.
Moreover, the Eeprese&tation and processing of' senantic
khouledge is different in aéch system an& general guidelinés
have'get to eﬁefge._
” Our péréer is relatively simhlea 1t analyzes
sentences on the basis of their syntactic tgpes “and uséé

semantics for the final case assignment. The parser contains
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a  set of parse trees that set up appropriate tranéitidn
netuorks and these are used  to analyze the input sentence on’
the basié-of~ the syntactic properties of each word. This
analysis sets up the information containedAin the sentence in
named registers. Knowiedge of word meanings is used to
' transform the contents of these registers into a case
representation of the séntence. | |

The following sections déécribe the structure of our
parser. It ccntains only ten sentence types and thg more
sophisticated analysis ih terms of world models or ' sentence
. purpose modefg is relegated to the processoé. The |imited
number of seﬁtehce tgpes.éccepted by the parser eliminates the
problem of mqltiple parses. This problem uflt appeaf.
houever, as additional sentence tgpéé]are added éna a decision
uwill have to be taken whether to pursue all possible parses‘or

use semantic reasoning to pursue only the most probable parse.

6.2.1 The Control Structure
| The parser looks at the sgntacfic:tgpe of thévlnext
word in thé‘ééntence and attempts to. start all the basic
seﬁtenqe units‘ﬁr "groups" that cduld. begihAuith that uord;
In addition, it attempts to add the word to all the existing.
gfdups that are npen at that point.

Starting a group puts the'parsgr into a particular
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state uhere it expects subsequent words af certain syntactic
types. If they are not of these tuypes it resets its state and
attempts to close the group with any words that may have been
added to it, Exceptions to this method of statting groups by
the syntactic type of the first uord are the simple sentence
(S5), the major clause (MC) and the secondary clause of the
type "the man the dog bit". These are started by special
mechanisms.

At each point the parser attempts to start all
possible noun groups that it thinks may be useful. If a word
has more than one syntactic type it tries all possibilities
with each type. For example, "increase" is both a noun and a

‘verb and the parser attempts.to start a noun group and a.verb
group with it. If a noun grdup (NG) or a verb grodp (VG) are
open uhen it is encountered it is added to them.
| Let us consider an example. 1f the input sentence is
"The man in the moon ate some cheese.” the parser staris SS
and MC immediately. On seeing "The" it checks its syntactic
'tgpe, finds that it is a determiner and starts a noun ‘group

" which is the oniy group that can-start‘uith a determiner. At
this stage the stack of open groups ié SS MC NG; proceeding
doun the stack from entities to constituents from le¢t to

right. The next word encountered is "man". vThis can fit in

to the open NG but, being a noun, it can start a NG also. The
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system 'adds "man" to the open NG and considers uhe{her it
should start a subsidiary NG starting with "man" for ‘the NG it
has just started with “the". It finds that this is not useful
' and‘does not start it. |
' The next word encountered in ihe sentence is "in".

This is looked up and found to be a prepositidna The system

finds that it cannot add "in" to the existing NG but it can

start a preposition group (PG) subsidiary to the NG. It ﬁoes

this, and the stack grous to SS MC NG PG.

The next word is "the". The parser cannot add " the”

to the PG diractiy but it can atart a NG subsidiary to the PG.
"The stack increases to SS MC NG PG NG. "Moon" is addéd.to

Iouest>open'NG dnd uord "ate" is found to be next. The system
realizes that it is a vqrb and can start a .verb groub but

cénnot be added to the NG, nor can it start a gfoup>subéidiaru

to thé.l;st NG. ~ At this point it looks up the stack and for

each open group checks to see if a verb group can be star ted.

It finds that fhis is impossible for the PG anﬁbthe tuo NGs

but is pbssip!e. for MC. Since the NG foilouing MC is

comp}ete. it is ciosgd and a VG started. v’Thélstack nou isSS-
MC V6. o |

The next word encountered is ?some'." By reésqniﬂgA

similar .to the ahove it closes the VG and s{arts.a NG. fhia'

absorbs the fiﬁal word "cheese". MWe now reach ".". This
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indicates téét the sentence has ended. | The parser looks to
see if any groups can be closed and closes NG, MC: and -SS.

At this pi.:i.nt we have the NG, VG.and NG that make up
the MC. _The corstituents of the various Née have been strung
togéther and, in fact, a considerable amount of knowledge has
been used in doing this. Knouledge checks are applied before
each uord-iS- accepted into theAnoun group and after it >is
accepted to make up the appropfiate representation.

The finai stage is to assign the noun groups as paées
of the main verb. The first NG is fouﬁd to be the "agent"
éihcé it is in the subject pbsition. is capablé of action and
occurs before an active verb. The‘finat n&dn group is found
to be thé "object" ;ince it occurs iumediétélg after the verﬁ
and is a noﬁn that can be actgd.updn.\ 'The preposition ‘group_
"in the moon" is found to be a location since "the moon" is a
place and “in“ caﬁlservg as a locative preposition. Thé case
information cam be Eepresenfed as: |

((AGENT EAT (KIND MAN))

(DETERMINER (KIND MAN) THE)

(LOCATION (KIND MAN) (KIND HOON))

(DETERMINER (KIND MOON) THE)

(OBJECT EAT (KIND CHEESE))

(DETERMINER {KIND CHEESE) SOME))

In each 3-tuple the first position indicates the name of the
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propértg or the‘relationship. the second positidn the . entity
uhose property is being described and the third position'the
‘entity that stands in'given relation to the seébnd ’positionA
entity. The "kind" before a noun indicates a,géneric class
which is specialized by determiners, adjectives, etc.

The properties of the verb and the characteristics of
fhe sentence héve to be added to the case information to
r_complate.the parse; The verb is past tense and.third person .
and may be singular or plural: |

((TENSE EAT PAST)
(PERSON EAT THIRD)
* (NUMBER EATYSINGULARQPLURAL))
" The sentencé ia_declaratiQe:

((TYPE EAT DECLARATIVE)).

6.2.2 Another S.amLeE.a.m
o accomplish the process described above the parser

needs tb khoulthe sgntacfic tgperf each uprd.. _Tﬁis enébles
it tovdecide whether fhe word can fit into a grbup and to méke
the appfoprtaté‘case aséignments; The parser aleo-contains
"parse trees“- for each. group that can appear during the
parsingiprocess.. It is these pafse trees that decide uhethér
é nex group should,be started or not. A small portion of fhé

question part of the major élahse tree is shown in Figure 6.1.
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This shous that a major clause may be started by a "what" or a
"hou“. ~_The "uhat" may or may not be folloued by a noun group
{(uith trailing prepbsitioﬁ groups) fol!oﬁed by a‘vgrb group
wuhich may or may ﬁﬁt have a subjective noun group imbedded
between the auxi]iérg verbs and the non-auxiliary verb. ' The
.verb group can be follouwed by any number of preposition groups
and the tree ends with an end of sentence marker: "', " or
"i“. A major clause starting with "hou" may or may not be
foilouéd’bg an adjective. After this, it continues as the
. parse tree for_"uhat".senténces.
. Nouw, if ue conéidef that a simple sentence can consiet
of a gingle major clause, uWe cah foljou Athé pérsing of a
questiﬁh'in somevhat ﬁore detail."Suppose thé quesfion is
"Uhat perceﬁtage of sales to Sears Qere of prqduct 1?"
the SS and MC groups are startéd immediately and "What" is °
absorbed into the MC. "Percentage” is a noun qhd starts a NG.
" The "of" starts 3 PG within the NG and "sale#" a NG within the
PG. At this stage the stack is SS MC NG PG NG. The follouing
"td“ closes tre PG and NG and starts another PG setting the
stack to SS MG NG PG.  "“Sears" starts'ahothqr NG . The nﬁxt
word is "uwere". Tﬁé first NG in PG and all its secondary
groups are closed and an 'auxiliarg verb group (AUX;VG)-and é
VG are started as “Qeré“ is capable of startfng:both. This is

an example of a fofk‘in which the parser pursues tuo paths
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MAJOR CLAUSE TREE

—~NG — ~AUX+ VG —— NG ——NON * AUX* VG~

= What PG EOS
N . _ T T
ADJ .

——How—l
ABBREVIATIONS:
NG Noun Groﬁp
VG Verb Group
AUX-VG Auxiliary Verb Group
NON-AUX-VG Non-Auxiliary Verb Group
PG : Preposition Group
ADJ Adjective
EOS End of Sentence

Figure 6.1

A Simplified Portion of the
Question Part of the
Major Clause Tree
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simuitaneouslg. _The.folipuing word ig "of". This cléarlg
“cannot start an NG and therefore the AUX-VG bath' is Ieft
hanging, the VG cdmpleted and a PG started. Thfs is'continued
by "productél" end closed by the "?". |

It is easy to see hou even this simple tree can parse
a térge nUmber uf sentences such as:

"What were sales to our largest customer in 19737°

"Hou many people were killed in_Vistnam last summer?"

6.2.3 Special. Mechanisns
lnv.addition to the basic control structure. and the
functions that build the'representatioh of various sentén&é
parts from'thev componan{'uords. there are a set of Qeneral
mechanisms thaf fake.care of some facets of ‘the !angpage.
. Thesé general mechanisms operate independentlg df thﬁ parse
tree éﬁd the current situatfon init.
6.2.3.1 Initi;l Préposition Pﬁrases
: .Yerg oftén, initial prehésitional phrases are used to
_set the time or place of the situation described in the
senteﬁce'oh: ofhéruise qua!ifgr its contents. . These phrases
pertain to_the enfire sénfencé. fathér than some part pf it
‘and can Abe ‘transferred to thar edd of. the senfence. " For
Vaxample:

"At plant 2 list the operating cost incurred in 1972
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and 1973."
"For each of the factors juét listed give the total
value incurred at plant 4 in 1972 and 1973?"

8.2.3;2 Conjunctions ’ | |
Conjunctions can be. used in a variety of complek
constructions in English. ~ A simple mechanism that is capable '
of analyzing a large number of uses of conjunctions looks for
a group (or a Word) after the conjunction similar to thsé one
that 6ccurred befqre ite Thus, it is capablg of analyzing
conjoined sentences; "Show me the sales in 1972 and show me
profit for the last five years.”, conjoined noun grdups:_
"overhead expenses‘ and operating costs" and "actual Snd
budge ted mérgins". coﬁjoined“preposition~grodps: *in 1972 and.
1973" and even conjoined verb groups; "Cpmpute and print the
estimated profit if sales increased by 28%.". As we shal| see
in sbbseqbent analysis such a mechanisﬁ seems to be

gatisféctorgffor a basic system. (See also uindgrad [761.)

| The.cénjunction mechanism shouid also be able to
recogniza_Aa fex special cases such as "1971, 1972, 1973”.'
uhefé th§ "and" is omitted before the final item in the tist..

6.2.3.3 The “Found Group" Mechanism |
As' the:control  structure oflvfhé parser étteﬁpts to

stari all pcssible groups, there may bet cases in uhich a

 particular group geta analyzed tuice from two different
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directions. To prevent this, all groups that are analyzed are
remembered. "Thus. if a group that has been analyzed is
restarted  it ie not recomputed, but its characteristics are
retrieved from the previous computation. Thisbis a means . of
improving the efficiency of the parser.
6.2.3.4 Ellipses

In addition to having facilities for parsing complete
sentences, | the parser aiso has special mechanisms for
recognizing and varsing single word sentences, 3juch as ers."
and "No.", noun groups optionally followed by preposition
groups and preposition grbupe all by themselves. These
fragmentary sentences, or éllipses as they are called, arise
in connected discodrse. in response to questions, or as an
abbreviation mechanism that uses information _fromkprevious
sentences or from context. The following is a typical
sequence:

What was product cost?

Do you want production cost or unit production cost?

Production cost for 19737

84,983,008

For 19727

83,782,008
6.2.3.5 Noise Words

Noise words, such as “please", are ignored by the
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parser.

6.2.4.Ihe Knouledge Needed For the Parser
In addition to the syntactic 'tgpg of eéch'uord the
paréer “has to have access to a case-frame for each verb known
to the system. Thié indicates the cases associated with the
verb, their characteristics, the position in the sentence they
can oécur in and thé properties of the nouns that can fill
them. The verb "sell", for exampie. has the cases "agani",
"recipient"”,  ?onject" and ."exchahge“ associated uwith it.
-Time. location, manner ahd frequency Eéses can occur With all
verbs and come in a variety of forms. MWith "sell®, the the
agent, tgpiéailg. appears in the noun g&oup'before the vefb or
in the subje:t position. The récipienf and object appe#r
‘after the ﬁoun'in the _firbt and second. objéctlpoéitlons.
Sometimes fhe'pb}ectv may move to tﬁe firsf object position.
fh such senteﬁcea. the fecjpipnt. P specified. appeafﬁ ina
preposition group | starting with "to". Tﬁe exchéngé
information occurs in'a preposition group typicatly stéﬁtinQA
with "for“.' .Timﬁ and location informafion occurs - in
preposi tion groups or in a final ndﬁn group. The prepositioﬁ
-groupsvmag Stért'uith a nuﬁber of different prepositions such
as "at", "befora", and "during".depending on the natufé‘of the

information.
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Case frames, houever, are very similar for class@s of
. verbs aﬁd the system stores frames for each class and
aésociateé each vérb with a particular class. This
éonsiderably reduces the knouledge that has to be stored.in
‘. the system. |
Each case also has requirements on the naturé of ~the

noun that can filj ite .For "sell" the "agentg and “recipient"
must have the capacity for independent action. "Object” and
"exchange" can be ‘pfettg much anything but are typically an
inanimate object and money, respectively. Both should péeseés
some valﬁe. “houever. _Correspondihglg; each noﬁn " has
prbpqrtiés that are cﬁecked by tﬁe_cass tests. Nouns nag be .
aniﬁate.or' inaniﬁate, acfive or passive, free or valuable,
'abstractiar concrefe. fixed or movable, etc.

| | Another kind of knoﬁladge that the parser has access
to is the relationship hgtbeen nouﬁs . and adjetfivee and the
pfbperties of adjebfives and nouns thét_al!ou them to be
rglatqd to each other. Simf]arlg. ‘thevpars;r has knoﬁjedge
about‘nouns that can serve as claésiffgrs tb qacﬁ other. This
.ig.important in anatngng senfences !ike: | - -
| "John tought Sue roses.”
The parser has to realiie_tﬁat *Sue”, beiﬁd a propér roun,
canhot sérve &8s A clasﬁifier to "roses". Thus the verb jé

followed not by a single hounv group "Sue roses® but by tuo
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nouns and that "Sue" must be the "recipient” and “roses” the

“object" of the verb “bdg“.

6.3 ANALYSIS OF THE REQUESTS'NADE.BY THE SUBJECTS-.

Of the 496 sentences obtained from the-subjactsv387.
or 78%, could be paroad correctiy using a parser buiit along
the |lines described. in section B6.2. Since a question-
answering system does lnot expect to process declarative
sentenceé we postulated a parser that does not have parse
trees for deciaratives. Thus, 36 declarative sentences that
occurred in the pFotocols could hot be parsed, as it were, by
" default. |

_ The et}ucturq of the sentences was, for the most part,
found to be fairly simple. Figure 6.2 shous thu.basic majpf
clause barse trees that accounted for all the parsed sentences
and the relative frequency of invocation for each tree. The
tress are represented somewhat more simply ihan in Figure 6.1
by separating each path ‘and by disallowing cortain
transitions. In addition, for all the question trees, it is
assumed thaé a subjective noun 'group could occur betueen the
auxiliary verbs and the main verb of the verb group: In
addition to these trees, the parser must have a sentence tree.
For our simple parser this consists of a single najdr élauoa;

The parser must also have parse trees for noun groups, vérb
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‘Wh- Quesﬁions

1.

What — BeVG --— NG — nPG

Exaﬁple: What were sales to Sears from Plant-1l
in 19722 - |

What — NG —VG — nPG

Example: What information do you have about

- product cost?

wWhich — NG — VG — nPG

Example: Which plants were over budget in 19732

VG
How- _ NG = FnPG
~ p—ADJ = VG

- Examples: How is profit calculated?

How many plants do we have?

f ——NG—-—- ‘

Other-Wh-~Wor === —VG=—=nPG '

Example: Wh» was our best customer in 19722

Yes-No Questions

6. VG —nPG
Examplei Can you calculate percentageS?'
Imperatives
‘ o NG '
7.e VG s NG = e NP G

Examples: Show me the overhead cost for Plant 1.

Display sales from all planté»in 1973.

Figure 6.2 The Ten Basic Sentence Types
and Their Relative Frequencies of Occurrence
in the Parsed Sentences

35.6%

3.2%

3.3%

0.9%

12.7% -

34. 0%



Ellipsis
8. .

10.
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NG —nPG | 4.7%

Example: Product cost.

'nPG . . - : 0.9%

Examplei For each plant in 1973.

Single Words : ' 2.9%
Example: Yes.

Notes:

'1. Abbrev1at{ons. NG=Noun Group; VG=Verb Group,

' BeVG="Be" Verb Group; ADJ=Adjective;
PG=Any number of Preposition Groups

,2; In questions, a subjective Noun Group may'occur between
the auxiliary verbs and the main verb in the VG.

3. NGs may be followed by qualifying PGs.

4. "Other-Wh-Word" includes "who", "where", "waen", etc.

Figure 6.2 The Ten Basic Sentence Types
and Their Relative Frequencies of Occurrence
~in the Parsed Sentences
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groups and preposition groups. These are shoun in Figure 633.
0f the sentences .uhich Were pérsed. 35.6% asked for
‘data or model values and star ted with "wuhat" and were .fo.lowed
by a be-verb (is, are, were, etc.). These sentences fol lowed
the first tree shoun in Figure 6.2. |
The ne#t most popular sentence tree was number 7.
This allousvcommands that staft with an actfon verb (print,
coﬁpute. give, etc.) and ask the system fo do somethiﬁg.
Typically, ’tb.provide. fhe value of a dat; item or a model.
These.sentenées accounted for 34.0% of the parsed requests.
The .third largest group of sentences were ~-yes-no questions
that checked uhether a . particular statement about the
simuiated ' cqrpoﬁation or tﬁe system uas» true. ‘These
constituted 12.7% of thg baraed sentences and ueré‘aéked by
the sﬁbjects‘tb explore the capabilities of the cgefeh-and to
test fheir'unjefatanding of the situation.
| Sinéle noun groupé and noun groups followed by
prépositioﬁ groups méde up &.7% of the parsed sentences. The
remaining 13.8% of the parsed sentences were distributed awong
the six other sentence types shouﬁ invFigure SfZ. .
o Thus, we find that the .feu. simple barse trees
diagrammed in Figure 6.2, supplemented by mechanisms to héndlé
conjunctions 5nd initial preﬁbsitional phrases and suppor ted

by a suitabie‘knvuledge base, uWere cabable of parsing 78% of
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NOUN GROUP

1. 'D;ET-FORD —NUM TADJ-’- T.CLASFT NOUN

2. NG-==PG

PREPOSITION GROUP

1. PREPOSITION—NG

ABBREVIATIONS : |

DET  Determiner

AORD‘ Ordinal

NUM Number

ADJ Adjective

CLASF  Classifier

NG - Nouh Group

PG breposition Group

Figure 6.3 The Noun Group and Preposition Group Trees
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 the sentences outained from the subjects.
In the follouing section we will analyse thg sentences
that could not be parsed by the system and the addi tional

facilities that would be required to handle them.

6.4 SENTENCES THAT COULD NOT BE PARSED

Unlike _the sentences that could be parsed and fell
into a few simple. cliasses the sentences that could not be
parsed, being exceptional. were of many different iypes.
Basically, however, they can be groupéd into sentences that
afé “béd English" or othéruise incorrect and sentences usth
cqﬁplex sgntactfc. feafurea that wuere not iﬁciuded in .th_
parser. : It mpst be borne in mind, however, that ihe
distinctidn betqeeh "bad'Englishf and special syntactic forms
is ﬁften arbitrary and a sentence type that is used frequently
encugh should b; recognized no matter how idioégncratip. The
follouing gub-sectioﬁ deséribas improper seniences. Sﬁscial
syntactic con?ent{ons are-&ascribed in Iafer sub-aeétions.v
6.4.1 Lmproper Sentences

Perhabs_the worst examp!e of improper séntences occurs
when eQuéifpné afe used in the niddle of a sentence.

:“Displag

((Sales in 1973 - Sales in 1372)/ Sales in 1872).

This could have been rephrased as "Display percentage increase
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in sales last gear“ or "Display the difference in sales
‘between 1973 and 1972.divided by the sales in 1972". The
“rephrased sentences ere fairly simple but equations‘eeem to
come naturally to users in certain situations. It s not
" difficult for the system to accept equations but since a
normal tgpeuriter terminal is _not well adabted .forvtgping‘
equations a set of epeciall conventfons' will need to be
adopted. This will necessitate an instruction manual nr a
tutorial subsystenm. | |

Equations aleo occur in defining models:

"Define Discount (x).-

(List PPICB (x) - Selllng Prlce (x))l(Llet price (x))

Although this can also be rephraeed into a simple sentence it
muet be. conceded that deacrlbsng uodele in eingle sentences is
often dnffucult. At the same tlme. |t is |mportant to allow"
the user some rudumentarg nodel definition capability. ﬂoet
reasonable models, houever, seen to take more than ‘one
_sentence  to eeecribe. | This gets into the problen of
underetanding connected discourse and is a little too complex,
given the stateApf‘ the arf.,te incorperate into a queetion-
- ansWering system. The alternative.eeeme to be to aliow models
to be defined as eingle sentences: - :

"Deffne %increase as tne pereentage incnease

over 19727"
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’and/or to allou'the.user to invoke and enter a speciai model
,defihitionISUbsgstem in’uhith the system sfructures the dialog
bg asking queétions.; This may be cumbersome but seems to be
the best alternative in the near future.

The other major class of 'imprqper senténces ‘may be
'Ealléd "bad English". There is, houever, @ continuum betueen
"bad English“. "informal usage” and sentence types - not
recognized by the system and the decision to accept a certain
sentence type must be based on hou often it is used. " Let us
consider some examplea..

_“Nhat;s di fference between |list priée and

averages quotation price?"

If we can deduce that "What’s" is a éqhtraction fér 'uhat.isQ ‘
and do not insist on a determiner before “difference” . then
‘this éentence'éhouid be accepted. It is a iittle deviant bﬁt
closekenough fd be parsed. Consider houevér: - |

“uhat.uould have 1973 profits havé been compared

| to 1972Aifbthe bro&uct mix ﬁad not chéngéd in

those tuwo ggars?" '
This is a long sentence and the-u#er-inaerted'an‘éxtra "have".
If it ié not accepted he will realize his'errorzand rqtgpq it.
Similarlg:r
| "List pki?es of singlévunit prices for

both 72 and 73."
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The subject has mixed up "List single unit prices”" nwith "List
prices of single units". He will reali;e his error, houever,
if the.sgstem rejecfs the sentence. Consider houéver:
"What was the overhead cost, 1972 vs 19737
This is idiosgncratic usage. The comma is made to do the work
of a preposition. It should be rejected but there are four
examples of it in the 436 sentences and perhaps it makes sense
to accept it as an exceptional case. The same sort of problem
occurs in "for 1971, 1972, 1973". - Clearly, this is incorrect
usage as an "and" should appear before "1973". If this
.happens often enough, however, it may ba worth accepting as a
5beéial case. | | |
| Another example of non-stahdard usage is the
parentheti#al usﬁvnf afterthought dualifiera and adjectives.
) "Display the direct cost variance (absolute $ and %)
for all plants”-_ |
‘*Please display overheéd figures (actual and budget)
for all plants?" |
Dr evén uorse: o |
- "What was ;alas by ﬁroéuct 13 products) foé 1872
and 19737" |
”Disp!ag the difference betueen.the list price and
actual cost (direct + overheaﬁl divided by

list price.”
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These  constructions are nﬁt difficult ’tq ,éccepf- as thg
o _parenthetfcal information modifies 'the entiré noun group
preceding it. Whether it is worth incorporating them in. the
parser a§ yet another sbecial case depends on hou oftén tﬁeg
occur and hou important the users feel them to be.

>Another.interesting class of improper séntences occurs
when the initial “Hhét is" is omitted from a question:

“Profit-mafgins for each product."

"Total profit."
The user may be reacting to the redundancy in English that
makes the "what is" necessary or he may think he is issuing
commands to a coﬁputer sg;fen; The "what is" does tend to bef
dropﬁed onlg‘ from routine ‘requests for data and it may be
desirable to ér@ate a default that‘fesponds to.nouq groups
that are data items by broviding their value;. - The SDPH!E
system [7] adopts this defadlt and responds to noun groqhs by
providing their values, if this is poésibie. '

In thé‘same way, th§ -initiai auxiliary vefb may be

oﬁiﬁted from‘a yes-no question.

'. “Aﬁg equfbment purchased for long term depreciatibn?“‘
This :is more unusual, . houever; and it may not be worth
creatiﬁg a Special wechanism to take care of it.

v As ue consider the many exaﬁbles of excepf%bnél usage

by the subjects it becomes clear that a real life system with
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.evolve contihuouélg to accept nen styles of usage in addition
to new data, aaditional facilities and more‘knquledge. This
is a basic feature of knouleﬂgeQbased sgsfems, All parts of
the system should, therefore, be designed to make such

modifications conveniénf as a natural feature of its use.

6.4.2 Sentence Tupes Not Included in the Parser

The bési§ parser descr?bed earlier included only the
~parse trees for ten types of sentences. UWe shoued thét some
78% of the sentences obtained from subjects were covered by
- these séntence types. Of the sentences that could not be"
parsed, some were of a form for which the parsér did.ﬁot Havé
a'parée tree or used égntactic'cénvéntions'that the parsér'did
not recognize. These sentence tgpes.are‘ discussed in fhis'
section. Each type of s;nfencé qccurréd only ‘a feu times,
but, taken together, these additional sentence types cover a
substaﬁtial humbe? of the iﬁput sentences. A successful
parser- uﬁuld. vtherefore.lhave to accept at least the more
popular.of,theselfdrms. |
6.4.2.1 Prepoeftibh Beforé Wh-word

| The initiél breposition~serveé‘to indicate the nature

of the anéuer required; .

"For what year uéskthat figure?"

"Bg hou much did operating cost increase in 1973?"
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*Bg what percent did overhead expenses
in 1972 increase over those in 19727"
The last may be 'someuha£ informal,.though. The préposition
can be used to indicate the case relationship asked for. |
"By whom was the decision taken?a |
"For what are these loans used?"
6.4.2.2 Preposif%ons and Adverbial Forms at the End of the
Sentence
| The iﬁitial preposition may sometimes travel to the
end of the sentence.'
"What are these loans for?"
Fuhat uas the increase in operating cﬁst‘due to?"
fuhat was the increase in operatiﬁg cost_caused by?"
Complex adverbiai forms mag appear at the end of the sentence
‘to indicate thé nature of the ansuer. |
“Give me the budget for each plant and
théIOQerruna if any."
"Do gqg'have any model at all?"
"Have they been this way fﬁr'the past years too?”
6.4.2.3 Comﬁlex Vérb‘Groups : |
| The bhasic pérser assuﬁes a verb group coﬁsiéting of a
modal (will, may, should), a "have" verb, a 'bé“ verb and an
action or semantic verb. All of these are optional, subject

to the constraint that at least one verb must be present.



119

Some sentencee, however, contain vefb-groups that deviate from
this- pattern. |

"uhere does operatcng cost get |nc|uded?"

"Nhg was there such a great increase in

operating cost?" |

- "Hou mary plants are there?"
The "there" follouing the "be" verb seems to be a special
' Aconvention indicating existence. | |
6.4.2.4 "Which" Constructions

Normally,” a "which" starting an identity question is
folloued by a noun-or a verb. | | |

"Which plant had the naxqmuu productlon in 1972?'

“Hhccn is our Iargest piant?"
In some cases, houever. the noun may be replaced by wore
comp | ex stfucturus.

" "Which of our four plants had the fargest sales
in 19737" |

."Nhichrproduét of the five had the-largest variancé?’

“In 1972 which broduct or pfod0cts_had the iargest

‘variances?" | | |
The unfd “uhdt"'is often used instead of "which® in identity
) questions.. -
"What 6omponanfs of overhead cost uent up last uear?'v~

This may not be good English’buf'it seems to oébur fraqueht]u
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and should, therefore, be accepted.
G.4t2.5 Comparétive ClauQes
| Comparétive clauses consist of a compérative adjective

" fol lowed by "than" foilouéd by a noun group. The final noun
group mag provide a value -or name an entity with Qhoﬁ the
‘compariaon‘is to be made. |

"Nhibh nlants were over budget by more than 2%?"

"Please express numbers over 188 but Iéss than

109590 in units of thousanda.“

"Ig plant § larger than plant 3?"
Comparative clauses are esseﬁtial for indicating conditional
retrieval. They must, therefore, be alloued since conditional
retrieval is very important in the problep domains for which a
_sgsteﬁ of this kind would be desigﬁed.
S;A.Z.BA"Nhat—if“'Constructions

uhatQif consiructions are sometimés used to evaluate
»‘the effect of hgpothetfca] policies or test the effect of é
certain féctor:

"What would profits have been if sales would have

» incre#sed to 55 million doliars?“ .

A uhat-if branch tree will havelto be'added.vtp the simple
sentence tree if such forms are to be accepted. AItérﬁat?_
furms start with "euppése":' | |

"Supposa the sélea in 1973 had remained unchanged,
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would bfofit have altered if the selling price of
: prodq;t 1 h;ve been incfeased to allou a ﬁargin
of $5.5?"
6.4.2.7 Colon Clauses
A ceclon (3) foliouad by a string of noun groupa. uith
6ptiohal preposition groups, is often used to ask fdr a'set of
information,
"Give me tuo_tabies: sales by plant and production
bg,product."
"Give me the fbllouing informa{ion: sales; production
and total costs for 1973? |
The saMevdevicejcan alsb be fdllouedﬂfo give instructions:
fCompute.profif according to the foflouing'

formulias ---."

6.4.3 Special Hechanisms
These.require spéciaI .recogn5tion_.roﬁtine§ iﬁ :the
| parser rather than additional parse. trees.
6.4.3.1 Relative Clauses L |
' A frequently used_mechani#m for ﬁuaiifgipg noun groups
is the use of é relative clause; -
. “Shou me the sales for all products that uere produced
at plant 3?" V | |
The "thét uefe broduced at pléntAS" is»a.relatiQe clause that

qualifies the nour group "all products”. The “that" and the
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"were" may disappear leaving aentences‘like:
"Shou me the sales for all products sold
by plant 3?"
This construction occurs frequently and gives_fiée to examples
likes | | |
"Shog me the various:costs attributable to each
product."
"What are the costs associated with each product?"
"List all data you know about." |
in exceptiona! cases, the prepositfon may also disqppear:‘
"What Esbthe difference between the prices charged our
custowers and list prices?”
Reﬁative cléusea may appear in many different guises:
“H;s‘the prdduct mix chénged for any plant ﬁhose 
profitability decreased?"
"HaVe“fhe sales decreased for ang.product which.
is produced in the Miduest?"
The "which is" will often disappear in constructions like the
last sentence. |
- The relative clause mechanisﬁ is very pouerful and is
used extensively to specialize noun groups. In'fact. élmoﬁt
20% of the sentences that could not be parsed by the basic
parser.containad relative cléusas. |

6.4.3.2 Participlns
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Since single uord prepositions are inadequate for
expressing all the subtle felationships that may exist betueen
enﬁities,‘theg‘ are sometimes augmented by adding a verb,
usually in the past tense, or- a verb and a particle before
tﬁem.

"What would have 1973 profits been compared to 1972

if the product mix had not changed?"
“Lisf the sales of products produced by plant-1
broken down by product?"”
Here tcompared to" and "broken down by" serve as prepositions.
Similarly, "analyzed by", "distributed by", "fragmented by",
etc., can also serve as complex prepositions and indicate the
form in uhichrthe ansuwer is required.

An especially interesting case‘arises when participles
are used to specify mathematical operations on data.

"Display profit for each plant d}vided by

plant sales."

6.4.3.3 Verbs as Adjectives

Entities associated with certain kinds of actions or
produced as a result of them may be specified by the operative
verb. The verb may appear as an adjective in the noun group
naming the entity.

“Oo you have a forecasting mode! for demand?”
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"What was the inventory of finished goods at the
end of 19727

"What were shipping costs in 1973?"

"Do you have any information on repeat customers?”
B.4.3.4 A More Pouerful Conjunction ﬁechanism

Of the 436 sentences obtained from users, 141 were
found to contain conjunctions. By an overwhelming majority
"and" was the most popular conjunction. O0f the 141 sentences,
68 contained the usage "1972 and 1973" with minor variations.
~The remaining 73 sentences used conjunctions in a variety of
forms, most of them simple.

In the simplest case, complete noun groups Were
conjoined. This was the largest percentage in the 73
sentences. .The next most popular usage was to wuse
conjunctions between components, tgpfcallg adjectives and
classifiers, of noun groups. Other simple constructions
included conjuinéd preposition groups and conjoined sentences.
All of these fcrms can be accepted and correctly analyzed by a
conjunction mechanism that looks for a group after the
conjunction similar to the dne that appeared before it.

In the case uhere noun groups followed by preposition
groups are conjoined, sucﬁ a syntactic mechanism will give two
interpretations. Consider "sales in 1972 and production for

1973".  The parser will not be able to tell whether a noun
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group ends with "1972" or if "1972 and production" is the noun
group for the preposition group starting with "in".

This ambiguity cannot be resolved at a syntactic
level. Semartic knouwledge must be invoked either by the
conjunction mechanism or during the understanding process.

In wciscussing the simple conjunction mechanism
contained in the basic parser uWe discussed the desirability of
accepting aberrant conjoined noun lists of the form "1971,
1972, 1973", adding a default "and" before the last element.
Similariy, it may be desirable to accept badly constructed
lists like "plant 1, 2 and 3 and 4".

A more complex problem arises in the interpretation of
the sentence:

"What is the difference betueen plant 1 and plant 2

and plant 3 and plant 47"
This is impossible to analyze unless we outlau lists sqch as
"plant 1, 2 and 3 and 4" with more than one conjunction. If
these lists are excluded. houever, we can use the knou]edée
that "betueen" must be folloued'bg a plural or a conjoined,
list and the only legal poésibilitg is "(plant 1 and plant 2)
and (plan( 3 ard plant 4)",

Sentences can also be joined together. Thég often
give rise to difficult problems of interpretation as the

second sentence may assume some of the information provided in
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the first. Consider:

"What is the increase in production cost and the

ratio of this increase to the increase in sales?"
The problem of correctly attributing "this" to "increase in
production cost" is relativeiy simple, however, Similarly,
"they" has to be associated with "handling costs" in:

"What are the handling costs.associated with each

product and did they change over the last tuo years?"
Another complex example is: |

"What percentage of overhead cost is interest cost

and what percentage is operating cost?"
In this exampie the prepositional phrase "of overhead cost" is
omitted from the second sentence. In |

"Would profit have increased if prices had been

increased by $2.8 and by how much?“
the second sentence takes the entire first sentence as context
aﬁd omits the noun group, verb group and if clause. (See also

Winograd (76].)

6.5 CONCLUSIONS

‘The basic conclusion that emerges from the analysis of
the sentences obtaingd from the subjects is that they mainly
used a few sentence types that can be analyzed by a fairly

éimple parser. In fact, a parser of the type described in
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this chapter.’usihg the meanings of uords.fo decide upon the
analgsis to be performed and the structure of tﬁe final pérse
. and equipped'ﬁo' handle some tuenty basic senténce types and
other sgntacfic. conventions would provide enough - pewer to
sérve aé a front end to an English.language system to support
management.

In an#lgzing the requests made to the moon-rocks
system Nobds (721 found extensive use of relative clauses.
Our requests do contain relativé clauses but they are few and
far betueen. The moon rocks, houever did not have convenient
names and'had to be referred to by their propertiea.' Also,
users often 'uantedAto invesfigate aubaetsA that displagéd.a
conjunbtioﬁ éf properties. This kind of réq@est reqﬁirés
relative clauses. 5fn our data base different'kiﬁds of data
have- names that indicate their }properties..  These are
convenfentv to use and, thus, relativq clauses appearedAlesa
often. The étfucture of tﬁe gfammar required is, thus, .
predicated,.to some extent, on thé nature énd structure of the
data base .aﬁd the. opérétioﬁa to be pefforned, on it. Our
resul ts uould Eold. therefore, for cﬁrporéte datavbases. uéed
for managémant deéision-making and less so for othef kindﬁ of

problems and data base structures.
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6.6 THE UNPARSED SENTENCES

These are thé sentences'thatAcould not be parsed by

‘the basic parser. 'A few duplicate sentences héve' been
de l-eted; |
1. 1 BELIEVE YOUR OVERHEAD VARIANCE ACCOUNTS FOR YOUR LOWER
| THAN EXPECTED PROFITS? |
2. 1 SUPPOSE 1 SHOULD.
'3. WHAT.IS THE DIFFERENCE BETWEEN PLANT 1 AND PLANT 3
AND PLANT 2 AND PLANT 4?
4. WHERE DOES TRANSPORTATION COST GET INCLUDED?
5. 1 WOULD LIKE TO END THE INTERVIEU.
6. WHAT WAS COST,OF PRODUCING EACH PRODUCT FOR BOTH.‘
1972 AND 1373?
7. PRODUCTION COST FIRST FOR ONE UNIT.
8. WHAT'S RAfE OF UNIT CDST.FDR EACH YEAR AND THE ﬁAf!O OF
THiS PRODUCTION INCREASE TO PRODUCT PRICE?
9.. WHAT IS THE PERCENT OF lNCREASE OF EACH PRODUCT FOR EACH
YEAR STUDIED?
1e. NHAT S DIFFERENCE BETHEEN LIST PRICE AND AVERAGE
7 QUOTATIDN PRICE?
11. PRODUCT 4 AND S SHDN GREATEST DIFFERENCE BETWEEN LlSI
AND QUOTATION PRICES, WHY?
12. 17 SHOULD BE INCLUDED.
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17.

18.

19.

22' L]

21.

22,

-
Cl
~le

24' .
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. 00 YOU HAVE FURTHER BREAKDOWNS OF OVERHEAD ATTRIBUTABLE

TO EACH PRODUCT WITHIN PLANTS?

. LIST ALL CATA ITEMS YOU KNOW ABOUT.
. FOR 1973 LLIST THE SALES OF PRODUCTS PRODUCED BY PLANT

ONE, BROKEN DOWN BY PRODUCT.

FOR 1973 AND PLANT 1 LIST DIRECT MANUFACTURING EXFENSES
BY PRODUCT AND ALSO TOTAL OVERHEAD.

IN THE FUTURE, PLEASE EXPRESS NUMBERS OF OVER 188006 IN
TERMS OF UNITS OF MILLIONS, AND NUMBERS OVER 188 BUT
LESS THAN 128088 IN UNITS OF THOUSANDS.

WHAT ARE THE COMPONENTS OF THE VARIOUS COSTS

YOU KNOW ABOUT?

WHY WAS THERE SUCH A GREAT INCREASE IN OPERATING COST
IN PLANT 8? | |

PRINT EVERY PIECE OF INFORMATION YOU HAVE CONCERNING
PLANT @ IN 1972 AND 1973. i

DISREGARDING PLANT @ TOTALLY, WHAT IS THE DIFFERENCE

IN TOTAL PROFIT BETWEEN 1972 AND 19737

WHAT COMPONENTS OF THE OVERHEAD COSTS GO UP MORE THAN 2%

‘WHAT WAS THE INCREASE IN INTEREST COST DUE T0?

WHAT WOULD HAVE 1973 PROFITS HAVE BEEN COMPARED TO 1972
IF THE PRODUCT MIX HAD NOT CHANGED IN THOSE TWO YEARS?

. WHAT PERCENT OF OVERHEAD COST IS INTEREST COST
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AND LHAT PERCENTAGE IS OPERATING COSTS?
26. 1 KNOW WHAT THE PROBLEM IS.
27. WHAT WERE THE OUTSTANDING LOANS, 1971, 1872, 19737 7
28. ANY EQUIPMENT PURCHASED FOR LONG TERM DEPRECIATION?
29. DO YOU HAVE INFORMATION ABOUT WHAT THESE LOANS ARE FOR?
38. OK 1 THINK I KNOW WHAT THE PROBLENM IS,
31. HOW MUCH OF EACH PRODUCT WAS PRODUCED IN 1972
AND IN 19737
32. GIVE ME THE BUDGET FOR EACH PLANT AND THE OVERRUN IF ANY?
33. PLEASE COMPUTE THE FOLLOWING: PERCENT CHANGE IN UNIT
SALES, PERCENT CHANGE  IN UNlT PRODUCTION COST FROM
1972 10 15737
34. DO YOU HAVE A FORECASTING HUDEL FOR DEHAND?
35. DO YOU HAVE ANY MODEL AT ALL?
36. LIST THE FUNCTIONS YOU CAN PERFORN.
37. ARE THERE ANY VARIANCES BETWEEN ACTUAL ances
CHARGED OUR CUSTOMERS AND THE GUIDELINE PRICES?
38, 00 YOU HAVE A MODEL TO MAXIMIZE CONTRIBUTION TO THE
CUHPANY SUBJ‘CT 70 PRODUCTION AND OTHER CONSTRAINTS?
39. UHY UERE THE QUOTATION PRICES LOMER THAN LIST PRICES
IN 19737
48. HAVE THEY BEEN THIS WAY FOR THE PAST YEARS T00?
41. COMPUTE PROFIT FOR 1972 AND 1973 ACCORDING T0 THE
 FOLLOMING FORMULA: ACTUAL UNIT SALES BY PRODUCT
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43.

44,

45.

46.

47,

48.

49,

5.
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TIMES LIST PRICE MINUS PRODUCTION COST FOR THE

PRODUCT SUMMED OVER ALL PRODUCTS LESS OVERHEAD COST

FOR THE YEAR. - )

I THINK I UNDERSTAND THE PROBLEM. THANK YOU. |
WHAT ARE THE HANDLING COSTS ASSOCIATED WITH EACH PRODUCT
AND DID THEY CHANGE OVER THE LAST TWO YEARS?

HANDLING COSTS ARE COSTS ASSOCIATED WITH PRODUCTS .

THAT ARE.NOT REFLECTED IN DIRECT MFG COSTS.

THE INTENT OF MY QUESTION 1S TO FIND OUT IF YOU KNOW IF
YOUR ACCOUNTING METHODS CAN RELATE THE'CHANBES IN SALES
TO CHANGES IN YOUR EXPENSE STRUCTURES. DOES THIS HELP?
PLEASE GIVE ME CHANGES IN EACH TYPE OF COST ASSOCTATED
WITH EACH PRODUCT?

IN AS NUCH AS ALLOCATING COSTS IS A TOUGH JOB 1 WOULD
LIKE TO HAVE THE TOTAL COSTS RELATED TO EACH PRODUCT.

| MEAN I WOULD LIKE THE COST OF EACH PRODUCT BROKEN DOWN

ON A DIRECT AND INDIRECT BASIS?

HAVE ANY PLANTS BEEN SUPPLYING BATTERIES T0 OTHER THAN
NORMAL CUSTOMERS IE QUTSIDE OF THEIR NORMAL SALES
DISTRICT? - o
PLEASE DISPLAY OVERHEAD FIGURES (ACTUAL AND BUDGET) FOR
ALL PLANTS FOR THE PAST FOUR YEARS?

WHICH PLANTS WERE OVER Bubcer ON OVERHEAD BY

MORE Tuaﬁ 5x?
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53.
54,

56.
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57.
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59.

60.
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62.

132

WHICH PLANTS WERE OVER BUDGET ON FIXED COSTS BY MORE
THAN S % 2

DISPLAY PROFIT FOR EACH PLANT DIVIDED BY PLANT SALES.

I SUGGEST WE GET RID OF PLANT ZERO!

HAS PRODUCT MIX CHANGED IN ANY PLANT WHOSE PROFITABILITY

HAS FALLEN OFF?

HAS PRODUCT MIX CHANGED BY MORE THAN 1 % IN ANY PLANT

WHOSE PROFITABILITY HAS DECREASED? |

DISPLAY THE DIRECT COST VARIANCE (ABSOLUTE $ AND %)

FOR ALL PLANTS. |

'HAS THERE BEEN A DECREASE IN CONTRIBUTION MARGINS FOR ANY

PRDDUCT?
DISPLAY THE DVERHEAD DIVIDED BY SALES (%) FOR EACH PLANT.
WHY ARE THE OH FTGURES FOR PLANTS 2 AND 4 HIGHER THAN

"FOR 1 AND 3?

8y UHAT PERCENT DID THE OVERHEAD EXPENSES IN 1973
INCREASE OVER THOSE IN 18727 |

GIVE ME DETAILS OF HOM THE ADDITIONAL SALES REVENUE

IN 1973 WAS SPENT.

WHAT ARE THE RELATIVE PERCENTAGES OF  EACH PRDDUCT SOLD BY

" EACH PLANT?

64.

WHICH OF THE FOﬂRvPLANTS HAD THE LARGEST VALUE
FOR TOTAL SALES IN 1873? A
AT PLANT 2, WHICH PRUDUCT:ACCOUNTED FOR THE LARGEST
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66.

67,

68.
69.
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71.
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PERCENTAGE OF TOTAL SALES IN DOLLARS?
DOES PRODUCT 2 ALSO ACCOUNT FOR THE LARGEST PERCENTAGE ‘

" AT PLANT 47

WHAT IS THE NUMBER OF UNITS OF PRODUCT 2 PRODUCED AT
PLANT 2 IN 1973 TIMES THE UNIT COST OF PRODUCT 22
DEFINE THE TERMS "UNIT COST" AND "UNIT PRICE".

WHAT UAS THE NUMBER OF UNITS OF PRODUCT 2 PRODUCED AT
PLANT 2 IN 1973 TIMES THE UNIT PRICE OF PRODUCT 27
FOR EACH OF THE FACTORS JUST LISTED GIVE THE TOTAL VALLE
INCURRED AT PLANT 2 IN 1972 AND 1973.

AT PLANT 2 LIST THE OPERATING COST INCURRED IN

1372 AND 1973. - |

FOR DEPRECIATION HANAGEMENT SALARY AND INTEREST COST
LIST THE AMOUNTS INCURRED IN 1372 AND 1973.

IN 1973 WHAT PERCENTAGE OF THE DIRECT MANUFACTURING COST
WAS ACCOUNTED FOR BY OPERATING COST. |

DEFINE P-COST TO BE THE SUM OF OVERHEAD COST AND

* MANUFACTURING COST. WHAT PERCENTAGE OF THE P-COST 1§

74,
75.

76.

ACCOUNTED FOR BY OVERHEAD COST?

FOR WHAT YEAR WAS THAT FIGURE?

GIVE ME THO TABLES, THE CONTRIBUTION HARGIN FOR ALL
PRODUCTS IN FACH PLANT FOR THE YEARS 1972 AND 1973.

GIVE ME THE FOLLOWING PROPORTIONS:

THE SALES OF PRODLCTS ONE, THD AND FIVE DIVIDED BY TE
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83.
84.
85,
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87.
88.
3.
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TOTAL SALES FOR 1372 AND 1973.
WAS THE ACTUAL OVERHEAD EXPENSE IN PLANT & HIGHER THAN
THE BUDGETED AMOUNT IN 19737

BY HOW MUCH?

SUPPOSE THE SALES IN 1373 HAD REMAINED UNCHANGED,
WOULD THE PROFIT PICTURE HAVE ALTERED IF THE SELLING
PRICE OF PRODUCT 1 HAD BEEN INCREASED TO ALLOW A
PROFIT MARGIN OF $5.5, AND BY HOW MUCH? |

NEXT, WOULD THE SALES HAVE ALTERED SIGNIFICANTLY

IF THERE HAD BEEN THIS PRICE INCREASE.

EVEN THOUGH THE PLANTS ARE NOT OPERATED AS PROFIT
CENTERS, COULD YOU TELL ME THE CONTRIBUTION T0 PROFITS
FROM EACH PLANT FOR THE YEARS 1972 AND 19737

THE RATIO OF PRODUCTS COSTING $6.25 AND $5.88

FROM EACH PLANT DURING 72 AND 73?

I WANT THE SUM.

REMEMBER THIS REQUEST (CALL [T REQUEST A).

PLEASE RESPOND T0 hEﬂUEsT A FOR VEARS 1972 AND 1973,
PLEASE RETAIN THE RESULTS OF SPECIFICATIONS UNTIL

I CHANGE THEM. |

DISPLAY ((SALES IN 1972 - SALES IN 1973)/SALES IN 1972).
REMEMBER TO RETAIN sPEciFlcnrleS'oF PREVIOUS REQUESTS.
AGAIN BY PRODUCT PLEASE.

NO THEY AREN'T.
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9. LET ALLOC BE
( (OVERHEAD/PRODUCTION COST)¥TOTAL PRODUCTION COST)
31. DO YOU HAVE A LIST OF PRODUCTION CosT ITEMIZED
" PER TYPE OF DIRECT COSTS?
92. OEFINE EQUATION
DISCOUNT (X) = |
(LIST PRICE (X)-SELLING PRICE(X))/ (LIST PRICE(X)).
3. SOLVE DISCOUNT (PRODUCT 2),
THEN PRINT DISCOUNT (PRODUCT 2).
95. DEFINE %SALES(X) = |
(TOTAL SALES PRODUCT (X)) /(TOTAL COMPANY SALES).
9. PRINT THE NUMBER OF WITS OF EACH PRODUCT PRODUCED
CBYRLANT.
97. DEFINE XCHOVERHEAD(T) «
(OVERHEAD.(T) -OVERHEAD (T-1) ) / (OVERHEAD(T-1)) .,
98. DEFINE %CH (ITEM T) = (ITEM(T)-ITEM(T-1))/(ITEM(T-1)).
99. WHAT WAS THE PERCENTAGE INCREASE IN OVERHEAD COST,
1973 Vs 19727
189. ARE ALL INCREASES FROM FREIGHT CARRIERS PASSED ON TC
THE CUSTOMER? |
181, WHAT WEFE THE SALES BY PRODUCT s PRODUCTS) FOR
1972 AND 1973.
182. DO YOU HAVE A MODEL FOR MEASURING CUSTOMER SERVICE?
183. 0O YOU HAVE A COUNT OF THE NUFBER OF SALES REQUESTS
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AND THE NUMBER OF REQUESTS FILLED?
184, WHICH PRODUCT OF THE FIVE WAD THE LARGEST -
| PERCENTAGE VARIANCE?
1185. IN 1972 WHICH PRODUCT OR PRODUCTS HAD LARGEST VARIANCES?
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CHAPTER 7

THE KNOWLEDGE BASE

A system of the type proposed in this thesis. providés
one principal advantage over conventional decision-support
systems: it understands the uéer's requesfo phraséd ina
natufa| manner and frees him fromlhaving to specify soiution
procedures in compliete detail. This is pqasible because the
system embodies knowledge about the problem situation and
shares a set of common knowledge with the user. The pdﬁer of
the system and its utility to -the manager will depend on the
quantity and quality of the knouledge it contains about the
problem domain. Specifying and categorizing thé knouiedge
required is, therefore, central to the -design of such a
system. The amount and complexity of the knouledge required
also has a bearing on the feasibility of systems of this type.

This chapter analyzes the knouledge required for a
system designed to support management.in"a particular area.
It does this by analyzing the requests‘made by the subjects in

attempting to soive the realistic management probiem described
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in Appendix | and developing the different categories of
knouledge reqqired to understand and respond to them. To
prdvide an estimatg of the total amount of knouledge required
in a domain-specific system, Appendix III contains an attempt
to specify the cofpus of knouledge required to respond to “the
496 requests obtéined from fhe subjects. |

The requests obtained from the subjects, which can be
‘considered to be typical of those that will be made to a
management-support system of this kind, can be divided into
tuo major classes: requests for informatfun about the problem
situation and requests for information about fhe contents and
capabilities of the system. The following pages present
examples of different tuypes of requests within these tuo broad
classes. The succeeding sections develop the knoﬁfedge
required to respond to each of the different kinds of
requests. Additional detail about response | analyels
strategies and the knouledge required for them will be found

in Appendix III.

REQUESTS ABOUT THE PROBLEM SITUATION
Aggregate Data
What were sales in 19727
Nhét was production bg.plant by préduct?

What is operating cost for each plént?
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‘Properties of Entities and Identity Questions
How many plants do ue have?
Which products are made by plant 4?
Which is our largest plant?
Modele and What-1f Questions
uhat was pfofit in 1972?
What was contribution margin for each plant?
: ﬁhat would profits have been if tﬁere was no .
deviation between selling price and list
price? '
Would sales have decreased if the price of
product 5 was raised to give a margin éf $2?
Eor Functions Of Data |
’ " MUhat -are the average sales to each customer?
What is the ratio of overhead cost to saies’
for the last 2 years?
What is the percentage increasg in ;ales
of eachlproduct in 19737
Yes-No Questions
1. About the corporation
Do ue have five plants?
Does each plant manufacture every product?
Do we have any repeat customers?

Was any equipmenht purchased for long term
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depreciation?

2. Asking if a sub-broblem exists (See Chapter 8.)
Did the product mix change for any plant whose
profitability had decreased from last year?
Were profit margins maintained in 1973?
Did overheads increase more than 5% in any
plant?
Did overhead costs increase signif}cantlg
last year? |

Causality
Why was there such a great increase in
operating cost in plant 0?7
Products 4 and 5 shou the greatest deviation
of selling price from list price, why?
0o you have any information what these |oana
are for?
Uodel Definitions

Define p-cost to be the sum of overhead and
production cost.
Define ¥%chcost =

({Cost in 1973 - Cost in 1372)/(Cost in 1972))
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REQUESTS ABOUT THE SYSTEM
Regarding Capability
1. Computational Capability
Can you calculate percentages?
Can you format reports?
List all the functions you can perform.
2. Content Capability
Can you produce a profit figure fdf each
product at a specific plént?
Can you give me data on product mix from
each plant?
Begarding Contents
Hou far back does your information go?
Do you have variable budgets?
Do you have a forecasting model for demand?
Do you have any information on cystomer
satisfaction? |
List all the data items you knou about.
Begarding Composition of Data Items
Give me a breakdown of items in your overhead.
Do overhead costs vary with volume?
Where does transportation cost get included?
Are production cost and manufaciuring cost

the same?
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| What makes up operating coatg?
Qetinition of Data Items and lodels
Define the terms "unit cost" anﬁ ;unit pricef.
Hou is profit calculéted? | .
What is the definition of profit for‘a.

product?

7.2 UNDERSTANDING AND ANSWERING REQUESTS FOR DATA

The distinction between dafa and properties ' of
entities is, to some extent, artificial as the préduction or
profit of a plant is as much its property as its Iocétion; 1t
arises due to the nature of the system as a front end,f;~a
data base. The contents of the data base, uhich nagNhaye been
created for other purposes, are called data. . Additfonal
information is stored in the knouledge base in differqnt
structures and with different names. Data is stored in afrags .
of upto four dimensions, The dimensions are called |ts keys.
It tends to be stored independently, under its oun néme. being .
a prbpertg of the parent corporation, whereas the prbpertfés
of éntities tend to be attached to the entity. |

Models, which are mathematical functions of data, are
referred to in exactly the same way as data in the aupjocts'

requests. This is appropriate qince what ie otored'aa _data
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and what is computed as a mod=! depends on how the data base
is organized. - ' ' S

Let us cdnsider requests for datg first;' The data
item s referred to by name and its key 'va!ues arexusuallg
specified as noun groups contained uith!n 'brqpoaitional
phrases in the sentence. The general method for analuzing.énd
responding to requests for data is, tharqfore; to analyze the
noun groups in the request and associate them qifh fhe name of
the data item‘and the key specifications fof its retrfevat;
Once the slots for the data name and the key specifications
are filled from the sentence, or by default, qs'expléined in
Chapter 3, a program for retrieving and formatting thg data
can be prepared.

Filling the slots can be fairly conpiexﬁf The‘data'
item stored as sales, for example, may be referred tb as
"sales revenue", "records of sales". "total sales”, 'groos
sales", "sales figures" and "gross sales figures". 'Sinila&ly.
profit may be referred to as "gross profit", "overail profft',l
"pre-tax profit", "profit figure", etc. “Figure“land "value"
seem tb be used in a generic manner with mpst data‘itine. :
Adjectives may be wused to further specialize the data name.
For example, "budgeted cost", "expected revenue", "hroduct
cost", "overhead expenses", "unit sales” etc. Prepositional:

groups may also be used to complete the description of the
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data required. Thus, "cost of productibn“ and ?cost‘of.goads
sold". Profit may also be requested as “pfofit on qperafiohgf
and "profit for the company”. |

Thus, the problem of analyzing the main noun group and
auéociating lf with names known to the system is bAfprmidable -
one. This will be referred to as the naming _problgm;' In
general, a complex structure of equivalences and noun idioms
and an analysis rogtine that processes the noun group  and
certain types of.preposition groups is required to_decide
exactly which data item is being asked for. -fhis routine mﬁst
ensure, for examble, that requests for the fprlce of'lead" and
"lead price" are answered in the same uag.' |

The problem of determining key variableigpeplfications
from information contained in prepositional phrases is '
similar, though generally somewhat simpler. Kég values may be
spécified as: “for product 3", "by - plant"; "for all
customers", "for each battery type", "for product 1 through
product 5", "for each plant separateiy", etc. The'preposition
is not very useful in indicating the key variable abecified."
Plant speciflcafions. for example, may be preceded by 'ati.'
*in" and "by" and the more general "per", "of" and “fron'.
The nature of the noun group has to be analyzed baforé‘it can
be associated with a particular key uith coﬁfidence.

Time period specifications can, however, take ;on a
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large variety of form;. Figure 7.1 lists nineteen forms that
uwere used by the subjects in their requaste. | Others, guch as
"for all ayailable years" come readily to niﬁd._ The:
interpretation problem this creates is somewhat alleviatéd by
the fact that time and space nouns are7unique in charéﬁtqr gnd
rarely ambiguqus. This property is used in rthe syntactic
convention that allouws time or space nouns to’ terninate_a
sentence. ‘ | |

"What were our sales of product lllast gear??

"Could we have increased our sales overseas?"
In rare cases, key specificatiohs may occur as adjectives of »
the main noun group. For example, "monthly sales". They may
also occur in relative ciauses such as "all products producch

by plant 3",
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By year

For '71 (71, 1971)

For the year 1972 (for the years 1972 and 1973)

For each year

For each year studied

In (for) each of the last (past, previous)

2 (tuo) years

For the last 2 years, 1972 and 1973

In the previous year

In the most recent 2 years

In (for) 1972 and 1973

11. For both 1972 and 1973

12. In 1972 and (8) in 1973

13. For 1972 vs 1973

14, For 1969 through 1973

15. Ratio of 1973 sales to 1972 sales.

16. From 1972 to 1973

17. 1n 13973 over 1972

18. 1971 1972 1973 1974 (71 72 73 74)
With or without commas betueen items and with
or without "and" or "&" before the last item.

13. At the end of 1972

—
?v

FIGURE 7.1
TYPES OF PREPOSITION GROUPS SPECIFYING TIME PERIODS
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7.3 COMPLEX PROBLEMS IN REQUESTS FOR DATA

Not only can data, such as sales, be referred to by a
large variety of noun constructs but they can also bé invoked
as the result of the appropriate verb.

"How much did we sell to Sears in 1372?"

Similarly: .

"Hou much did we spend.on entertajnmenf last year?"
Thus, the system must know that doing certain-verbs gives rise
to certain nouns.

Another kind of complexity arises uhenv subsidiary
processing is necessary to determine the key specifications.
This kind of information is often contained fn’ relative
clauses.

"Shou me the product mix for all blanta'uhose

profitability decreased last year."

"What is the ratio of sales of items whose margins

are $2.0 to those whose margins are $1.5?"

"Show me all the costs associated with product 1."

In some cases the manner of presentation of the data
appears as the main noun group in the request.

"Give me a table of sales for each product.”

"Shou me a plot of sales versus overhsad qost for

each of the last five years.” |

The naming system has to do some extra work on such
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constructions to obtain the data name from the prepositional
group. Other indications of manner also occur:

"What was the product mix in terms of sales dollarse

in 1972?"
These forms are used mainly to specify mathematical functions
of data and are discussed in section 7.6.

An interesting and impor tant problem-arises._ houever,
when the user specifies a key value that is nﬁt applicable to
the data requested. For example, in solving the prerimental
probiem for the battery manufacturing‘ cdmpang, a~suhjecf may
ask for overhead costs by product. The database, héuevah.
does not contain overheads allocated by product. This probien
is serious because it has a bearing on tﬁe subject’'s
understanding of the data base and contributes to th@."model
of the wuorlid problem” discussed in the next chapter. The
subject must, of course, be told that overheads are not
allocated by product. It may also be desirable to give him
some information that explains the structqre of the database
and the rationale behind it. 0On no account must the aberrant
spécification be ignored. In fact, as a general rule, no part
of the input request should be ignored. |

If the naming mechanism cannot. establish a
correspondence between the noun group uhose value is requeated

and a known data item, then the system may not have that data
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or it may bé present in other forms, perhaps.as a property of
some entity. This should be checked before the user is sent a
message saying "Sorry | do not have any -information about ---

A feu subjects asked for the balanc§ sheet and tﬁa
~ income statement for the corporation. Similarly subjocts
asked for "cost attributable to each product”. This;kind " of
question seems t§ indicate the need for sets of Qata gfoupéd
together in terms of a common denominator br'fqr a particulér
probfem. This uill be discussed in more detail in Chapters 8

and 9.

7.4 PROPERTIES OF ENTITIES AND IDENTITY QUESTIONS

As ue mentioned earlier, properties. of entities are
different from aggregate data in that they are attached to the
entities rather than stored independentiy. ' io' retriava
properties the entity must be isolated firstf It is often.
contained in the agent case, the possessor case of a "have"
verb, or sometimes in a prepositional group starting with
"0f". Once the entity is isolated and the property determined
the system can look it up in the knouledge associated uith the
entiig. This may ylield a value or it may yield a pointer tb.av
data item which can be retrieved as described above.

Thus, the price of lead may be contained in ‘thé
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knouledﬁe associated uwith lead. The entry may be lead-price

“which givés fhé name of the data item whose value iq required.
This technique can be used. to set up knouledge to ansuer
questions |ikes

“Hou.ﬁuch did Sears buy from us?”

In the knoutedge for Sears, under the name "buy" we can insert
the entry "sa]es“. Thus, ue know that value of purchases by
Sears will be found under the names "sales”.

Some requests seem, on  the surface, to ask .fof
aggregate data but, in fact, ask for properties or soﬁe
function thereof. |

"What is the location of plant 3?"

"Hou may plants are there?"

Identity questions are considerably more difflculf to
answer, These start with "who" or "which" and require ao'qn‘
ansuer the identity or identities of the object(sf that
satisfy the properties stated in the question. The procasé of

ansuering these questions can be |ikened to ansuering a set of

~yes-no questions on a set of candidate objects that are . 

capable of having the stated properties. Q(uestions starting
with "who" ask for the identity of animate objects while those
starting wWith "which" can ask for either animate or inanimate
identities.

Ansuering routines for identity questions, therefore,
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start with the.selection of a set of candidate objects. The
generic name for this set is invariablg specified as the main
object noun in identity questions with "be" verbs. '~ The
candidate set is the set of all objécts that are "a kind of"
the generic name.

Questions starting with "who" that ask for the
identity of the agent of an event usually do not provlde‘
direct clues to the candidate set of objecté. The set of
animate objects is fairly small inlmang corporate data bases,
however, and so a search through all of them may not be very
time-consuming. ' There is, however, the requirement that the
objects in the candidate set must be able to perform the.given
event. This can often be used to narrou dounlthc candidate
set from the set of all animate objects. |

Once the candidate set Is established, the selection
process is much |ike performing a yes-no question test onlaach.
event. Understanding and operationalizing the selection
criteria may, however, require special pleces of knowledge and
complex deduction rules. For example, the question:

“Who is our largest customer?"
does not ask for the 'Iargest corporation who is our customer
Eut. rather, for the customer who bought the most from us.

Once the candidate set is knoun and the selection

criteria established, sach member of the candigate set can be
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tested by the criteria. The result of each test -is the
identity of the candidate or "no".  The final response can be
created from the results of these tests. 1f no member of the
candidate set passes the test then tﬁelapproprlate ansher is
"None of them" for "which" questions and "No one" for "uho“

questions.

7.5 MODELS

‘ln thé management |iterature, the word "model” has a
wide range of meanings.' At the simplestflevel; models can be
functions of afored data. For example, préfit'can bé_defined ‘
as the difference betwen total costs and totalirevenues.
Simflar!g, contribution margin may be defined as the
di fference between unit price and unit cost. As mentioned
earlier,. this amounts to an alternative way of organizing the._
data base. Thus, managers refer to such modsls exactly as if
they were data. The name of the model becomes associated uith‘
the function and the input data requi}ed. This information
must, therefore, be available to the system as properties of
the model. Key information relevant to the retrieval of Inp@t
data must, however, be specified in the question.

Chapter 3 has described the manner in which requests
for model values are analyzed and executed. Tq accompl ish

this the system must associate each model with a list of
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inputs and a subroutine that actsvonbthe.inpﬁts and évaluateg
the model. | | | |

In addition to an ihbut list and a subroutine.'the
knouledge about a mode!, |ike knouledge about data'items? also
contains information as to uwhere key variable values fof ‘each
key associated with each of its inputs can be found‘in‘tha
sentence. The model! value can, houever, be producgd_for only
those keys thét are common to all its inputs; For exémple,
profit cannot be calculated by product since one of its
inputs, overhead cost, does not have it as a key. It can, -
however, be calcufated by plant since each of its inputs js
. stored by plaﬁt.

Informatién about the key specifications for which
model values can or cannot be produced should be knoun
explicitly to the system so that it can ansuer quéstions 1ikes

"What is the definition of profit for a product?*

"Can you compute a profit figure for a specific

product at a specific plant?"

The mechanism described in Chapter 3 Is able to
avaluate models that are functions of existing data. There is
however a fundamental difference betueen: - |

"What was profit in 19737"

"What will profit be in 1974?"

The latter is really a completely different type of modé). It
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may use existing _data as input, but, typically, it‘is also
parameterized on assumptions about thelfutpre; Conaidef:
"What would profit be if sales were $55 miljson?”
The system can assume that costs would éfag - the Qame a§ the
last year, but this is clearig unrealistic, especially for
direct cost. Thus, the system may assume that if ﬁosts afe
not specified, overheads stay ‘the sameland direct production’
costs stay the same percentage to sales. This may be
realistic but different from what the user had in mind so it
must.  be pointéd out aﬁd the user given a chénce to ask the
question again with different assumﬁtions. In fact a good

response to thé»above question may be of the following forms.

Assumptions:
Overhead cost: As in 1973
$5.27 million .
Production cost: Same percentage to sales
as in 1973 '
$43.78 million

Profit: - $5.95 million

The user may then ask:
"What would sales be if overhead cost incraased by 10%
over 1973 and sales were $55 miilion?"
and so on. The understanding and processing of assumptions,
can be very complex, houever, and may need to be  specialized
for each forecasting model,

If an unfamiliar user were to be permitted to use
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forecasting models of reasonable complexity in conyereatidnal
mode he would have to go through a trial and error learning
stage during which he learnt the paraﬁeters of the model and
learned to specify them correctly. This can b§ avoided by
moving him into a special sub-system, possibly téilored to the(
mode!, in which his interaction is structured and he is asked
for model assumptions in a formal, systematic mann;r.

Another large and powerful class of modéls-aré those
that can be individually specified and fitted to the user's
needs. (See Urban [66,871.) These are also best served by
leadihg the user into a special model sub-system in which he

can parameterize, test and run the model. (See also Krumiand

(35].}

7.6 FUNCTIONS OF DATA

Next to data and model values, functiohg of these
values figuré most frequently in the redueeto méde buithe
subjects. Functions differ from modeis in that the inputs are
specified in the request rather than encapsulated in knouledge
associated with the mode! name. Thus, profit could also be
obtained by asking:

"What is the difference betueen total revenue

and total cost?"

Typical functions requested by the subjects were "difference",
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"increase", "ratio", "percentage" and "variance". In the
simplest form ‘they are asked for by name and . the inputs
specified in preposition groups: | |

“What is the percentage of overhead costs to

sales in 19727"

"What is the distribution of sales by product?"
There are, houever more complex forms:

"What is the variance betueen actual

and budgeted cost?"

"What Qas the sales increase in 19737?"

"What percentage of capacity is idle?"

"What percentage of capacifg is being utflized?"

A considerable amount of speciaffzed knouledge is
needed to interpret such requests correctly and decide bn the
~data items to be retrieved and fed into the function
subroutine. Consider "distribution". The system must know
that this refers to the way in uhich an aggregate data item is
distributed along'one of its keys. Thus, the request should
be expected to pfovide a data name and a key. The'datahﬁama
is usually preceded by "of" and ths key by "with" or "by".
Once this information is extracted from the sentence it can be
sent to the geﬁeral control program that ‘ig respbnsible for
computing the result. This checks if the data is indeed

aggregated by the key, providing a suitable response if it is
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not, retrieves the data and computes the distribution.

In tﬁe same way, "percentage" must have special
knouiedgg assﬁciated with it, The system must knou that it
requires tuwo inputs one of which may be a subset of the other.
This permits anéigsis of following forms:

"What is the percentage of operating Qoate

in overheads?"

"What percentage of blant capacity is utilized?"

Similarly, "increase" must have knoﬁledge 'aseociétéd
with it to indicate that it is often applied to the same data
item at two periods of time; This allous sentences |ike:

"What was the increase in overhead cost in 1973?"

"What uasvthe increase in overhead cost over 1972?"
to be interpreted correctlg_and tollead to the same response.

Another method of speci fying functions .“ to use a
prepositional group to specify the manner.in which tha“ansuer
should be calculated.

"Show me overhead costs as a percentage of sales

for the last two years." .

"Give me the production distributed by product.”

"Show me overhead costs divided by sales for the last

tuo years."

The preposition "as" and the past partlciplea used in such

sentences indicate that the answer requires special
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processing. Again, knouledge about the function must be Qeed
to fill its input slots before the answer can be computad.

Thus, each function has to have knouledge associated
with it of the type of inputs it expeéts and where to find
them in the parse of the input sentence as well as a
subroutine to calculate the results. -

Functions can, of course, be concatenated:

"What was the percentage increase in sales by product

in 1973?"
"What is the average variance of produntidn.cost for
each plant?" |

The general control program responsible for invoking. the
routines thaf éalculate the required functions; providing
inputs to them and formatting the results‘ also processes
concatenated fUn&tions. 1f the inputs to a function, such as‘
percentage, are two equally large sets of numbers.the program
invokes the percentage function once for .each paif_ of
corresponding numbers from each set. Thus, it takes care of
cases uhere the function has to be invoked more than once for
inputs other than single numbers.

Finally, mathematical functions such as multipiy énd
divide can be used as verbs and participles in sentences.

"Divide overhead cost by sales.” | |

"Shou overhead costs divided by sales for ‘each plant.”
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The system must be able to analyze such sentences and set up

routines to perform the necessary calculations.

7.7 YES-NO QUESTIONS

Basicallg; yes-no questions ask if a situation or’
relationship fé_true. They are used‘bg the subjects to leérn
about the corporatfoq and the system and sometimes to ask if
specific sub-problems exisf. The percentage of yes-no
questions in this sample is somewhat ‘higher than'vuould be
expected from routine users of such a system becauae.thég
uould have less need to learn about ~the corporation and thp
system. In general, they will have less need to build modéls
of thé situation, (In terms of the frame théorg described in
the next chapter they will not build "frames" so much as
exercise them.)

Since yes-no questions are used to build situation
models it is very important that fheg .be analyzed and
answered, and ansﬁered correctly.

Yes-no questions that inquire about the‘ corporation
need, basically, a good model of the corporation encoded in
the knouledge-base to interpret and answer them. This model
should contain knowledge about each entity in the corporation,
such as plants, products, customers, the systenm, the

corporation and the user. The knouledge base should contain
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the propertiés of each entity and the relationship of eaéh
entity to other éntities. In addition to this basic knouledge
the system should be able to operationalize fhe'meaninge of
the various concepts that may be used to test the proberties
of the system. These may have to be translated into deduction
rules that operate on knoun properties of entities. A sinpie
example is:

"Oo we have five plants?”

The system should be able to respond to this question by
associating the "we" uith the corporatfon, looking at the list
~of entities ﬁointed to by the "have" poiﬁter of the
corporation and counting those that can be described by the?
term "plant". >Similarly, it must know what "repeat customers”
means, and if this is contained in a question it should invoke
a deduction rule to check the customer ‘lists for.-thg
appropriate periods and find the common subaet,

The other class of yes-no questions about the
corporation ask directly if a certain sub-problem that cpuld
contribute to a problem situation exists. (Analysis of a
problem into potehtial sub-problems isvexplored in MOre detail
in Chapter 8.) Typically, these concern changes or ‘deviationa.
from the previous year or from budget, plan, .fofecast; or
expectation, Questions about these sub-problems can be

divided into two distinct categories according to whether the
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criteria that makes a change signifiﬁént are specified or not.

“Did overheads increase by more than 5%,

for any plant?"

This is a variatidn of the more popular identity quéatién
form:

"For which plants did overheads increase

by m0re.than 5%?"
If ansuwered in the affirmatfve. this kind of question Iis
usually folloued by a question like "For which ones". Thus,
the identity list created in answering the quesfion should be |
gtored until at least the next question.

In certain questions the discriminating criteria for
gstablishing whether a sub-problem exists are stated in fuzzy
termgz |

"Were profit margins mainta}ned last year?"

"Did the productlmix change in any plant?"

"Have lead prices fluctuated in the last tuo Qegro?"
In these cases the words "maintained", “change"  ‘and
"fluctuated" mdst be given a more specific meaning'before.the
system can fashion an appropriate response. These general
. Words .cannot, houever, be given meaning by the system. The
) onty reﬁponae thét the system can provide, thérefore. is to
present the data (it the relevant data can be deduced from the

" question and If it Is available) and let the user drau his oun
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conclusions. It seems better to respond in this way rather

than to ask him to clarify the question.

7.8 CAUSALITY

In discussing the behavioral reactions of people to
the systenm, we mentioned that some of them started by assuming
only minimal capabilities and by asking pfogressivelg more
difficult qﬁestions to explore its scope and pouer. As ‘they
gained ﬁonfidence in the system they startéd treating it like
a human being. ‘To some extent, this ﬁas- the intent of the
experiment, but it led to subjects asking about causes and
motivations. - In general, such questions cannot be‘anbuered;

"Why was there such a great increase in operating

cost in plant 8?"

“Products 4 and 5 shou the greatest deviation

of selling price from list price, why?"

“Do goﬁ have information what these loans are for?"
In some cases.' however, the reasons for certain actions are
clear and well defined and could be entered intd the database
as causal properties of certain entities. Some of  the
equipment could have a property, for example, that said
"Reason for purchase: Depreciation benefits". This kind of
augmented data base would be much more powerful for problem-

solving.
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A feu of the questions that ask for the reasons behind
some action can be responded to by supplying data. This is
the case in the last example which can be ansuered by

' providing the sources and uses of funds.

7.9 MODEL DEFINITIONS

One of the more powerful uses to which the system can
be put is to define new models or neuw functions of existing
data. This is done in order to test hypotheses regarding
potential prbbléms. test proposed policy alternatives or
create quantities that the user is familiar with and that fit
better into his model of the situation..

Specifications for models defined as functions of
existing data are fairly simple. For example, "contribution
margin", abbreviated as "margin", has the following pieces of
knouledge associated with it in the prototype system:

(LEARN (CONTEXT MARGIN PRODUCT)

(DURING MARGIN TIME-INTERVAL)

(ARG-LIST MARGIN (LIST-PRICE STANDARD-COST))

(TYPE MARGIN MODEL))

(DEF MARGIN
(SAY CONTRIBUTION MARGIN IS THE DIFFERENCE BETWEEN
STANDARD COST AND LIST PRICE))
(DEFUN MARGIN (A B) (xDIF A B))

The first expression states that margin is a model, its inputs

are |ist-price and standard-cost and lists the cases in the
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parse uhere the key specifications for retrieving tﬁe inputs
can be found. The second expression is a definition of
contribution margin and the third the functfon that computeé
its value. In addition to this information there are some
default rules for retrieving data in the absence of complete
key information, These are contained in the retrieval
programs of the prototype system but there is no reason wuhy
they could not be encoded efficiently and compactly along uith
the above specifications. Thus, while the specifications of
each model are quite simple, they involve some knouledge that
the user does not have.

Creation of model specifications from sentential input
is very difficult. Often, more than one sentence is used to .
define the model and the construction of the sentences is
usual ly very complex. In addition, a large amount of
knouledge about the corporation and its environmént is
necessary if more pouerful models are to be defined. In
general, the problem of learning from an unstructuréd dialog
with the user needs to be solved. (See Schank [53], Abelson
(11, Charniak [15].) This is very difficult and it seems that |
building models conversationally, as part of a problem-solving
dialog, is somewhat beyond the current state of the art.

Since models are extremely important to the problem-

solving process, model definition facilities must be proviﬁed
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in the system. The best solution, given the state of the‘art.
seems to be to lead the user into a sub-system whenever he
attempts to define a model. lnsideAthe sué-sgstém he can
participate in a structured dialog to define the model. The
sub-system may know about various model types and the
interaction may: be tailored to the type of model the user

wishes to work with.

7.18 REQUESTS ABOUT THE CAPABILITY OF THE SYSTEM

At the simplest level, questions about the capability
of the system can be ansuered by using the list of entities
under the "does" property of the system with suitable synonym
and interpretation capabilities.

"Can you perform mathematical computations?"

"Can you format reports?"

"List all the functions you can perform."”
The more difficult questions of this genre involve the
capabilities of a model or the details of the data available.

"Can you produce a profit figure for each product at

a specific plant?* |

"Can you give me data on product mix from each plant?"
These questions have to Vbe ansuered from the knowledge
associated with each model and with each type of data. (See

also section I11.4.)
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7.11 REGARDING CONTENTS OF THE DATABASE

This is thé most frequent class of questions about the
system. Model names are, of course, used interéhangeah!g with
data names. |

"Do you have variable budgets?”

"Do you have any information on customer

satisfaction?"
In some cases the question is phrased as a yes-no question but
provides complete specifications for retrieving the data.

| "Can you shou me the overhead cost for each plant?”

The subject seems to have little doubt that the data exists
and he is asking for its value. In these cases the thé data
should be provided. I[f the information in the sentence is
inadequate the definition of the data and its principal

characteristics should be printed out. -

7.12 REGARDING COMPOSITION OF DATA | ‘
These quesfions are asked to determine the composition

of various types of data so as to construct suitable models of

the world. Thag are relatively simple to ansuer, houever.

The only knouledge needed to respond to questions such as:
"What makes up overhead costs?"

"Where do operating costs get included?"
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is knouwledge of the components of each type of cost and the
ability to go either up or doun the component tree.

Questions like:

"Are transportation costs included in overheads?"
should either be ansuered with "Yes" or with "No, they ére
included in cost of goods sold". In general, a negative
response to a yes-no question should attempt to provide as

much information as possible about the state of the world.

7.13 DEFINITIONS

Requests for definitions of various items contained in
system are very similar to the above class of questions. The
system should respond to them with pre-uritten pieces of texf.
If the request is not for the definition per se but requires
definitional information then there seems to be a case.for
selecting from a set of definitions depending on the question
and the context. For example, |

"Hou are overhead costs defined?"
asks for the definition of overhead costs which includes their
nature and how they are stored in the system. On the other
hand,

"Do you have overhead costs by product?"
merely asks whether overheads are allocated by product and

perhaps the rationale behind the decision.
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The system should also contain information on the
nature of various costs and hou they vary. This aflous it to
ansuwer questions like:

"Do overhead costs vary with volume?"

The knouledge associated with a model should also
include the nature of the output it produces and the inputs it
requires. This enables the system to ansuer questions |ikes

"Do you have a forecasting model for demand?”

"Do you have a model for measuring customer

satisfaction?"

"Do you have a model for maximizing contribution

subject to production and other constraints?”

7.14 PRONOUN REFERENCE, ANAPHORIC REFERENCE AND ELLIPSES
Any system that purports to allow convenient
conversational interaction in English must be able to deal
Wi th pronoun and anaphoric reference and ellipses. These are
used by subjects for brevity and conciseness. Consider for
example, the following sets of questions:
1. a. "What uas the profit for 19717"
b. "What was it for '72?"
2. a. "What were product 4 sales to Sears in "71?"
b. "What were they for product 2?"

¢. "For product 5?"
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3. a. "Did overheads at plant 1 exceed budget?"
b. "What about plant 27"
4, a. "Did anyone buy more than $108,800 worth
last year?" |
b. "Who did?", or merely, "Who?"
In each of these sets of questions, a later question omits
some of the information provided in the earlier question. In
1b. the pronoun "it" has to be correctly assigned fo profit.
In2b. and 2c. the unit number has to replaced in the
framework of 2a. to obtain the full question. Alternatively,
the missing cases have to be supplied from 2a. In 3b. only
the plant épecification is changed. The rest of the
information has to be supplied from 3a. (Question 4b. is
clearly an identity question except that the function is
unspeci fied. Thus, 4a. must be used to fill out‘tha cases
that specify the~functfon.

In the same way the second sentence in a pair of
conjoined sentences may refer to information supplied in the
first one.

"Did overheads exceed budget in plant 1

and by how much?"

Most of the reference devices used in the subjects’

ssntences can be handled by storing the parse of the last

complete sentence that was recelved as wel! as its main noun
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group. The noun group can be used for pronoun reference as in
1b. and the pérse can be used to create complete requests
from partial, incremental information as in 2b, 2c, aﬁd 3b.

We mentioned earlier that the identity list of ident?tg
. questions should be maintained for at least one sentence to'be.
abie to respondbfo questions similar to 3b.

This basic strategy can be extended to:include comp | ex
cases |ike:

"Give me the same figures for 1973."

"Substitute "direct manufacturing cost"  for "c&st of

production" in the previous input.”

Some subjects attempt to set specifications that should be
folloued for the next few questions. This can also be
mechanised in the above manner except that the stored
specifications must be used for every request until reset.

References and responses to questions asked by the
system can be deciphered by keeping a parse of the questions
and their main noun groups. Processing these sentences caﬁ be
simplified by the system phrasing its questions in such a way
that oniy a |imited number of responses are possible.

Anaphoric’ reference -and ellipses are common and
power ful devices. Thi%tu seven (7.4 X) of the subject’'s
requests made use of them. There are, however, a large

variety of anaphoric devices that are used in Englioh. The
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mechanism described above is capable of analyzing the more
popular ones-and covers a substantial percentége of the cases.
The effectiveness 'of .the system should not be seriousiy
diminished by its inabilifg to understand the more obscure

cnes.

7.15 THE WORLD MODEL PROBLEM

Every data base and every question-ansuering system
embodies a particular model bf,the worid. Further, it expects
questions about concepts and properties that are.sensible in
terms of this'model. A severe problem can arise, therefore,
if the user has a model of the world which is af variance uith
that of the system in significant ways. For example, our data
base contains direct manufacturing costs and overhead costs
for activities that cannot be directly attributed to
manu fac tur ing. The overhead costs are not aillocated _fo
" products, since ue feel this to be artificial. Break-even
points, therefore, have no meaning in the system. A user who
is accustomed to thinking in terms of break-sven quanti&leo
ulll ask for them and may not be able to proceed if the system
mereiy says it cannot provide break-even data.. ‘

Ideal ly, the system should be able to realize that tﬁere
ig a discrepancy betueen world models and since it cannot

change its model of the world it should explain it to the user
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to try to influence his,

The prototype system adopts an ektremelg simple-minded
approach to this problem. It maintains a list of concepts,
such as break-even, that it knows belong to variant models of
the world. Every time a question asks for one of these
concepts it responds by printing out an explanation‘of‘ its
Wworld model and why the question is inappropriate.

In some casés subjects defined models to bring the
Wwor |ld model of the system closer to their oun. For example, a
subject wuho is accustomed to working with total cost rather
than With production cost and overheads separately may:

"Define p-cost to be the sum of production cost and

overhead cost."

The difference in wuworld models may go unnoticed
sometimes and a user may misinterpret the data and come to the
urong conclusions, For example, a wuser may work With
production cost assuming that it includes allocated overheads.
This may lead him to conclude that cost increases were not a
problem when, in fact, overhead cost increases were seriously

depressing profits.

7.16 CONCLUSION
The knouwledge required for an inteiligent management-

support system is large and varied. In the prototype system



173

knowledge about data, models and entities is encoded in OWL
and stored in descriptive form. Knouledge about functions of
data, deduction rules and hou to ansuer different types of
questions is encoded as procedure.

Appendix 11l describes the corpus of knouledge
required to respond to the requests that uere made ‘bg the
subjects in the course of the experiment. We find that even
though the amount of knouledge required is rather large and of
many types it takes only about thirty pages of text to
describe. Thus, it is not intractable to incorporate it fnto
a knouledge-based system, A plan for doing so can be formed

based upon the above analysis
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CHAPTER 8

ANALYSIS OF PROBLEM-SOLVING BEHAVIOR

8.1 INTRODUCTION

This chapter analyzes the problem-solving behavior
exhibited by subjects in solving thq experimental problem
described in Appendix 1. The analysis is made in terms 6f a
"fraﬁe" oriented paradigm of coming' to grips wuith probiem
situations. The paradigm is developed in this chapter and ue
attempt to analyze the subjects’ problem-solving protocois in
terms of the processes postulated in the paradigm. UWe tﬁen
argue that a successful manaﬁement-support system must be able
to support these general processes and one that does uill be
suitable for a wide range of management problems.

A  number of models have been.propoaed for problem-
solving behavior (See Simon (62] and Gore [22].) but none of
them have proved very successful in explaining the specifics
of solving a particular problem. The "frame" model attempts
to do this in terms of special structures and procdsses used

" by human beings to comprehend situations. Frames are mental
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constructs introduced by Minsky [47] but with roots that go
back to Gestalt psychology. (See, for example, Wertheimer
691.) UWe believe that frame operations can be usedbto
understand the mechanics of coming to grips with certain kinds
of management _situations, The basic process consists of
mapping an existing situation into general models thit
encapsulate the essential features of such situations.
Details of the mapping characterize the‘aituation and lead to
the decisions, ér more realistically, tﬁé action plan.

One of the most important functions of a manager is to
explore a situation where a problem exists and isolate the |
detailed causes of the problem. We ﬁa'! this problem
diagnosis: the igolation of specific problems from grdss
symptoms. Problem diagnosis can be considered to be one
component of the decision-making proéesg but the paradibm
shows it to be inextricably linked with another compongnt:
the search for solutions.

Consider, .for example, the manager uho discovers that
profits for the last quarter were lower than expected.
Starting from such a problem, which may be repognized by any
of the means described by Pounds IQSJ; he will usually want to
dig deeper and isolate probiems at a more detailed level.

Problem diagnosis involves a particular kind of thinking.

It is concerned with problems that are generally familiar but
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are neither routine nor monumental. In other words,. they do
not have ready-made solutions but there exist general problem-
~solving processes that are applicable to them. Typically, the
manager's level of aspiration is not very important and he
does not try to innovate and create new models to solve thenm.
These characteristics are common to a. wide range of problem
situations. Later sections of this chapter will describe the
paradigm in detail and present supporting 'evidence from the

‘problem-solving protocols of the subjects.

8.2 NEED FOR PROBLEM DIAGNOSIS

The problém diagnosis process can be characterized as
the analysis of a problem knoun to be soluble and for which
the solution criteria are predefined. Clearly, the problem
diagnosis process is hierarchical. 1f lou profits are
‘analyzed to result from high overheads then high overheads can
be analyzed further for even more detailed causes. (There is
considerable evidence of probiem decomposition and
hierarchical processes in problem-finding/problem-solving.
See, for’inatance. Neuwel! and Simon [S51},) Thus, starting from
grross symptoms the process creates a (ree of problems. Each
node of the tree is a problem and gives rise to secondary
nodes that repreéant the sub-problems that contribute to it.

Since the objective is to decide upon courses of action to



177

alleviate the gross symptoms, the process stops with the
isolation of problems that can be influenced directliy by
decision variables. Thus, the search for detailed problems is
influenced by available solutions.  Simon's (62)
"intelligence" and "design" phases are, therefore, seen to be
combined into a single process and the search for problems is
intermixed with the search for solutions. The culmination of
this process leaves the manager with not only a better
understanding of the situation but also with a plén of action
geared towards its resolution. Thus, problem diagnosis and
problem-solving are seen to be closely related and, in fact,
to form a single syndrome,

A problem branch may also terminate due to the inability
of the manager to find more detailed problems or to obtain the
required information. In general, the exact set of detailed
problems at which a tree will terminate will depend not only
"on the situation but on the manager's perception of it, the
mental models and the data he possesses to analyze it and the
decision variables available to him. These factors will be

explored in |ater sections of the paper.

8.3 THE STRUCTURE OF MENTAL MODELS
Minsky [47) has postulated a theory that seems to ‘be

useful in explaining houw people analyze situations and bulid
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mental repesentations of them.

"When one encounters a new situation (or makes a
substantial change in one's view of a present problem)
one selects from memory a structure calied a Erame".
This is a remembered framework to be adapted to fit
reality by changing details as necessary.

A frame is a data-structure for reprasenting a
stereotyped situation like being in a certain kind of
living room, or going to a child's birthday party.
Attached to esach frame are several kinds of
information. Some of this information is about hou
to use the frame. Some is about what one can expect
to happen next. Some is about what to do if these
expectations are not confirmed.

Each frame has a number of terminals for attaching
specific information. These can be thought of as slots that
can be filled by specific instances or by data. Each terminal
has conditions which must be met by its assignments, Thus,
the process of filling a frame consists of assigning data
values or instances to each of its terminals, The act of
filling terminals may, however, invoke frames for the terminal
situations and require further assignment of terminal values.
Let us consider an example. Minsky quotes a fragment of a
children’s story:

There once was a Wolf who sau a Lamb
drinking at the river and wanted an excuse
to eat it. For that purpose, even though he
himself was upstream, he accused the Lamb of
stirring up the water and keeping him from
drinking. (etc.)

The processes by which we form a mental repesentation of this

story seem to be as follous., Reading the first sentence
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invokes the situation "Wolf wants to eat Lamb". In our mind,
there are tuo frames associated with this situation. One . is
the real-life frame in which the Wolf catches, kills and eats
the Lamb directly. The other is the story-book frame in which
some ruse or stratagem is required to trick or trap the Lamb.
The next sentence invalidates the real-life frame and confirms
the story-book frame. Now, we try and fill the terminal of
this frame which asks for the ruse or strategem employed. To
du‘ this we invoke a ruse/strategem frame, perhaps a very
simple one since we realize that this is a children's story,
and try and fill its terminals with the specifics of the ruse.

Ultimately, we analyze the story into a set of frames and
terminal values (some of which are filled by default) and
create a mental model. This model is our "understanding”" of
the story and we can use it to answer questions about the
story. In fact, the frames and terminals of this model fit
into a more general structure of frames and terminals in our
mind --- our model of the world --- and we are able to use it
to ansuer questions about the story that go beyond the facts
contained in it. Such a question may be "Was the Wolf
salivating?" and it will receive an affirmative ansuer because
a default terminal value of the "desire-to-eat" frame is
salivation.

An interesting confirmation of frame-oriented thinking
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comes from an experiment described by Mosher and Hornsby (58]
~in which children were asked to play a variation of "tuenty
questions" and determine the cause of an accident -- "A man is
driving down the road in his car, the car goes off the road
and hits a tree.”" Asked to describe his "system" for getting -
the answers an eleven-year-old responded:
Well, to eliminate big things quickly -- like

was there anything wrong with the road -- was there

anything urong with the weather -- was there

anything wrong with the car -- was there anything

urong With the person -- if there's something Wrong

with the person, you start from the bottom and go

to the top.

I group like all the things with weather,

breaking (sic), then | group them smaller and

smaller till I get to the point.
It seems clear that the description of the accident causes him
to invoke an analysis frame that contains four potential
causes -- the road, the weather, the car and the person. He
intends to explore each of these until he finds the applicable
one. Then, he plans to investigate it further.

The top level of his analysis frame may, therefore, be

diagrammed as belou. It is reasonable to postulate that he

also has frames for each of the terminal causes which allou

him to carry the analysis further.
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ACCIDENT
(Going off the road)

o 1 [
ROAD ' WEATHER CAR PERSON
PROBLEM - PROBLEM PROBLEM PROBLEM
Thus. the‘potential causes in the frame are'ueed to form
the branches of the probiem tree. The next level of the

problem tree is built up by invoking and filling frames for

the applicable problems.

8.4 PROCESSES IN SITUATION ANALYSIS AND CONPREHENSION
The above examples suggest the following processes in
situation comprehension:
1. Invocation of frames from named concepts.
2. Selection betueen competing frames, and frame
validation.
3. Assignment of termfna!a.
A more comblete paradigm of situation comprehension may
be described in terms of these processes as'follouax
A. Invoke frames.
B. Select betueen competing frames and validate
the selected frame.
C. Attempt to fill each terminal of selected franme.

This may require the invocation and filling of frames
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i.e. steps A. to E. This makes the process recursive.
D. Are all terminals filled?

If so, proceed to E.

[f not, use characteristics of unfilled terminals to A.
E. Have all important facts been considered?

[f so, proceed to F.

I1f not, use unaccounted facts to A,
F. Fit frames together to create an internal

representation of the problem.

The above paradigm implies the ability to invoke neuw
frames that differ from given frames according to specified
terminal characteristics. This is used in a feedback
mechanism that matches the given situation against a structure
built from the manager’s mental frames.’ In certain cases,
appropriate frames may not exist in the manager's mind and,
within certain limitations, new frames may be created. Often,
these are created incrementally from old frames or
hierarachically from more pouerful concepts.

Basically, frames are used for situation
comprehension; a complex form of what ‘Brunar [9) calls
"categorizing". Once this is accomplished and an internal
representation created, it dictates the implications and the

cause-effect relations to be used in drauwing conclusions and
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in the search for action alternatives. (See also Note 3.)

A varisty of frames and other mental constructs may
arise from a concept such as "profit". There .are frames that
analyze the reasons for low and high profit and probably
others for more specific situations. In addition, there are
cause-effect relations that say "Profit increases if revenues

" stc.

increase." and "Profit decreases if costs Increase.
Above these is the master concept that "profit is jhe
différence between revenue and cost".

The master "profit" concept exists in the background
and seems relatively difficult to work with directly. Its
utility ties in the creation of new frames and céuae—effect
relations and as a place to hold pointers to more specific
frames. Some framas; such as lou-profit, have loose
evaluative judgements, such as "bad", associated with them.

[f managers do think in terms of frames then a
management-support system should support frame processes that
allouw him to categorize today's problem in terms of knoun
frames. The following section analyzes the processes of
comprehending problem situations and finding solutions in more

datail. A subsequent section analyzes the requirements that

supporting these processes places on the system.
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8.5 PROCESSES IN PROBLEM DIAGNOSIS

The general paradigm for situation comprehension
described above can be refined to elucidate the detailed
processes uged in problem diagnosis. Situation compfehension
frames can take on a variety of structures e.g. a description
frame for a person may contain his job, his hobbies, his ﬁge
and his net worth as terminals. In problem diagnosis the
analysis frames consist» of.a list of sub-problem terminals
each of wuhich may or may not exist in. the given situation.
The process of problem diagnosis may be described as folious:

A. The manager considers whether he can take a decision
that uill solve the problem directly, i.e. if a decision
frame exists for the problem (s;b-problem).

If so, he will attempt to assign terminals
to it. These may be inputs to a decision rule,
If this is successful the problem branch uill terminate.

B. If a decision frame does not exist or cannot be filled
adequately he will invoke one or more aﬁalusie frames
for the problem (sub-problem).

C. Validating questions uill be asked to eliminate some of
the analysis frames. Typically, these are yes-no
questione;

D.'Each anélgsis frame will contain potential sub-problems

as terminals. The manager will attempt to fill these
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terminals i.e. test each sub-problem to see if it
exists. Each sub-problem that exists will be analyzed
further starting at A. Competing analysis frames may
also be eliminated at this stage.

E. In rare cases alternative branches of the problem tree
will be created and alternative analysis frames pursued
further and eliminated on the basis pf information
obtained at a lower level.

F. Decision frames selected for the sub-problems ﬁili
constitute the "decision" or the action plan.
Occasionally, the manager will ask a few questions at
the end of the session to test the decision frames.

Thus, each problem is either attacked directly by a
decision frame or analyzed into sub-problems using its
analysis frame. In practice, there Is another important
method of dealing with problem branches --- they may be held
in abeyance. This may be done to gather more information or
to consult someone who has special knowledge i.e. can bring
mo?e refined frames to bear on the problem. Sub-problems may
also be (temporarily) abandoned in favor of more promising
branches. Thus, branches of the problem tree may end in a
"wait" state. _ Finally, because of cognitive limitations, the
manager may forget or ignoré certain sub-problems and/or

.tarminals.
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Simon [62] models decision-making as a three stage
process:

The first phase of the decision-making process
--- gearching the environment for conditions calling

for decision --- | shall call intelligenge activity
(borrowing the military meaning of intelligence).

The second phase --- inventing, developing and

analysing possible courses of action --- | shall call

design activity. The third phase --- selecting a

particular course of action from those available ---

I shall call ghoice activity.

Our model starts with the existence of a gross symptom
that indicates an undesirable situation and necessitates a
search for solutions. In one sense then, the intelligence
activity precedes our model and terminates with the
recognition of the gross symptom. In another sense, houever,
additional intelligence activity is required because the gross
symptom can rarely be alleviated directly wuith decisions.
Thus, further intelligence is needed to isolate the detailed
sources of the problem that can be attacked directly by
decisions. In this sense our model can be considered an
elaboration of the intelligence phase. Design and choice
activity aucceéds this phase for each of the detailed problems
that are isolated.

From another perspective, however, the processes in
the model can be considered to be the search for a solution to

the gross problem. The design and choice phases seem to take

place in frame analysis and are dependent on the nature and
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the structure of the frames. A better characterization of the
mode! seems to be the reaching of an understanding of a
problem situation --- the factors that are important, those
over which the manager has some control and others for which.
he needs more information. This seems to be closer to actual
managerial bahavior,.fof certain problem types, than the more
general intelligence, design, choice syndrome. Furtﬁer, the
frame model is capable of explaining the detaile of the
' analysis in terms of the manager’s conéeptual structures.

The frame mode! seems, in fact, to be closer to the
heuristic model advocated by Gore [22). Gore’s model has a
much broader scope but the early phases of frame invocatién
and validation seem to correspond to his development of the
"Orientation Set" and the later phases of hierarchical
'analgsis of problems and the selection of decisions to khe

development of the "Evaluation Set".

8.6 EXPLORATION OF THE FRAME MODEL

Malhotra 1411 describes two probliem-solving protocols
that substantiate the frame paradigm. This section presents
fur ther supporting evidence. Chapter 4 decribes an experiment
in which the subject, in the role of the president of .The
Battery Company, is confronted with the fact that although

sales increased last year profits decreased., He is asked to
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try and reach an understanding of the situation and recommend
a course of action with the assistance of the perfect Engllsh
language system,

We shall start by describing the behavior of tuo
subjects whose protocols follow the basic paradign. Later
sections will consider ~ variations in the paradigm to
accomodate special circumstances. The protocols are sligﬁtlg
edited to eliminate non-problem-soiving interaction with the
system. Complete protocols are listed in Appendix li.

Subject 18 |

The subject was a production manager with ten years‘of
line experience and tuwo years of staff experience. He starts
off by asking three basic, validating questions to get the
feel of the system and his bearings about the company.

1. UWhat ués total revenue for the company?

2. What uas the»cost of goods sold?

3. What was the net income?

He now proceeds to test the first terminal of his frame;‘
whether production costs have increased.

4., UWhat is the unit cost for each product in each

plant?
He is told that unit costs are the same in each plant and
provided uith the'unlt cost at each plant.

5. UWhat was the actual unit cost change per product
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in 1973 over 13727
Instead of first determining whether there was an increase in
unit costs and {hen breaking this doun bg plant and by product
he investigates the unit cost situation completely. This
done, he moves on to his next terminal.
6. Hou much did overhead cost fncreaae in 1972
over 1973 in each plant?
Again he investigates overhead cost probliems completely before
moving on,
7. What uwas the volume increase per product in
1973 over 19727
After this, he says he has a plan of action but asks two
further questions before closing the session.
8. Nho‘are my customers and what is their volume per
customer?
9. What is the price of each product?
His action plan was "I would increase price on products 1 and
2. ] would also reduce overheads in plant 2 and 4 and In
headquarters." This follous from the fact that products 1 and
2 had the highest volumes and plants 2, 4 and headquar ters had
the highest increase in overhead cost.
Subject 18 seems to use the set of frames pictured in
Figure 8.1 to solve the problem. He is an experiénced manager

and his frames are clean and uell defined. He explores each
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sub-problem terminal in depth before he proceeds to the next
one, The question about customers seems to be a general
validating question to see if there is anything of interest
there. It is not explored further. The final question seems
to be asked to test an action recommendation: to ascertain if
the prices of products 1 and 2 could be raised i.e. they uere
not too high already.

The next protocol also fits in with the ba;ic
structure of the paradigm and seems to indicate that the

subject is thinking in terms of frames.

Subject 23

The subject was an engineer wWith a degree in
Operations Research and ten years of experience as a
production engineer. He was taking his first, formal
management courses at the time of the experiment.

He starts off by asking a few questions to get the
feel of the system and its capabilities,

1. UWhat types of data do you have?

2. ls revenue recorded by product?

3. What are revenues for each product?

4, UWhat are sales by plant?
Now he moves into his first terminal which seems to be a shift

of sales between products or plants.
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5. UWhat are sales by plant by product?
B. Subtract 1972 sales by plant by product from
1973 sales by plant by product.

He now starts on his second terminal; increase in production
cost.

7. Did any product cost exceed budget in 19737

8. Bg plant by prodbct which cost exceeded budget?

9. Uhich product of the five had the largest

percentage variance?
19, In 1972 uhich product or products had the largest
variances?

The next terminal on his frame seems to be "decréased profit
margins".

11. UWhat were 1972 and 1973 profit margins by

product? |

Next, he investigates changes in unit manufacturing costs.

12. Can you give unit costs by plant by broduct?

13. UWhat were actual unit costs for plant 27

14. UWhat were unit costs for 13727
Finally, he looks into changes in product mix and price
problenms.

15. What was product mix by percent in '72?

16, UWhat was product mix by percent in '73?

17. What uere 1372 and 1973
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prices for each product?
His analysis was:
"The prices in 1973 have not kept pace with the
rise in costs. The roughly five percent rise in
prices has not equalled an approximately seven
percent hike in costs, The pricing should cover the
costs but since all products in all plants uere over
budget one must assume that something common to all
like overhead is the culprit. Institute tighter
internal cost controls." ,
The subject’s frames are illustrated in Figure 8.2. We notice
his frames are uider than for‘ subject 18 and he investigates
production cost and unit production cost separately. This is
somewhat inefficient as he seems to be attempting to get at
~ overhead thrbugh'production cost. Questions 8, 9 and 18 are
interesting examples of the use of "“which" questions to
pinpoint the exact location of the problem. Like subject 18, .
subject 23 also investigates each terminal in depth before
moving on to the next. This may be because the system makes
it very easy to ask for data by plant and by product. There
are, Houever, subjects who go completely across the top level
of their frames before investigating any of the operant sub-
problems in detail. The next protocol does this for overhead
cost. |

One of the more unusual types of terminals that some

subjects used can be calied "Product Problem" and "Plant

Problem". The subject seems to feel that the problem lies in
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one or more of the producis or the plants and prbceads to aak
for data to make comparative analyses. This kind of terminal
may arise from .a view that treats the corporation as being
divided in two ways: by plant and by product. The following
protocol provides a good example of such torminafs. Other
protocols shou tﬁe subject asking a numbef of questions about
one plant or one product as if he was investigating the

largest, most important or typical case.

Subject 8
The subject uaé‘an industrial enginneer uith sixteen
years of management experience.
1. What uas overhead for 19727
2. UWhat was the difference in overhead
from 1972 to 19737
3. List the product mix for 1972 and 19737
These questions test the "High Overheads" and "Change iﬁ Mix
to Less Profitable Producfs" terminals of his frame. These
seem to bevin the nature of validating questions. He decides
that overheads are a problem but does not-inveatig#te them in
detail. He nou moves into the "Product Problem" terminal.
4, Give me the profit margin oﬁ sach product for
1972 and 1973..

S. UWhat is the cost of each product for
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1372 and 19737
6. UWhat were the sales for each product
~“in 1972 and 1973?
Nou he goes in to "Plant Problem" and as part _of it
investigates errhead by plant.
7. Give me the production cost budget for each plant
and the overrun if any.
8. Uhat @as the‘ovarhead budget for each plant?
9. UWhat overhead costs were incurred at each plant?
1. Nhéfvfs the percent overhead overrun at each
plant?
11. Give me sales percent increase at eadh piant '
for 1973 over 1972?
His action plan was "It appears that piant number 8 and 2 hnd
4 have excessive: non-direct expenses. Rafher than lncréaue
prices | would pursue a program of cost reduction.". Note
that the only tuo policies he mentions are in the Plant
Problem (high overheads) and Product Problem categories (low
prices). The framﬁs used by subject 8 are pictured in Figure

8.3

"8.7 EXCEPTIONAL CASES
Occasionally, a manager will go across the top-level

of his frame and not find a terminal that signals an existing
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sub-probliem, This usually happens uhen one or more terminals
have been checked’inappropriatglg. perhaps because they have
the wurong sorts of frames associated wuWith them. Let us
consider an example. One of the potential sub-problems .for
the experimental problem is that overhead ;oste have.increased
inordinately. if the user checks this by asking for the
percentage of ovérheads to sales in the last tuwo years the
answer is 11.9% and 12.3%.  This does not seem to indicate a
problem, although overheads have increased by over a million
dollars and have seriously affected profits. The problem does
not show up because overheads are small compared to sales and
sales increased by 28%. In this way, a sub-problem tefmlnal
can be wurongly marked as negative. Some subjects wuere
cognizant of this problem and asked for other data to place
the change in overheads into perspective. Another reason for
not finding a pfop!am is that the subject may be missing. an
important terminal from his frame.

When the subject goes across the top level of bis .
frame and fails to find a problem he tends to become perplexed
and may take a variety of actions. We analyze these
strategies in this section.

The first reaction on not finding a problem on.the top
level of the problem frame is, usually, to go back and recheck

all the sub-problems. On this second round the subject may



139

ask for different: data and use different discriminant
functions on‘ the data to test uhether or not the probiem
exists. For example, in testing whether increased overheads
are responsible for the decreased profits, he may now ask for
the "increase in overheads in 1372" or "the ratio of overheads
to profits in 1972 and 1973". The altered discriminant
functions may lead to different conclusions and the subject
may find an operative sub-problem.

Another reaction to not finding a problem in the_ top-
level terminalé of the frame is to question its structure and
try and devaloﬁ additional terminals for it. This seems to be
much more difficult than invoking frames and filling
terminals. It manifests itself in a number of validating
questions, asked seemingly at random, and it may lead to the
creation of new terminals one or more of which may indicate an
operative sub-problenm.

Fina!lg. the subject may question the problem frame so
strongly as to rise above it‘to the general, more powerful
concepts of the profit identity and the cash flow equation and
use these to solve the problenm,

These three strategies may be called: Retesting,
Reformulation and Reconceptualization. Although each etrategg
is distinctiy different in attitude and purposs, the first_tuo

often appear intermixed wuWith esach other as the sub ject
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1 thréshes about, trying to make sense of the perplexlng
situation in uhich there is a probiem but he cannot find it.
The third strategy seems to appear after the subject has
overcome his initial beuilderment at not finding the problem.
Frames can be considered to be conceptual hueristics (See Note
4.) that the manager uses to try and get a quick understanding
of commonly encountered problem types. [f they fail he tékes ,
a deep breath and starts again using more rlborous‘ and
pouer ful methods.

The follouwing protocols present examples of these

three fall-back strategies.

Subject 3
The subject was a school teacher wuwith no management
experience., At tﬁa time of the experiment he uas a student at
the Sloan School of Management. He starts by checking a
number of terminals, generally asking one question for each
terminal.
1. List sales for product 1 through product 5
for the last 2 years. |
2. List prices of single units for both 72 and 73.
3. UWhat was the cost of producing each prdduct for
both 1972 and 19737 |

4. Did one plant assume more production of batteries
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from the other plants?
5. In 19727
6. UWhat was the rate of increase of shipping cost
betueen 1972 and 1973?
7. Are shipping-costa reflected in production cost?
Note that thqlsubjact has not asked for overheads. lnstéad.
he asks for shipping costs which he may have assumed to be
part of overheads. If, on the other hand, he assumed they
| were part of production costs then he ié rechecking a part of
production costs that he has already tested with question.S.A
In fact, it éeems that initially the subject had four
terminals on the top level of hi§ frame. He cﬁecked these
Wwith questions 1 to 4. The folloning questions recheck these
~terminals, often in a different way or using some subset of
the data. Some of them try out new terminals, thought of on
the spur of the moment. Others are vaii@ating questions asked
to genéréte neu_terminala.
8. Dﬁ you have information on customer satisfaction?
9. UWhat is the percentage of repeat customers in 1973
and 1972 and in 1971 and 19727
190. What was the unit price in 19737
11. UWhat is the percentage of increase of each
product for each year studied?

12. UWhat uas the percentage increase of profit for
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the last five years?
13. UWhat uere the overhead costs for the last 5
years?
14, What is list price vs selling price for
last 2 years?
15. Product 4 and 5 shou the greatest difference
betuween list and quotation prices, why?
16. Do you have a list of changes in sales force
for each branch?
The subject seems to sit back and take stock at this point.
Overheads seem to be a possibility and he returns to analyze
them in greater detail.
17. Give me a breakdoun of items in your overhead.
18. Include each of these by plants.
19. Compare overhead costs for the last five years.
28. Do you have further breakdouns of overheads
attributable to each product uwithin plants?
He seems to decide that overheads are not a problem. Later he
said that the million dollar increase in overheads did not
saem "much"”,
21, UWhat X of each product is sold from each plant
for each of the last 5 years?
22. UWhat is the total volume fér each plant (sales)

for each of the S years?
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‘These questions» seem to ask for sales by plant and are
rechecking thé sub—prob!em tested by question 4. Now he goes
back to checking overheads and their components,
23. Compare piant overhead uith total overhead
for the last 2 years, 1973 and 1972.
24, List increases in overhead for each plant for the
fast five years.,
25. Compafe overhead costs for‘plants for the last
5 years. |
26. What are salary increases for each plant for the
last two years?
27. List increases in interest costs for the last two
years.
28. List inventory of product at end of 1971
and 1972.
The subject abandoned the problem wulthout having reached a
satisfactory understanding. This protocol illuﬁtrates
Rechecking and Reformulation. The follouing protocol

illustrates Reconceptualization.

Subject 11
The subject was the manager of an operations research
department with five years of staff experience.

1. What was the ¥ of overhead to sales in each of the
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4,

5.
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last five years?
Nehé there any changes in the product mix in terms
of sales dollars? |
Hhaf were the profit margins of the five batteries
in the last tuo years?

What are the handling costs associated with each
product and did they change over the l|ast

tuwo years. ,
What are the actual selling prices of the five

batteries?

He seems to have gone across the top level of his frame and

failed to find a problem. In fact, question 5 seems to be a

hal f-hearted stab at testing a new, not quite properily

formulated,

identity.

6.

terminal. He nou goes back to the basic cash flow

How much uas the additional revenue received
from the 20% sales increase and where wWas

it spent?

The system could not ansuer this. Hence:

7.

The intent of my question is to find out if you
knouw if your accounting methods can relate the
changes in sales to changes in your expense
structure.

Please give me changes in each type of cost
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associated uith each product.

9. 1 uould like the cost of each product broken doun

on a direct aad indirect basis.

10. UWhat was the total production cost in each of the

tﬁo years?
The subject concluded:

“Your brob(em is in the area of controlling o
production costs. You experienced on 8 million dollar
increase in sales and a 7 million dollar increase in
production cost and some increase in the overhead."

If he had checked the percentage of production cost to
sales he would have found that it changed hardiy at all and
the million dollar increase in overheads accounted aimost
completely for the decrease in profitability.

In general, the subjects’ protocols seem to
substantiate the framé paradigm. Analysis of the probiem.
follows their frame structures although it is contaminated by
quastions asked to learn about the system and validate their
final recommaqdations. Frame analysis seems to be the first
level of attack on.the problem, if it faile the subjects tend
to retest, question or rise beyond their frames to more
- pouer ful concepts.

The composition of frames seems to be fairly simitar

among aubjecté except that some start with a feu general

problems and move later to specifics while others check a
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number of specific problems at the top level. This may be a

matter of problem-solving style and the manner in which they

organize concepts in their minds.

8.8 COMMENTS ON THE PROTOCOLS

1.

2“

4,

Frame stfuctures seem to be very different for different
éubjects. Some of them, like subject 23, have nide frames
Wwith specific terminals, Others, !ike subject 18 have
feuer, more‘géneral terminals.

Certain terminal values seem to be filled by default and
subjects do not seem to bother to ask questions to aqs!gn
them. For example, they knou that‘managenent sslariea gq
up every year.

The protocols indicate that managers ask general
questions (using words like "sufficient” and
"maintained") to try and eliminate a sub-problem. [If it
cannot be eliminated they ask more specific questions to
assign terminal values,

Most of the questions that attemﬁt to eliminate a
sub-problem terminal ask for a piece of data in relation
to a norm, plan, standard or history. (See Pounds (55].)
Often the relationship is a loose one (expressed by uords
like "sufficient” and "maintained") such as whether the

two numbers are.of about the same magnitude or uhether one
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is greater or lesser than the other. This corresponds to
the fact that the terminals are named "Lou profit",

"High Inventory", etc. The feu'single numbers that seem
to be significant, such as sales, seem to Qerve,as
validating questions in that they sélect frames such

as ”smail-cémpang”.

The processes of vallidation, frame creation and terminal
assignment'do not take place in "logical"
sequence. In fact, terminals are left hanging as higher
level terminals are filled, frames created, etc.

This suggests that all elements of a frame are not
retrieved at the same time, but seem to arise in some
order of importance. Further, the subjects Qeem to have
special processes that bring in the next terminal and '
check if all terminals have been filled and if all the
given facts are accounted for.

Since this was the first pass at the problem a number of
branches tended to be left in the "uait" state due to
insufficient information or because the subject felt them
to be less important relative to other branches. We
expect that this uill be found to be typical of earfg
problem diagnosis attempts.

Similarly, since this is the first time the subjects used

the system some of the questions are asked more to teét
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the system than for their answers. The user is trying to
understand the system as well as the problem.

8. In considering the problem-solving:bahavior exhibited.in
the protocols we must remember that real-life
problem diagnosis is not a one-shot process. Typically,
the manager Qill go through a preliminary session and then
repeat the process again using more detailed frames some
pf which may have been created as a result of earlier
analyses. This iterative nature of:problem diagnosis

 is underplayed in the experiment.

8.9 CONCLUSIONS AND OTHER OBSERVATIONS
We find that the model of probleﬁ diagnosis and it's
variants described above seems to explain protocols quite
well, The subjects seem to foliow their frames faithfully to
test terminals add reach the conclusions they dictate. The
frames do seem to provide the basis on which they analyze
problems rather than being merely a convenient repressntation
of their problem-solving process. Thus, if frame etructﬁres '
ars found to be reasonably stable among managers or if they
can be isolated for a group of users then they can serve'aa a
basis for system design. Frame structures may, therefore,
provide a powerful empirical methodology for the design of

knou | edge-based systems.
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Other investigations of problem-solving also provide
evidence of frame processes. Studies of medical diagnosis by
Sussman [65] and Rubin [57] indicate that doctors invoke
initial disease frames based on information about age, sex and
symptom. They process subsequent information in light of this
initial hypothesis and ask questions to test it. The facts
may however disconfirm it and invoke a neu frame. Sussman
describes a .situation in which an inexperienced physician
gstarts to describe a case to an experienced physician by
reciting a long string of the patient’s characteristics. The
experienced physician soon grous restless and asks what the
symptoms are, bresuMablg because he does not have a frameuork
into which to fit the facts.

The frame structures involved in medical diagnosis are
very large, however, and they may get severely truncated due
to cognitive limitations, (See Miller [45], Schroder, et al
(68).) Doctors tend, therefore, to use formal queétionnairea
and checklists to make sure nothing is overlooked. Another
precaution they take against missing information is
investigate a éubject completely when they start asking about
it rather than merely ask for information to test the frame.
8.9.1 Generality of the Model

We maintain that the process of problem diagnosis is

similar from person to person since the protocois display
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common features of frame invocation, 'terminal filling, etc.
Différences in problem-finding/problem-solving style and
effectiveness can be attributéd to differences in the number,
confent and structure of frames for the situation at hand.
These differences ‘uill determine - the importance of various
factors in the analysis and the order in which they Qill be
considered.  Further, individual cognitive capacities dictate
hou many frames and terminals will be "over|ooked".

An expert may have a thousand detailed frames for averg
aspect of a situation. Someone uith less experience may have
only fifteen or tuentgr The orientation process for naive
users may, therefore, involve a considérable amount of frame
creation uhile an expert may require only validation and
would, therefore, be much quicker. This may account for the
expert’'s ability to "get right to the heart of the matter”.
Thus, the performance of the novice will aluays be worse; he
may be unable to analyze the problem due to inadequate frames
and if he tries to develop them he may aﬁrain his cognitiva
capacity and degrade his performance in other tasks.

Since one can be expert only iﬁ certain limited areas
it follouws that the expert’s frames will be better in certain
areas than in others. This may account in part for the
observed phenomerion of selective perception. (See Dearborn

and Simon [171.) Malhotra (611 also provides an example of
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looking at a prqblem preferentially from one's speciality.
. 8.9.2 Problen Diagnosie Stule |

| On the eimplest_ level, a manager may decide to fill
all the terminals of a problem frame before investigating the
. next lower Ieval.or he may investigate each sub-problem as it
~arises. He may decide to leave some branches in the "wait"
state while he investigates more promising branches. Some of
these decisions uill be taken according to his a priori
evaluation of the importance of various sub-problems while
others may be functions of personality Qariabléa. Bruner (9]
found that the different concept attainment strategies
emplioyed by his subjects wuere consistent features of thgir
personality. . This may also be true of problem-
finding/problem~solving strategies. (See Note 5.) |
8.9.3 Eacilities for Frame Analusie

If the frame mode! is valid for the kinds of probiem-

solving we have been considering then managers come to grips
with problem situations by validating and analyzing frames.
Only if this process fails do they try to create or modify
their frames. A successful management-support system must,
therefore, be able to answer questions that are used to
validate frames and test terminals. If frame éroatlon is
important in certain situations then it should be able to to

support inductive processes that lead to the generition of neu
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frames. The ability of the system to support these processes
will determine its success as a management aid. Moreover, the
tupe of problem the sustem will be best suited for uill depend
_on the tuves of guestions it is best equipped to ansuer.

Testing whether a terminal sub-problem exists usually
‘involvas looklﬁg_ai data or mode! values, comparing them uith
a budget, gﬁa! or historical norm and testing whether the
di fferences are significant. Thus, the system must bé-able to
retrieve data, evaluate models and compute functions of vdata.

Terminais can also be tested by asking yes-no
questions with fuzzy diﬁcrimjnating function such as:

"Were brofit margins maintained this year?"

"Did unit costs change significantly last year?"
In these cases the system should try and recognize the data
and the comparison required and present them to the user. He .
can then use his judgement to decide whether the suﬁ-problcm
exists. | |

Other gés-no questions ask for the oxisténce of
certain entities:

"Wlere overhead budgets exceeded by more

than 10% in any plant?"

These questions are often followed by "Which ones?” Thus, the
list of identitieé that pass the test in the yes-no question

should be kept by the system for at least the following
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'question just in case it is an identity question based on the
previous onéa |

The system must also be able to answer identity
questions as they are often used to isolate the existence of a.
problem to a particular plant or producf. For example:

"Which plants exceeded overhead budgets by more

than 10%?"

"Uhich'broducf had the largest increase in unit cost?"
8.9.4 Erame Building and Yalidation

Yes-no questions are also asked to vélidate ‘frames.
If ansuered in the affirmative they are followed by a question |
asking for data to eliminate a sub-problem or assign terminals |
in an analysis frame. Thus, whenever a ges—nb queétion has to
be answered in the affirmative, the support system qhbuld
attempt to supply some of the information that may be relevant
to the analysis frame that will be invoked.. In some cases
this can be done quite easily. For example, the question "Do
you have profit margin by product?" should be ansuered by a
listing of the margins for all products during the last year
rather than by a "Yes, we do.".

Other . yes-no questions are vaaked for system
validation. The user wants to knou what is available before
he plans his p?oblem-solvlng strategy. The system must,

therefore, be able to answer questions about what it can do
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and about the data and knouledge it contains.

Frame _building general ly begins uith yes-no questioris
about the problem environment. Ansuering these may be
sufficient but in some cases the user may also wish to build
models and the system must be able to allou this as well,
8.9.5 Scanning and Eocussing Strategies

Ouestidﬁs that teet if terminal sub-problems exist
seem to be associated with what Bruner (9] called> scannihg
strategies i.e., the testing of hypotheses that the‘subject
. has in mind. The converse, focussing strategies, would seem
to correspond to the building up of frames from observed
properties. Bruner recognizes that ’"the task' of search
imposed upon the user of .. . focussing may become rather
severe", and this is even more true in situation analysis than
in Bruner’'s concept attainment tasks. It is little uﬁnder
then that subjects preferred to solve the probiem by frame '
analysis and were disconcerted wuhen their frames failed and

they were forced to modify or supplement them.

8.18 NEED FOR A GOOD MODEL OF THE NORLU

The prime determinant of efficiency and success in
problem analysis seemed to be a good set of frames for
corporate profitability. It seemed to provide the aubjacfs

with a basic structure uithin which to operate. The more
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successful subjects spent a few moments planning the
investigation before they started asking questions. This plan
was based on their frames and included the data required and,
contingent on the values obtained, a general pattern for the
problem-solving process.

Subjects who started by asking for data and attempting
to make a plan as they went along, generally did poorly. They
tended to get swamped by numbers that meant Ilittie to them:
since they did not have a framework to analyze them and had
not thought through the implications of.different data values.

The néed for a good model-based plan of aétion is
hardly a neu'or surprising result., It s good to see it

confirmed, houwever.
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CHAPTER 9

CONCLUSIONS

9.1 BASIC CONCLUSIONS

The basic conclusion that emerges from the analysis
presented in the previous chapters is that an English language
system, designed along the lines described in Chapter 2, would
be useful to managers and can, indeed, be built. Such a
system does justice to the complexity of the manager’'s
problem-solving process and although the state of the art does
not allow all the facilities required to be provided in an
efficient and natural manner, a sgstem can be implemented uith
sufficient pouér to provide meaningful assistance to managers.
Such a system would be superior to any computer-based
management aid ava{lable today.

The system will be deductive in nature in that it will
support the manager's problem-solving process. It can be used
in many uways depending on how the manager approaches the
prob}em but it will do what it is told and will not make -

suggestions as to how the problem could be attacked.
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We found that the vocabulary used by the subjects was
limited and that most of tﬁeir requests were phraﬁed very
simply. This result takes on even more significance if we
realize that the sentences were obtained from subjects using
the Qgstem for the first time and uithout any restrlctions'on'
the types of senténces permitted. in real jife. ned users *
would be provided with examples of successful sentences and
these would guidé their usage. As they used the ;gctém they
would learn the set of sentence types accepted ﬁu it and their
* usage would graviiate preferentially towards this Qet. These
factors would increase .the percentage of fheir. qentencéé
'accepted by the system. If the set of allowed syntactic tupes
is "habitable", in the sense of Watt (B8], in that it is
pouer ful enough.vfor the user to be able io express his
requirements in a naturai manner, then the pefcentage of
gentences accepted by the sgétem Wwill increase towards a
hundred percent with time.

A vocabulary of 1008 to 1508 words backed by a8
morphologjcal analysis program such as the one described in
Chapter 5, and a parser that recognizes, say, tuenty sentence
‘types and syntactic conventions, uses the meanings of words
for case assignment and has mechanisms to handle conjunctions;
relative clauses and other syntactic features descrlbed.ln

Chapter 6 should provide sufficient pouer. for a valuable
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sgstem.' It is yell Within the current state of the art to
provide these facilities in an efficient manner.

The incorporation of knouledge .into the system bis.
houwever, less wuell understood. Many differéni kfnds of
knouledge'are needed to give the system pouer and flexibility.
Each type of knouledge has to be encoded in different ruags
within the strﬁcture of the know!edge representation ianguago.
Once conventions for representing each category of knoufedgg_
are established, however, the process of adding and,.encodiﬁg
the knowiedge may be large, |aborious Aand tedious but is not
intrinsically difficult. |

The frame paradigm of problem-solving desékibéd fn
Chapter 8 provides confidence that our analysis of requests
and facilities for ansuering the different types of -questions
is, indeed, general. According to the paradigm, managers ask
questions to:

a. Test whether a potential sub-problem exists.

b. Defermina the Iocation of sub-problems.

c. Build and validate frames.

d. Test decision frames.

Thus, 1f the system is capable of'ansuering.queationp about
its capabilities and contents in addition to providing general
problem-solving facilities, by ansugring questions of the

. above four types, it will be able to support a wide range of



219

managerial activities.

9.2 SYSTEM CHARACTERiSTICS

It is time now to reconsider the system deéign
described in Chapter 2 in light of ménageria! needs as
demonstrated by the experiment and our assessment of the state
of the art. Not surprisingly, the features included in the
system, were all found to be valuable by the anjects._v The
values placed on different facilities by the users seemed to
be different, in some cases, from those 'anticfpated>but no
facility was neglected enough to Be relegated from the egqtbn.
A feu minor facilities not provided by the system were also
felt to be desirable. |

The state of the art does, however, limit the quality
of the facilities that can be provided in certain cases. On
the balance, however, there is adequate capability to build a
system that.uill be very useful to managers.

From among the general characteristics l|isted ‘in ,
Chapter 2, the English language interface and the ability to
request information about the system as well as the
corporation were found to be useful. The subjects were able
to start working quickly and efficientiy with the system and
to continue their investigation in a natural manner.

Bomb-proofing, ‘i.e protecting the user from system
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errors, could not, of course, be tested by the axperinbnt. It
is however, strongly recommended on general principles. Fur
" this to be possible the system must be uritten in a language
which, in case of system error, generates interrupts that can
be processed by user written routines.

A more bserious problem may occur uhen the sgetey.
through erroneous understanding of a request or due to error,
creates' an incorrect answer. The.uaer must believe in the
system to wuse it ‘successfullg and although the experinéqt
seems to indicate that people trust output from the system
implicitiy, thére is reason to believe that if the user ddes
detect an error he may become scepfical. This can seriousiy
diminish the utiiitg of the system. If further errors occuf
he may lose faith completely and abandon the system.

The understanding routine should, therefore, be
extremely careful. No part of the sentence should be omitted
from analysis and if the system is uncertain about the intent
of a request or of a deduction it has made it shoul& ask a o
clarifying question, If it is reasonably certain lts
understanding is correct it should generate the answer - and
indicate the question it has answered.

Data retrieval was the most popular of a!i the
facilities requested by the subjects. It is aiso relatively

simple to provide. The major difficulty in analyzing and
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complying With requests for data is in the matching of noun
groups naming the information required with Qata names known
to the sgstem.' This is discussed in Chapter 7 and in Appendix
1.

The sgatsﬁ limitation most frequentiy cited by the
subjects was the primitive formatting facility of . the
prototgpe system, It seems important. for effective problam.
solving to be able to print out data in tables with the

.figures lined up one above the other and with commas after .
every three positions to indicate significance. It also seens
important to be able to express the answers in thousahds or in
millions and to change the number of significant digits In’
them. There is no serious technical difficulty in.providihg
these facilities.

The only mode of data retrieval a!loued in the system
~was to ask for one data item at a time. Some aubjecfs.
however, uwanted to see sets of data such as the profit' and -
loss statement and the balance sheet and might, as an extreme
example, ask for the general 1ledger. Retrieving and
presenting these named sets of data also does not present any
significant technical problems and should be included among
the facilities offered by the system. .

The pouer of the English language brings with it the

disadvantage of verboseness. A variety of conventions have
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been devised to minimize this, such' as pronouns, anaphoric
reference and ellipsis. These are integrated Iinto the
langdage but there are others that are used in problem-
solving. The system should accept these since users consider
them important. The most powerful such device is the defihing
of models, i.e. naming a frequentiy used function of data.
Models are discussed later in this section. Another such
device is to set.a series of key specifications that are to be
used in all the succeeding requests until they are reset. For
example, "PfoQide the follouwing data for plant 2." This can be
implemented quite simply by setting the specifiqations into
special registers that are checked in the process of creating
key sbecifications for data retrieval. It seemq.desirable,
houever, to print out the specifications each tiqe they are
used since the user may forget he has set them and
misinterpret the ansuers.

While the verbosness and redundancy of English can be
tolerated by the manager who needs its power, it can ‘become
intolerable for users who require mainly data rctrieQal and
for very experienced users. Someone who uses the system in
only an elementary manner should perhaps not be _ueing #n
English language system but if he ocassionally requires the
more pouerful facillties he should be provided uith a comnaﬁd

language that allous him to specify data retrieval requests in'
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an efficient 'and compact manner. These commands could be
preceded by a special character to distinguieh them f}om
sentences, and processed by a simple command processbr that
transiates them into the equivalent English sentences. Such a
facility can be provided eésilg and efficiently and could
considerably Eeduce the burden of typing long, routine
requests. (See also section 9.4.4.)

One of thg more significant results of the experiment
was the impoirtance of models to the problem—sblving process.
Not only did subjects ask for models as naturally as they
asked for dafa; but most of them wanted to define new models
and ask ﬁhat-if questions that require models to answer them.
Thus, the abifitg to build and execute modeis seems to be an
impor tant part of the managerial problem-solving process. It
is very difficult, houever, to provid§ conversational model-
building facilities. The ability to describe modeis in
Engiish sentences and have the system set. up.approprigta
internal structures is related to the general problem of
having computer systems learn from Information presented to
them. Besides, the knouledge anuired to build models is very
complex and it is difficult to describe models in single
sentences. Thus a conversational model building facility
would require the ability to understand and process

information provided in a number of connected sentences.
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Learning from natural language dialog and paragraph
comprehension is somewhat beyond the current state of the art.

Since model building facilities are so important to
problem-solving and it does not seem feasible to be able to
provide .them in natural English, the system should attempt to
provide them in some other manner. Whenever the user attempts
to de*ine a model the system should invoke a special modelling

sub-system. This sub-system could initiate a strubtured

. interaction with the user during which it asks questions and

the user supplies the information needed to build the'MOQGI in
his ansuers. The sub-system would, of course, make extensive
use of system knouledge to frame the questions. The ability
to use information gained through structured interaction to
specialize information systems has been demonstrated in the
IBM  System/3 Applications Customizer 131) and‘,othar
questionnaire-based systems. [t may be feasible, therefore,
to build such a sﬁb-sgsten with the ability to generate models
of a few generic types. In this manner, the user would have
access to a fairly powerful model-building facility rather
than a rudimentary, conversational model-bullding system.
What-if questions ask for the value of a tﬁrght
variable given particular véluea for contributing paraﬁetsre
and states of nature. Such questions can only be ansuered |f

a model exists with the target variable as output and fhe
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specified parameters and states of nature as inputs. ' The
generation.of responses to what-if questions sﬁould stért.
therefore, by looking for an appropriate model. If such a
model| can be found, the inputs shouid be picked up from the
sentence or supplied by defaults and the ansuer created. ¢,
houever, a model cannot be found, the user should be told so
and, if he uishes.‘led into the model building sub-system.

The subjects seemed to find "percentage increaée” the
most useful function available to them. Typically, they asked
for percentage.inéreases of comparativé daté over a set of
entitieé. In addftion to "percentage” ard "increase"” the
system should provide at least the folloﬁing"functions:
"average", "maximum",  "minimum", "sumk. "différgnce';
"change", "variance" (both accounting and statistical), and
"distribution”. Functional capabilitie; are fairly
straightforuard to provide and the system design shouid lean
towards prolixity rather than parsimony.

The ability to answer yes-no questions and ldent‘tu.
questions s extremely 'important to the success of a
managerial queation~ansuering system, Indeed, yes-no
questions wuwere the third most popular syntactic typ? in the
sentences obtained from users. These questions are also
' difficult to ansuer because special pieces of knouledge are

required to understand them. Consider:
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"Who is our largest customer?"

"Is Sears our largest customer?”
In these sentences the word "largest" acquires a special
meaning, namely "the one who bought the most from us". The
utility of such a piece of knouledge is restricted to a narrou
range of input requests and a number of such pieces are
required. Nevertheless, it seems possible and necessary to

provide adequate facilities in these areas.

9.3 PREFERRED ANSWERING STRATEGIES

At various points in this thesis we have mentioned
preferred strategies for answering one or another type of
question. Some of these improve system efficiency but most of
them are designed to provide better information to the .user
and better support the problem-solving process. We shall
describe these preferred strategies in this section and
recommend that they be made an integral part of the design of
the system,

Our basic assumption underlying answer generation is
that people appreciate brevity and tire of Eepetition. 1f
they have fai{h in the system and it analyzes their requests
carefully and without guessing then there is Ilittle need to
specify the question in the response. The ansuers shoujd be,

therefore, as brief as possible. 1f data is asked for, it
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should be presented without any explanation. If the question
is "Who is our largest customer?" the answer should be
"Sears", not "Our largest customer is Sears". Defauits and
assumptions made by the system should, however, be stated
along uith the ansuwer on the basis that the user should knou
all the information used in generating the ansker.

This brief style of answering is quite different from
the one wused in the SOPHIE system [10): "To minimize the
consequences of misrepresentation, the system aluways responds
uwith an answer which indicates what question it is ansuering,
rather than just giving the numeric ansuwer". This is because
the SOPHIE parser can ignore certain words in the input string
and may, therefore, understand and answer a question
incorrectly. Our philosophy is to be extremely careful about
understanding and ansuering each question. For example, no
input word is ever ignored. There is, therefore, less need to

indicate the question in the ansuer,

3.3.1 Yes-No Questions
Questions of the type:
"Do you have sales figures?"
"Can you shouw me overhead cost?"
should be treated as if the user had requested the data or

mode! specified. These tuwo questions should be answered by
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providing sales and overhead costs for the most recent .gear.
If it is not possible to provide the information requested the
system should respond with the definition of fhe data or model
required.

Questions of the type:

"ls transportation cost included in.overhead?"
should be replied to with either a "yes" or with information
about wuwhere transportation cost is really included. In
general, the system the system should try to indicate the
correct state of affairs rather than respond to such questions
Hwith merely a "no".

In some cases, additional information should also be
included with a "yes" ansuwer. For example:

Was actual expense in plant & higher than budget?"
If it was, the system should anticipate the following "By how
much?" and provide the variance. Similarly,

"0id any product cost exceed budget jn 1973?h
should receive a response indicating the variances for the

costs that were over budget.

3.3.2 ldentity Questions After Yes-No Questions
Yes-no questions asking whether entities with given
properties exist are often folloued by questions asking for

their identities.
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"Did any plants exceed their production budget
in 1973?"

"Which ones?"
Since this is a common sequence, also reported by Woods (73],
it seems desirable to check the properties of all the relevant
entities in answering the yes-no questions, not stopping after
the first positive instance, and to keep the list of positive
instances in a special position to ansuwer the identity

question.

9.3.3 Fuzzy Discriminating Functions

Managers exploring the existence of a sub-problem may
ask a wyes-no question that requires the system to make a
judgement on some data.

"Were profit margins maintained in 1973?"

"Did unit costs increase significantly last year?"
Such questions are identified by "fuzzy" words such as
"maintained", "changed" and "same". The system cannot provide
the judgement needed to answer these questions. 1t should,
therefore, provide the data and print a message saying that

the user should drauw his ouwn conclusions.
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9.3.4 Eree Standing Noun Groups

The SOPHIE system [18] has a default that if a user
types in a noun group which is a "measurement” he is assumed
to want its value. Some of the experimental subjects, mainiy
the poorer typists, tended to drop the "What is" before a
request for a data item and type just the noun group,
optionally followed by preposition groups. The default does,

therefore, seem to be a good one and worth adopting.

9.3.5 Pefinitions

Every entity knoun to the system should have a
prepared definition and description that should be printed out"
if it is directly asked for or if the user makes an incorrect
request related to it. In fact, there probably should be a
definition and special messages to respond to different Hays
in which é request regarding that entity can be erroneously

gpecified. (See section 7.13.)

9.3.6 Questions That Cannot Be Answered

The best of systems will not be able to answer all
questions put to them. In case a question cannot be ansuered
the system should politely ask the user to rephrase it. It
should also attempt to provide information that telis the user

why the question could not be answered so that he may avoid
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similar problems in the future. For example, the. system
should indicate whether the sentence could not be parsed or a
response creatéd from the parée. I1f the parser failed becauée
of an unusual  construction, this should be pointed out.
Similarly, if the request could not be .responded fo beéause
the data was not available, or if the filgs‘ were
inappropriately structured, or if the entity did not have the

required property this should be indicated to the user. Such
information will also be useful for compiling the "wish list" .
of features to be incorporated into the system.

The system may not be able to answer a question
because the request was ambiguous or did not provide enough
information. In such cases the system should attempt to
isolate the problem and tell the user exactly why it cou!d pat

create the expected response.

9.4 IMPLEMENTATION ISSUES

Since the main result of this thesis is that én
Engliéh language support system for managers is feasible and
one of the obvious directions for future research is to
implement such a system, ue should touch briefly on
implementation issues. First, since the amount of knouledge
required, although tractable, is rather large, such a system

should be built for specific, limited problem domains. There
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may, thus, be a support system for budgeting and apother for
control ling production costs and so on. Each system uould‘be
focussed on a particular area but could be used. i f needed, by
a user uho had little knouledge of the area. |

Second, Quch a system would resemble a service rather
than a product. It would have to be brought up especially for
each particular problem area and it would change and grou uith
the managers and their jobs and their understanding of the
situation. It seems best, at this stage, ' to relegate the
functions of adding knouledge to the system to an
intermittent. background, system maiﬁtenance phase. Thus,
addition of new words, new data - or neu information to the
system uWill have to be done through a “uish list" which is
continuousiy compiled by the. user and ocassionally processed
by system progrémmers. This process of adding to the system
uill be extremeiy important to its success and the user would
probably pag}much more for system updating and maintenance‘
than he would pay as the initial price.

Third, the thinking presented in this thesis has
assumed a simble data base structured in the form of'arrags.
Real uworld data bases are, however, very much more complex
consisting of sequential, indexed sequential, random, inverted
and chained files. The retrieval mechanisms from such files

Hill need to be very sophisticated and use knouledge about the
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structure of the files.  Furthermore, certaiﬁ kinds of
questions cannot be ansuered from an inappropriately
structured data base without a record by record search that
may cover the entire data base. These questions must be
considered inappropriate for the data base and should recieve
an "error" response. Such issues need to_be resolved before
implementation can be considered and uduld seem to»be frui tful

areas for further research.

9.5 DIRECTIONS FOR FUTURE RESEARCH

Other than direct implementation of -an English
language support system for a particular real-world problem
area there seem to be two basic general areas for further
research; to improve the technplogy 5n which the system fs
based and to fmprove the design of the system through better

understanding of management and managerial needs.

9.5.1 The Parser

We discussed in section 6.1 hou the procesﬁas of
parsing and understanding a user request could be looked at as
linking the input sentence into various levels of knouledge.
Typically, the parser uses general, syntactic knouledge while
the processor uses more specialized, semantic knouledge.

Unless the objective is to create a general purpose parser
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that can be used for a number of English language systems,
there is no basic reason for this sequence of knouledge use.
As we discussed earlier, in the sub-section on data and model
requests, there is duplication in such a sequence. Similar
analysis is carried out first with general-purpose and
subsequently with special-purpose knouledge. Broun and Burton
{7] describe an interesting parser for the SOPHIE system that
uses semantic knouledge very early in the analysis of the
sentence, This leads to an extremely efficient and compact
implementation. The system is still under development but has
had some encouraging early tests.

Integration of the. understanding process using
semantic knouledge with the parsing prbcess seems, therefore,

to be a useful direction for further investigation.

9.5.2 Knowledge Representation

On a more basic level, a great deal of research is
required in general methods for representing and proceasiﬁg
knowledge. The Automatic Programming Group at Project MAC,
M.1.7. has been doing some pioneering work in this direction.
They plan to produce a very pouerful general-purpose parser

and interpreter based on their methodology.
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9.5.3 Human Problem-Solving

Another basic area for further research is in the
development of better models for problem-solving. The frame
theory, described in Chapter 8, provides one beginning but a
great deal of development and testing is necessary before we
have a complex model of problem-solving. Other areas of
interest are the stability of frame systems across people and
of frame characteristics across problems.

A reactive system that does what the user tells it to
is open to the argument that although it can assist the
manager in his problem-solving process he is still confined to
his conceptual model of the world and is lipited by it if it
is incorrect or incomplete. If the frame theory does turn out
to be a good way to look at problem-solving then the
possibility exists of being able to incorporate normative
frame structures into the managerial ‘support system. This
would make the system active rather than merely reactive in
that it would be able to suggest detailed causes and so'utioﬁs
for certain problems, Further; a system that operates along
these lines could be written as a consultant. The managér
would describe the problem to it and it would use its frames
to suggest causes and correlations. Each of these could be
explored in collaboration with the manager untii he reaches an

understanding of the problem. The danger uwith an active
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system is that the manager may not understand it, may be
threatened by it and, therefore, not use it. Thus, the level

of intelligence of the system must be chosen with great care.

9.5.4 Detailed Analysis of User Reguirements

The designer of a management suppor t sgstem needs to
know the exact functions and facilities that a manager would
use as part of tﬁe problem-solving procesé.- This Kkind of
research couid be continued by conducting experiments |ike the
one described in this thesis on different kinds of-data bases
and with different management problems.

A variation may be to impose a filter betueen the user
and the experimenter that screens out requests that dé not
belong to certain sentence types or functional categories. By
varying the banduidth of this filter we could determing' hou
problem-solving performance is affected by restrictiong in
input language and the available facilities.

Richard Burton (11) found fhat users would employ
anaphoric reference if the system responded to their request
within a few seconds but would type a complete sentence if.the
response time uas:slouer. This suggests that the user loses
his trend of thought if the response time exceeds a feu
seconds, Fast response time is, therefore, important fo~

problem-solving. We need many results of this kind before ue.
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can design a support system that understands human beings wel |
enough to be truly responsive.

Nonetheless, the analysis presented in this thesis
shous that it is now possible to implement a system that
mirrors the complexity of the managerial probleg-eolving
process and >allous both neuw and experienced users to work
easily and naturally with it. Powerful technology in natural
language processing and knouledge representation and
processing nou‘exists and is being strengthened further. The
next logical step seems'to be to implement such a system for a
real situation and learn from an analysis of the actual use
that managers make of it. This is probably the most effecfive
way to make progress in responsive support systems for

managers.
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NOTES

The simulation programs for the perfect English laﬁguaqe
system were written by R, V. Baron.

The morphological analysis program used by the prototype
system was uritten by E. R. Banks.

G. A. Gorry, in a persona! communication, has suggested
that frames correspond to the problem-spaces of Newel |
and Simon [S8). They form an internal representation ‘
of the problem and dictate the model and process that
Will be used to solve it.

The idea of frames as conceptual hueristics is due to
P.G.UW. Keen. Some of his other ideas are also
interwoven into Chapter 8.

Further investigation of frame structures, their
stability and their correlation with attitudes.A
personality variables and experience will be reported’
in a forthcdming publication. HWe will explore |

the stability of frame structures across managers and
uhether the same set of terminals appears arranged in
different configurations. Exper ienced managers may tend
to have narrouer and desper frames.uhile neophytes may

have uider, shallouer frames., The pattern and sequence
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of terminal‘filling may also vary wWith background and

experience.
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APPENDIX "1

~ DETAILS OF THE EXPERIMENT

The experiment consisted of three parts. The subject
began by filling out a biographiéal questionﬁaire and
completing a Semantic Differential Test. that probed his
attitudes touwards computers and computer systems. Néxt. he
submitted to a concept attainment test. This duplicated, aé,

far ‘as possible, the test described by Bruner [9]. Three
trials were conducted and during each of them the subject wuas
allowed to wuork from an illustration showing the cards
arranged in an ofderlg mannef. This was reproduced from 9.

Finally, the subject read the probliem scenario ahdvthe'
instructions using the system and proceeded to splvé the
problem using the simulated perfect English Iaﬁguage questiod—.
ansuering sgstém.

Completing the questionnaire and the Semantic
Differential Test took betueen ten and fifteen minutes. The
concept attainment test toqk betuesen ten and thirty minutes

and the probliem solving betueen forty five and ninety minutes.
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Typical times for the entire experiment ran about ninety
minutes.
The following pages reproduce the materials used in

the experiment.
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BIOGRAPHICAL DATA

1. Name:

2. Age:

3. Sex:

4. Years you have used English:

5. Nationality:

5. How many years have you used computers:
7. Education:

a. When did you get your degree: B.S. M.S. Ph.D.
b. Major field: Undergraduate:
Graduate:
c. Semesters of: Management education:
Engineering education:
d. Semester hours of: Accounting:
Production:
{A semester hour is one hour of
class a ueek for one semester)

8. Work Experience:
a. Total number of years:
b. Years of |ine experiencex:
c. Years of staff experiencex:
d. Years of experience in: Management:
Production:
Engineering:

9. Your area of expertise:

* A line job is characterized by the need to make decisions
under time pressure uwith direct responsibility for the
execution of decisions.

A staff job is advisory in nature and normally has no direct
operating responsibility.
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SEMANTIC DIFFERENTIAL TEST

A problem refers to the difference betueen some existing
situation and some desired situation.

Problem Finding refers to the process of finding these

di f ferences.

Problem Solving refers to the process of choosing

alternatives to reduce these differences.

INSTRUCTIONS

On top of each of the pages that folliou ié named an
"instrument" that has use in Problem Sglving. Below each
"instrument” is a list of 1@ dimensions. For each dimension,
there are 7 possible values. Rate the "instrument" along each
of the dimensions by putting a check mark in one of the

7 spaces provided for each dimension.
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COMPUTER SYSTEM

COMPLETE ___ | INCOMPLETE
TIMELY UNTIMELY
MEANINGLESS | MEANINGFUL
UNIMPORTANT ) _ IHPOHTANT‘
UNCONSTRAINED CONSTRAINED
WEAK . POMERFUL
OPAQUE . TRANSPARENT
PASSIVE — o ___ACTIVE
FAST ___ SLOW
COMPLEX SIMPLE

This page was reproduced five times with the headingsé
COMPUTER SYSTEM, STAFF ASSISTANT, REPORTS, MANAGEMENT
INFORMATION SYSTEM, and DATA.
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INSTRUCTIONS

On top of each of the pages that follow is pamed an
"instrument" that has use in Problem Finding. Belou each
"instrument is a list of 18 dimensions. For each dimension,
there are 7 possible values. Rate the "instrument" along each
of the dimensions by putting a check mark in one of the

7 spaces provided for each dimension.
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COMPUTER SYSTEM

COMPLETE INCOMPLETE
TIMELY UNTIMELY
MEANINGLESS MEANINGFUL
UNIMPORTANT INFORTANT
UNCONSTRAINED CONSTRAINED
WEAK POWERFUL
OPAQUE TRANSPARENT
PASSIVE . ACTIVE
FAST Lo SLOW
COMPLEX SIMPLE

This page was reproduced five times with the headings:
COMPUTER SYSTEM, STAFF ASSISTANT, REPORTS, MANAGEMENT
INFORMATION SYSTEM, and DATA.
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INSTRUCTIONS FOR THE CONCEPT ATTAINMENT TEST

1.
2.

3
e

THERE ARE 81 CARDS DISPLAYED ON THE CHART PROVIDED TO YQU.
EACH OF THESE CARDS CONTAINS FOUR ATTRIBUTES.

EACH ATTRIBUTE ON EACH CARD HAS ONE OF THREE POSSIBLE
VALUES.

NUMBER OF FIGURES: 1,20R 3

COLOR OF FIGURES: RED, BLACK OR GREEN

TYPE OF FIGURES: SQUARE, CIRCLE OR CROSS

NUMBER OF BORDERS: 1,2 OR 3

YOU WILL BE GIVEN A CARD AS AN EXAMPLE OF THE CONCEPT THAT
THE EXPERIMENTER HAS IN MIND.

THE CONCEPT WILL CONSIST OF SOME OF THE ATTRIBUTES UFATHE
EXAMPLE. FOR INSTANCE, IF THE EXANPLE IS

" "TWD GREEN SQUARES WITH THREE BORDERS",

6.

THEN "GREEN SQUARES" 15 A VALID CONCEPT

AND "TWO SQUARES WITH THREE BCROERS" IS A VALID CONCEPT
BUT "GREEN SQUARES OR RED CROSSES" IS NOT A VALID CONCEPT
BECAUSE IT CONTAINS AN ATTRIBUTE NOT IN THE EXAMPLE. |
THE EXPERIMENTER WILL TELL YOU WHETHER A SELECTED CARD IS
AN EXAMPLE OF THE CONCEPT.

AFTER EACH SELECTION YOU MAY TEST WHETHER YOU HAVE: ARRIVED
AT THE CONCEPT.

. ONLY ONE TEST IS PERMITTED AFTER EACH TEST HOWEVER.

ATTEMPT TO DISCOVER THE CONCEPT A3 EFFICIENTLY AS
POSSIBLE.
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THE PROBLEM SCENARIO

The Battery Company is an established manufacturer of
lead batteries Qith head offices located in the mid-west. It
has four plants where the actual manufacturing is carried out.
These are spread out over the continental United States.

The Battery Company manufactures five basic battery types
for various purposes. Each battery type is identified by a
product number,

The Battery Company sells mainly in bulk to five major
customers located all over the United States. Customers place
long range contracts with The Battery Company for specified
quantities of a certain product. The Battery Company supplies
against these contracts on the receipt of orders from customer
branches. Each branch is expected to order froﬁ the plant
closest to it. In general, a given plant supplieé customer
branches in a set of states surrounding it.

Each plant manufactures the products it supplies. Only
in rare cases of shortages and Jlack of facilities to
manufacture a specialized unit will batteries be supplied from
other than the clbsest plant,

Piants are expected to meet budgets on direct costs and
overheads. Per formance against budget as uell as customer
service are the main criteria for plant manager evaluation.

Plants are not run as profit centers because prices on
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contracts are negotiated by the head office. A list of
standard prices exists as a guideline for negotiating
contracts.

It is February 13974 and as President of The Battery
Company you are a little concerned at the results for 1973
that you have just received. Despite a 28% increase in sales
over 1972, profits decreased by 1%.

You feel that the decrease in profit could be due to a
combination of three causes: increase in overhead expenses,
decrease in contribution (of profit) margins (difference
betueen selling price and direct manufacturing cost) or a
change in product mix toward less profftable uni ts.
Alternatively, you would like to know hou the additional
revenues from increased sales were spent. You would like to
investigate the cause of the decreased profit using the The
Information System. Depending on what you find, you will take
a decision to enforce strict control on the pricing of
contracts, revieu and reset list prices uhich are supposed to
serve as guidelines for contract pricing, or introduce a
program of cost control. The purpose of this exercise is to
determine wuwhich decisions are appropriate under the
circumstances.

As sales grouth has been very heal thy, god are inclined
to disregard competitive actions in your analysis. You also

assume that the cost and other data contained in the system
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are accurate.
The following sections contain a description of The

Information System ; 'uhat it can do and how to use it.

THE INFORMATION SYSTEM

The Information System contains data on sales, costs,
prices and other indicators of The Battery Compahg's
operations. It is capable of answering questions posed to it
in simple English about the contents of the database and
functions of these contents such as "profit" or "average price
for product 3". In addition, the system is capable of
ansuering questions about itself, i.e. it can enumerate tﬁe
data items it contains, explain the procedures embedded in the
functions, etc.

The system can be queried much as you wuould use an
assistant to answer questions, prepare reports, etc. It ﬁill
provide appropriate responses to requests it does not
understand or cannot reply to. A typical dialog uith' the
system may be:

(User input is in lower case, system response in upper case.)
Q: What data do you have regarding product costs?
A: [ HAVE ACTUAL AND BUDGETED COSTS FOR EACH

PRODUCT AT EACH PLANT.
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What was the unit manufacturing cost of product 3

in plant 4 ?

$18.23

DEFAULT YEAR 1973

(Since the time period was unspecified the system assumes
a reasonable value)

What uas the list price for product 3 in 19737

$21.00

Do gou have a model for contribution margin ? :

YES

: How does it work ?

: IT COMPUTES THE LIST (STANDARD) PRICE MINUS ACTUAL

MANUFACTURING COST FOR THE GIVEN PRODUCT.

: What uwas the contribution margin for product 3 at plant 2?7

: 81.20

DEFAULT YEAR 1973

¢+ What was the avreage cost of product 1?7
: SORRY, | DON'T KNOW THE WORD “AVREAGE".

: What was the average cost for product 1?

$18.67

DEFAULT YEAR 1973

What was the average budgeted cost for product 1?
$16.00

DEFAULT YEAR 1973
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HOW TO USE THE SYSTEM

After the system is loaded by the experimenter you can
type into it in English and expect intelligible English
responses.v0uestiohs about the system, its contents and its
use can alsobbe asked in the same way.

The only special conventions you need to remember are
that each request must be followed by a special character |
called "Control S" which prints as 1S .and is struck by keeping
the "CTL" key pressed uhile strikingl“S". This sends your
request to the system. The system types out "REQUEST SENT*
followed after a few moments by a response to the request.

Striking the delete (DEL) key at the extreme right of the
keyboard erases the last letter. Typing 1K (in a manner
analogoﬁs to 15) displays the current'sfate'of your message.
After it is displayed, you may send it as is by a 1S, or you
may amend it before sending it. The display of the current
message wWill contain some "-" signs. lThese are used to pad
out the message buffer and are not part of your mesaége.
Please ignore them. Similarly, the output of the system will
contain ocassional "#L" signs. These should also by ignored.

An example may be useful here. " (DEL)" represents fhe

delete character.
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>

How much dia(DEL)d wee(DEL) K

HOW MUCH DID HFY—--sell to Sears in 1972 ? XK
HOW MUCH DID WE SELL TO SEARS IN. 1972 ? 1S
REQUEST SENT

$ 2453478.72 1L

The system will be ready and waiting for a question when
you start your problem solving. session. After responding to
“your request, the system will print a ">" to indicate it is

Wwaiting for another question.
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APPENDIX 11

THE REQUESTS MADE BY THE SUBJECTS

The requests made by the subjects are listed belou. They
are presented as they were typed in except for the correction
of spelling érrors which would - have been céught by the
morphological analgsis routine. Many subjects used the 1S
character that transmitted their request to the system as
terminal punctuation mark. This has been replaéed by the '

vappropriate terminal punctuation.

The numbering scheme reflects the units in which
information was sent to the system by the subject. Usually
this was a sentence at a time but occasionally it consisted of

more than one sentence strung together.

SUBJECT 1
The subject had ten years of management experience but

no formal management training.

1. WHAT WAS THE PERCENTAGE OF OVERHEAD COSTS TO TOTAL SALES
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FOR THE LAST FIVE YEARS?

WHAT WERE THE PROFIT MARGINS FOR EACH PRODUCT FOR
THE LAST S YEARS?

WHAT ARE THE OVERALL PROFITS ON OPERATIONS FOR THE
PAST 5 YEARS?

WHAT WERE THE GROSS SALES FIGURES FOR THE PAST
FIVE YEARS?

WHAT ARE PROFIT MARGINS AS A PERCENTAGE OF SALES FOR
EACH MANUFACTURING INSTALLATION?

WHAT IS THE PROFIT CONTRIBUTION OF EACH MANUFACTURING
INSTALLATION?

0K.

WHAT DATA DO YOU HAVE ON OPERATIONS AS A PERCENTAGE
OF GROSS SALES?

YES AND FOR EACH PLANT.

CAN YOU CALCULATE PERCENTAGES?
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12'

13.

14,

15.

- 16.

17.

18.

13.

:ZB *
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WHAT ARE THE PRODUCTION COSTS AS A PERCENTAGE OF SALES?
WHAT ARE THE DEVIATIONS OF PRODUCTION COST FROM ACTUAL?
CANCEL THIS QUESTION.

WHAT IS THE RATIO OF ACTUAL COST TO BUDGETED COST
FOR EACH PRODUCT?

WHAT IS THE PERCENTAGE CHANGE IN SALES FOR EACH PRODUCT
FOR THE PAST YEAR? '

WHAT ARE VARIABLE COSTS FOR MANUFACTURING DPERATlONS?

HAVE TRANSPORTATION COSTS INCREASED DURING THE
PAST YEARS?

WHAT ARE THE RATIOS OF PRODUCTION COSTS TO SALES?

WHAT HAS THE AVERAGE SELLING PRICE FOR EACH PRODUCT BEEN
FOR THE PAST TWO YEARS?

WHAT QUANTITIES WERE PRODUCED FOR EACH PRODUCT
FOR THE PAST TWO YEARS?
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SUBJECT 2
The subject was a Ph.D. student at the Sloan School of
Management, M.I1.T. He had some four years experience as a

staff manager.

1. PLEASE DISPLAY OVERHEAD COSTS FOR ALL PLANTS FOR 1972
AND 1973.

2. WHAT WAS BUDGETED OVERHEAD FOR ALL PLANTS FOR 1972?

Jd. WHAT WERE SALES AND PROFITS FOR 1973?
4. DO YOU HAVE VARIABLE BUOGETS?
5. DO OVERHEAD COSTS VARY WITH VOLUME?

6. 1 BELIEVE YOUR OVERHEAD VARIANCE ACCOUNTS FOR YOUR LOWER
THAN EXPECTED PROFITS.

7. 1 SUPPOSE 1 SHOULD.

&. WHAT WERE CONTRIBUTION MARGINS BY PRODUCT FOR
1972 AND 1973?
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9. HOW ARE CONTRIBUTION MARGINS CALCULATED?

18. WHAT 1S THE DIFFERENCE BETWEEN LIST PRICE AND AVERAGE
SELLING PRICE?

11. FOR 1972?

12. WHAT IS THE DIFFERENCE BETWEEN PLANT 1 AND PLANT 3
AND PLANT 2 AND PLANT 4?

13. WHAT ARE THE COMPONENTS OF OVERHEADS FOR THE PLANTS?

14. IS TRANSPORTATION COST PART OF OPERATING EXPENSES?

15. WHERE DOES TRANSPORTATION COST GET INCLUDED?

16. GIVE ME THE CONSTITUENTS OF OVERHEADS FOR EACH PLANT?

17. 1 WOULD LIKE TO END THE INTERVIEW.

SUBJECT 3
The subject was a school teacher with no management

experience. At the time of the experiment he was a masters
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student at the Sloan School of Management, M.I.T.

]L.

3.

&,

E;'

8.

18.

LIST SALES FOR PRODUCT 1 THROUGH PRODUCT § FOR THE
LAST TWO YEARS?

LIST PRICES OF SINGLE UNIT PRICES FOR BOTH 72 AND 73.

WHAT WAS COST OF PRODUCING EACH PRODUCT FOR BOTH
1972 AND 1973? '

PRODUCTION COST FIRST FOR ONE UNIT.

DID ONE PLANT ASSUME MORE PRODUCTION OF BATTERIES
FROM THE OTHER PLANTS IN 1973?

IN 19727

WHAT WAS THE RATE OF INCREASE OF SHIPPING COST BETWEEN
1972 AND 1973?

ARE SHIPPING COSTS REFLECTED IN PRODUCTION COSTS?
DO YOU HAVE ANY INFORMATION ON CUSTOMER SATISFACTION?

WHAT IS THE PERCENTAGE OF REPEAT CUSTOMERS IN 1973 AND
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12.

13.

14,

15,

16.

17.

18.

19.

20.
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1972 AND IN 1971 AND 19727
WHAT WAS THE UNIT PRICE IN 19737

WHAT'S RATE OF UNIT COST FOR EACH YEAR AND THE RATIO OF
THIS PRODUCTION INCREASE TO PRODUCT PRICE?

WHAT IS THE PERCENT OF INCREASE OF EACH PRODUCT FOR EACH
YEAR STUDIED? |

WHAT WAS PERCENT DECREASE IN SALES FOR LAST 5 YEARS?
CANCEL THIS QUESTION.

WHAT WAS % OF PROFIT FOR EACH OF LAST 5 YEARS?
INCREASE OVER LAST YEAR.

WHAT WERE OVERHEAD COSTS FOR LAST 5 YEARS?

WHAT IS LIST PRICE VS SELLING PRICE FOR LAST 2 YEARS?

WHAT’S DIFFERENCE BETWEEN LIST PRICE AND AVERAGE
QUOTATION PRICE?
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22.

23.
26,
25.
26.
27.
| 28,

29.

30.
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PRODUCT 4 AND 5 SHOW GREATEST DIFFERENCE BETWEEN LIST
AND QUOTATION PRICES, WHY?

DO YOU HAVE LIST OF CHANGES IN SALES FORCE FOR
EACH BRANCH?

1T SHOULD BE INCLUDED.

GIVE ME A BREAKDOWN OF ITEMS IN YOUR OVERHEAD.
INCLUDE EACH OF THESE BY PLANTS.

COMPARE OVERHEAD COSTS FOR LAST S YEARS.

D0 YOU HAVE FURTHER BREAKDOWNS OF OVERHEAD ATTRIBUTABLE
TO EACH PRODUCT WITHIN PLANTS?

WHAT % OF EACH PRODUCT IS SOLD FROM EACH PLANT FOR EACH
OF THE LAST S YEARS?

WHAT IS TOTAL VOLUME FOR EACH PLANT (SALES) FOR EACH OF
THE 5 YEARS?

COMPARE PLANT OVERHEAD COSTS WITH TOTAL OVERHEAD COSTS
FOR LAST 2 YEARS, 1973 AND 1972.



263

31. LIST INCREASES IN OVERHEAD FOR EACH PLANT FOR LAST
FIVE YEARS.

32. COMPARE OVERHEAD COSTS FOR PLANTS FOR LAST 5 YEARS.

33. WHAT ARE SALARY INCREASES FOR EACH PLANT FOR LAST
TWO YEARS?

34. LIST INCREASE IN INTEREST COSTS FOR LAST TWO YEARS.
35. LIST INVENTORY OF PRODUCT AT END OF 1971 -AND 1972.
SUBJECT 4
The subject was a Ph.D. student at the Sloan School of
Management, M.1.T. He had three years expsrience as a high
school teacher,
1. LIST ALL DATA ITEMS YOU KNOW ABOUT.

2. HOW MANY PLANTS ARE THERE?

3. FOR 13973 LIST THE SALES OF PRODUCTS PRODUCED BY
PLANT ONE, BROKEN DOWN BY PRODUCT.
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g.

18.

11.

12.
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FOR 1973 AND FOR PRODUCTS 1 THROUGH S LIST PRICES AND
PERCENTAGE PROFIT MARGIN.

FOR 1973 AND PLANT 1 LIST DIRECT MANUFACTURING EXPENSES
BY PRODUCT AND ALSO TOTAL OVERHEAD. -

ARE THE PRICES THE SAME FROM PLANT TO PLANT?
BY PLANT, LIST OVERHEAD FIGURES FOR 1972 AND 1973.

FOR EACH PLANT, LIST THE RATIO OF OVERHEAD TO SALES
IN 1972 AND 1973.

IN THE FUTURE, PLEASE EXPRESS NUMBERS DF.UVER 160000 IN
TERMS OF UNITS OF MILLIONS, AND NUMBERS OVER 188 BUT LESS
THAN 186808 [N UNITS OF THOUSANDS.

LIST PRODUCTION COSTS BY PLANT FOR 1972 AND 1973.

FOR EACH PRODUCT, LIST THE PROFIT PERCENTAGE:
FOR 13972 AND 19732

FOR EACH PRODUCT LIST THE RATIO OF TOTAL SALES
TO TOTAL COST IN 1972 AND IN 1973.
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14,

15.

16.

17.

18.

19.

2!9 L

21.

2.
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WHAT 1S THE DEFINITION OF THE PROFIT FOR A PRODUCT?
WERE THE PRICES THE SAME IN 1972 AND 1973?

WHY DID YOU GIVE ME PRICES OF ¢ 17, 18, 19.25, 26.25,

~ AND 18.8 EARLIER?

FOR THE LAST TWO YEARS, WHAT [S THE ACTUAL PROFIT MARGIN
PERCENTAGE FOR EACH PRODUCT?

00 You HAVE INFORMATION ABOUT TRANSPORTATION COST?

WHAT WAS TRANSPORTATION COST BY PLANT FOR THE LAST
TWO YEARS?

IS TRANSPORTATION COST INCLUDED IN OVERHEADS?

WHAT ARE THE COMPONENTS OF THE VARIOUS COSTS YOU
KNOW ABOUT?

FOR EACH PLANT GIVE THE RATIO OF 1973 TO 1972 FIGURES
FOR EACH TYPE OF PRODUCTION COST AND OVERHEAD COST.

WHY LAS THERE SUCH A GREAT INCREASE IN OPERATING COST
IN PLANT 87 |
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23. PRINT EVERY PIECE OF INFORMATION YOU HAVE CONCERNING
PLANT 8 IN 1972 AND 1973.

24. DISREGARDING PLANT @ TOTALLY, WHAT IS THE DIFFERENCE
IN TOTAL PROFIT BETWEEN 1972 AND 19737

25. WHAT IS THE DIFFERENCE IN PROFIT PERCENTAGE?

SUBJECT 5§
The subject had an M.B.A. from the Harvard Business
Schoo! and five years of experience; one year as an engineef

and four as a manager.

1. WHAT WAS THE PERCENTAGE INCREASE IN OVERHEAD COSTS
BETWEEN 1372 AND 1373?

2. WHAT WAS THE PERCENTAGE INCREASE IN THE AVERAGE PRICE
PER PRODUCT?

3. WHAT WAS THE AVERAGE INCREASE IN THE COST PER PRODUCT?
4. HOW DID THE PRODUCT MIX CHANGE?

5. WHAT WERE THE GROSS MARGIN ON EACH‘PRUDUCT



6.

10.

11.

12.

13.

14.
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IN 1972 AND 1973?
WHAT IS PROFIT AS A PERCENT OF SALES IN 1972 AND 1973?

ARE TRANSPORTATION COSTS INCLUDED IN OVERHEAD
OR COST OF GOODS SOLD?

WHAT COMPONENTS OF THE OVERHEAD COSTS GO UP MORE
THAN 2% ?

WHAT WAS OVERHEAD COST AS A PERCENT OF SALES IN 1972
AND 19737 '

WHAT WAS THE INCREASE IN INTEREST COST DUE T0?

WHAT WOULD HAVE 1973 PROFITS HAVE BEEN COMPARED TO 1872
IF THE PRODUCT MIX HAD NOT CHANGED IN THOSE TWO YEARS?

HOW MUCH DID AMOUNT BORROWED GO UP BETWEEN 1972 AND 1873
AND HOW MUCH DID THE AVERAGE INTEREST RATE GO UP?

WHAT PERCENT OF OVERHEAD COST IS INTEREST COST
AND WHAT PERCENTAGE IS OPERATING COSTS?

HOW MUCH DID OPERATING COSTS GO UP BETWEEN 1972
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~AND 19737

1S. WHAT WERE THE FIVE LARGEST DOLLAR INCREASES lN OPERATING
COSTS BETWEEN 1972 AND 19737

16. HOW MUCH WAS THE DOLLAR INCREASE IN OPERATING COSTS
AND INTEREST COSTS?

17. 1 KNOW WHAT THE PROBLEM IS.

SUBJECT 6
The subject was in the first semester of the Sloan

Fellous program at the Sioan School of Management, M.1.T.
He had five years of management experience but no previous
training in management.

1. WHAT IS THE TOTAL SALES FOR THE PAST THREE YEARS?

2. WHAT WAS THE NET PROFIT IN 72 AND 73?

3. WHAT WAS THE TOTAL COST OF RAW MATERIAL IN 71, 72, 73?

4. WHAT WAS THE DIVIDEND PAID IN 1971, 1972, 1973?

5. WHAT IF ANY ARE OUTSTANDING LOANS, 1971, 1972, 1973?
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6. WHAT WAS THE INTEREST RATE, 1971, 1972, 19737
7. WHAT ARE THE OUTSTANDING SHARES?
8. ANY EQUIPMENT PUBCHASEU FOR LONG TERM DEPRECIATION?
9. DO YOU HAVE INFORMATION ABOUT WHAT THESE LOANS ARE FOR? -
18. DO YOU HAVE LABOR COST FOR FINISHED PRODUCTS?
115 WHAT WAS THE TOTAL LABﬁR COST FOR 1971, 1972, 1973?
12. ARE WE FACING INFLATION?
13. WHAT ARE WE DOING WITH THE $16 MILLION LOAN?
14, OK I THINK T KNOW WHAT THE PROBLENVIS.
SUBJECT 7
The subject was a Ph.D. student at the Sloan School of

Management, M.1.7. He had no work experience other than summer

jobs.

1. WHAT WAS TOTAL OVERHEAD IN 19732



4.

'5.

6.

8.

18.

11.

12‘
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WHICH YEARS DO YOU HAVE COSTS FIGURES FOR?

WHAT WERE THE OVERHEAD COSTS IN EACH OF THE LAST FIVE YEARS?

WHAT WERE TOTAL SAL;S IN EACH OF THE PAST FIVE YEARS?
WHAT NAS‘THE UOST PROFITABLE PRODUCT IN 1973?

YES.

NHAT WERE THE PROFIT MARGINS ON EACH PRODUCT IN 1972?

HOW MUCH OF EACH PRODUCT WAS PRODUCED IN 1972
AND IN 1973?

HOW MUCH DID THE INVENTORY LEVEL OF EACH PRODUCT CHANGE
IN 1973 FROM 1972?

WHAT WERE THE SALES FOR EACH PRODUCT IN 1972
AND IN 19737

WHAT WERE PROFITS IN EACH OF THE LAST FIVE YEARS?

WHAT WERE TOTAL SALES IN THE LAST S YEARS?
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13. CANCEL THAT QUESTION.
14. WHAT WERE SALES OF EACH PRODUCT IN 19717

15. WHAT WERE THE PERCENTAGE INCREASES IN SALES FOR EACH
PRODUCT IN 1872 AND 1973? |

SUBJECT 8
The subject was an industrial engineer with sixteen

years of management exper ience.

1. WHAT IS THE OVERHEAD COST FOR EACH TYPE bF BATTERY?
2. (OVERHEAD FOR 1972.

3. DIFFERENCE IN OVERHEAD FROM 1972 TO 1973?

4, LIST THE PRODUCT MIX FOR 1972 AND 1973.

S. GIVE ME THE PROFIT MARGIN ON EACH PRODUCT FOR 1972
AND 1973.

6. WHAT IS THE COST OF EACH PRODUCT FOR 1872 AND 19737
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7. WHAT WERE SALES FOR EACH PRODUCT IN 1372 AND 1973?

8. GIVE ME THE BUDGET FOR EACH PLANT AND THE OVERRUN IF ANY;
9.__PRODUCTION.CUSTS.

10. WHAT IS THE OVERHEAD BUDGET FOR EACH PLANT?

11. WHAT 0VERHEAD»COSTS QERE INCURRED BY EACH PLANT?

12. WHAT IS THE PERCENT OVERHEAD OVERRUN AT EACH PLANT?

13. GIVE ME SALES PERCENT INCREASE AT EACH PLANT FOR 1973
OVER 1972. h

SUBJECT 9
The subject was a Ph.D. student at the Sloan School of
Management, M.1.T. He had no work experience other than summer

jobs.
1. UWHAT INFORMATION DO YOU HAVE ON CONPET!TION?‘
2. DO YOU HAVE ANY INFO ON PRODUCTION COSTS?

3. TABLE DIRECT COST, OVERHEAD COST, AND CONTRIBUTION



5.

8.

9'

10.

11.

12.

13.
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PER UNIT SOLD FOR 1973.
HOW DO YOU DEFINE MARGIN?

TABLE SALES IN UNITS SOLD, PRODUCT MIX, DIRECT COST PER.
UNIT AND OVERHEAD COST PER UNIT FOR THE LAST 4 YEARS.

TABLE UNIT SALES, DIRECT MANUFACTURING COST, MARGIN AND
PRODUCT MIX FOR THE LAST 2 YEARS BY PRODUCT. | |

DO YOU PERFORM MATHEMATICAL COMPUTATIONS?

PLEASE COMPUTE THE FOLLOWING: PERCENT CHANGE IN UNIT
SALES, PERCENT CHANGE IN UNIT PRODUCTION COST FROM
1972 70 1973.

BY PRODUCT, PLEASE.

00 YOU HAVE A FORECASTING MODEL FOR DEMAND?

DO YOU HAVE ANY MODEL AT ALL?

LIST THE FUNCTIONS YOU CAN PERFORM.

ARE THERE ANY VARIANCES BETWEEN ACTUAL PRICES
CHARGED OUR CUSTOMERS AND THE GUIDELINE PRICES?
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15.

16'

17.

18.

13.

21.

22.

23.
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PLEASE TABLE THEM FOR PRODUCT 4 FOR THE 5
MAJOR CUSTOMERS.

LIST ACTUAL SALES PRICE AND GUIDELINE PRICE BY PRODUCT.

DO YOU HAVE A MODEL TO MAXIMIZE CONTRIBUTION TO THE
COMPANY SUBJECT TO PRODUCTION AND OTHER CONSTRAINTS?

WHY WERE THE QUOTATION PRICES LOWER THAN LIST PRICES
IN 1973?

HAVE THEY BEEN THIS WAY FOR THE PAST YEARS T00?
NO. PLEASE GIVE ME THE OVERHEAD COST FOR 13972.

TABLE PROFIT BEFORE TAX FOR 1372 AND 1973.

COMPUTE PROFIT FOR 1972 AND 1973 ACCORDING TO THE

FOLLOWING FORMULA: ACTUAL UNIT SALES BY PRODUCT
TIMES LIST PRICE MINUS PRODUCTION COST FOR THE

PRODUCT SUMMED OVER ALL PRODUCTS LESS OVERHEAD

COST FOR THE YEAR.

I THINK 1 UNDERSTAND THE PROBLEM. THANK YOU.
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SUBJECT 18

The subject was a Ph.D. student at the Sloan School of

Management, M.1.T. He had no work experience other than summer

jobs.

3
~le

4,

8.

530

WHAT WAS THE CONTRIBUTION MARGIN OF PRODUCT 1 IN 1973?

WHAT WERE THE ACTUAL AND BUDGETED CONTRIBUTION MARGINS
OF PROOUCTS 1, 2, 3, 4, 5 IN 1973?

WHAT WERE THE CONTRIBUTION MARGINS FOR PRODUCTS
1, 2, 3, 4, 5 IN 19727

GIVE THE PRODUCT MIX IN 1972 AND 1973.

GIVE THE ACTUAL AND BUDGETED OVERHEAD COSTS IN 1973
AND THE ACTUAL OVERHEADS IN 1972 FOR EACH PLANT.

GIVE TOTAL CONTRIBUTION FIGURE. FOR 1972 AND 1973.
CANCEL.
GIVE TOTAL PROFIT FIGURE IN 1973 AND 1372,

GIVE LIST AND ACTUAL PRICES FOR ALL PRODUCTS IN 1973.
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18. GIVE ACTUAL PRICES FOR ALL PRODUCTS IN 1972.
11. DO YOU HAVE A BREAKDOWN OF OVERHEAD COSTS?

12. GIVE THE BREAKDOWN OF ACTUAL AND BUDGETED OVERHEAD COSTS

FOR PLANTS 8, 2, 4.

13. GIVE ACTUAL AND BUDGETED OPERATING COSTS FOR ALL PLANTS,
AND ACTUAL AND BUDGETED MANAGEMENT SALARIES AND INTEREST
COSTS.

14. GIVE THE BUDGETED PROFIT.

15. DO YOU HAVE DATA ON TRANSPORTATION COSTS?

15. DO YOU HAVE THE DATA BY PLANT?

17. GIVE BUDGETED AND ACTUAL TRANSPORTATION COST BY PLANT.

| 18. GIVE BUDGETED AND ACTUAL SALES REVENUE.

13. GIVE BUDGETED AND ACTUAL INVENTORY.

28. GIVE BUDGETED AND ACTUAL SELLING COSTS.
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SUBJECT 11

The subject was the manager of an operations research

department with five years of staff experience.

1.

2.

3.

8.

HOW FAR BACK DOES YOUR INFORMATION GO?

WHAT WAS THE % OF QVERHEAD IN EACH OF THE LAST
FIVE YEARS?

PERCENT OF OVERHEAD TO SALES.

WERE THERE ANY CHANGES IN THE PRODUCT MIX IN TERMS
OF SALES DOLLARS?

WHAT WERE THE PROFIT MARGINS OF THE FIVE BATTERIES
IN THE LAST TWO YEARS?

WHAT ARE THE HANDLING COSTS ASSOCIATED WITH EACH PRODUCT
AND DID THEY CHANGE OVER THE LAST TWO YEARS?

HANDLING COSTS ARE COSTS ASSOCIATED WITH PRODUCTS
THAT ARE NOT REFLECTED IN DIRECT MFG. COSTS.

WHAT ARE THE ACTUAL SELLING PRICES OF THE FIVE BATTERIES?
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9. HOW MUCH WAS THE ADDITIONAL REVENUE RECEIVED FROM THE 208%
SALES INCREASE AND WHERE WAS 1T SPENT?

18. THE INTENT OF NY'QUESTION IS TO FIND OUT IF YOU KNOW IF
YOUR ACCOUNTING METHOOS CAN RELATE THE CHANGES IN
SALES TO CHANGES IN YOUR EXPENSE STRUCTURES.

DOES THIS HELP?

11. PLEASE GIVE ME CHANGES IN EACH TYPE OF COST ASSOCIATED
~ WITH EACH PRODUCT.

12. IN AS MUCH AS ALLOCATING COSTS IS A TOUGH JOB 1 WOULD
LIKE TO HAVE THE TOTAL COSTS RELATED TO EACH PRODUCT.
1 MEAN 1 WOULD LIKE THE COST OF EACH PRODUCT BROKEN
OOWN ON A DIRECT AND INDIRECT BASIS.

13. WHAT WAS THE TOTAL PRODUCTION COSTS IN THE MOST RECENT
TWO YEARS? '

SUBJECT 12
The subject was a Ph.D. student at the Sloan School of

Management, M.1.T. He had four years of management experience.

1. HAVE ANY PLANTS BEEN SUPPLYING BATTERIES TO OTHER THAN
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NORMAL CUSTOMERS IE OUTSIDE OF THEIR NORMAL
SALES DISTRICT?

PLEASE DISPLAY OVERHEAD FIGURES (ACTUAL AND BUDGET) FOR

ALL PLANTS FOR THE PAST FOUR YEARS.

WHICH PLANTS HERE OVER BUDGET ON OVERHEAD BY MORE
THAN 5% ?

PLEASE DISPLAY THE OVERHEAD BUDGET VARIANCE IN PERCENT .
AND ABSOLUTE 8 FOR PLANTS 8, 2, AND 4.

WHICH PLANTS WERE OVER BUDGET ON FIXED COSTS BY MORE
THAN 5 % ?

DISPLAY THE PROFITABILITY OF EACH PLANT AS A PERCENT OF SALES.
DISPLAY PROFIT FOR EACH PLANT DIVIDED BY PLANT SALES.

DISPLAY SALES REVENUES FOR ALL PLANTS FOR THE PAST
FOUR YEARS.

DISPLAY AVERAGE COMPANY WIDE PRDFITABILlfY FOR THE LAST
FOUR YEARS (X).
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11.

13.

14,

15.

16.

17.

18.
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YES.
WHY IS THERE SUCH A DIFFERENCE BETWEEN THE COMPANY WIDE
AVERAGE PROFITABILITY AND THE PROFITABILITY OF THE
INDEPENDENT PLANTS? |

I SUGGEST WE GET RID OF PLANT ZERO!

HAS PRODUCT MIX CHANGED IN ANY PLANT WHOSE PROFITABILITY

" HAS FALLEN OFF?

HAS PROBUCT MIX CHANGED 8Y MORE THAN 1 X IN ANY PLANT
WHOSE PROFITABILITY HAS DECREASED?

DISPLAY THE DIRECT COST VARIANCE (ABSOLUTE $ AND %)
FOR ALL PLANTS.

HAS THERE BEEN A DECREASE IN CONTRIBUTION MARGINS FOR
ANY PRODUCT?

DISPLAY THE PERCENTAGE OVERHEAD GROWTH FOR EACH PLANT
FOR THE PAST FOUR YEARS.

DISPLAY THE OVERHEAD DIVIDED BY SALES (%) FOR
EACH PLANT.
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20.
21.
2:2 L]

23.

24.
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WHY ARE THE OH FIGURES FOR PLANTS 2 AND 4 HIGHER
THAN FOR 1 AND 3?

HAS THE PROFITABILITY OF ANY PLANT UECREASED?

WHICH ONE(Si?

OISPLAY THE MARGINS FOR PLANT 2 FOR THE PAST 4 YEARS.
DISPLAY THE DiFFERENCE BETWEEN LIST PRICE ANQ ACTUAL
COSTS (DIRECT + OVERHEAD) DIVIDED BY LIST PRICE FOR

PLANT 2 FOR THE PAST FOUR YEARS.

YES.

SUBJECT 13

The subject was a C.P.A uith eight years of experience

in accounting.

1.

GIVE ME THE BREAKDOWN OF OVERHEAD EXPENSES
FOR THE YEARS 1972 AND 1973.

GIVE ME COMPARATIVE NUMBERS FOR OPERATING COSTS
FOR THE YEARS 1972 AND 1973.
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4,

7.

9.

10.
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WHAT WAS THE PROFIT NARFIN FOR THE YEAR 1972?

YES.

WHAT WAS THE SALES REVENUE BY PRODUCT FOR THE YEAR 1972?
GIVE ME THE SAME REVENUE FIGURES FOR THE YEAR ;973.

GIVE ME THE ACTUAL COST VS BUDGETED COST FOR EACH PRODUCT
FOR THE YEARS 1972 AND 1973.

YES.

GIVE ME COMPARATIVE FIGURES FOR MANAGEMENT SALARY,
INTEREST COSTS, AND DEPRECIATION FOR 1972 AND 1973.

WHAT WERE THE GROSS PROFIT FIGURES FOR THE YEARS
1872 AND 19737

WHAT WERE THE COMPARATIVE FIGURES FOR SALES REVENUE VS
DIRECT COSTS FOR THE YEARS 13972 AND 1973?

11. YES.
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12. GIVE ME A BREAKDOWN OF DIRECT COSTS AND OVERHEAUS FOR
EACH PLANT IN THE YEARS 1972 AND 1973.

13. GIVE ME A BREAKDDNN OF BUDGETED DIRECT COSTS AND
OVERHEADS FOR EACH PLANT FOR THE YEARS 1972 AND 1973.

14. GIVE ME PLANT @ PRODUCTION COST FIGURE
FOR THE YEARS 1972 AND 1973.

15. BY WHAT PERCENT DID THE OVERHEAD EXPENSES IN 13973
- INCREASE OVER THOSE IN 1972?

15. WHAT WERE THE COMPARATIVE FIGURES FOR OVERHEAD EXPENSES -
FOR THE YEARS 1972 AND 19737

17. GIVE ME DETAILS OF HOW THE ADDITIONAL SALES REVENUE
IN 1973 WAS SPENT.

18. WHAT WAS THE PRODUCT MIX IN THE SALES FOR THE YEARS
1972 AND 1973?

SUBJECT 14
The subject uas a masters student at the Sloan School

of Management, M.1.T. He had no work experience.
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2.

6.

9.
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WHAT WERE THE SELLING PRICES OF EACH PRODUCT?
WHAT WERE AVERAGE MANUFACTURING COSTS FOR EACH PRODUCT?

WHAT WERE UNIT PRODUCTION COSTS FOR EACH PRODUCT
IN THE PREVIOUS YEAR?

WHAT WERE THE RELATIVE PERCENTAGES SOLD OF EACH
PRODUCT IN 1872 AND 19737

WHAT WERE AVERAGE QUOTATION PRICES FOR EACH PRODUCT
IN 1972?

WHAT WERE BUDGETED COSTS FOR EACH PRODUCT "IN
1972 AND 19737

BOTH.

DO YOU HAVE BUDGETED PRODUCTION COSTS ON A PER
UNIT BASIS?

WHAT QUANTITY OF PRODUCT 1 WAS SOLD BY ALL
PLANTS IN 19737

10. WHAT WERE CONTRIBUTION MARGINS FOR EACH PRODUCT
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IN 1372 AND 1973?

11. WHAT ARE THE RELATIVE PERCENTAGES OF EACH PRODUCT SOLD
BY EACH PLANT?

12. WHAT ARE THE RELATIVE PERCENTAGES OF SALES BY
EACH PLANT?

13. DO YOU HAVE LIST PRICES FOR EACH PRODUCT?

14. WHAT WERE THEY IN 1872 AND 1973?

15. GIVE ME A BREAKDOWN OF DIFFERENCE BETWEEN LIST
AND AVERAGE QUOTED PRICE FOR EACH PRODUCT FOR
1972 AND 1973.

SUBJECT 15
The subject was an undergraduate student in the
department of Electrical Engineering and Computer Science,

M.1.T. He had no uwork experience.
1. HOW MANY PLANTS ARE THERE?

2. WHICH OF THE FOUR PLANTS HAD THE LARGEST VALUE
FOR TOTAL SALES IN 1973?
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AT PLANT 2, WHICH PRODUCT ACCOUNTED FOR THE LARGEST
PERCENTAGE OF TOTAL SALES IN DOLLARS?

DOES PRODUCT 2 ALSO ACCOUNT FOR THE LARGEST PERCENTAGE
AT PLANT 4?

WHAT WAS THE TOTAL OVERHEAD OF PRODUCTION FOR PRODUCT 2
AT PLANT 2 IN 19737

SUBSTITUTE "DIRECT MANUFACTURING COST" FOR
“OVERHEAD OF PRODUCTION" IN PREVIOUS INPUT.

WHAT IS THE NUMBER OF UNITS OF PRODUCT 2 PRODUCED
AT PLANT 2 IN 1973 TIMES THE UNIT COST OF PRODUCT 2?

DEFINE THE TERMS "UNIT COST" AND "UNIT PRICE".

. WHAT WAS THE NUMBER OF UNITS OF PRODUCT 2 PRODUCED AT

PLANT 2 IN 1973 TIMES THE UNIT PRICE OF PRODUCT 2?

HOW IS PROFIT COMPUTED?

. CAN YOU PRODUCE A PROFIT FIGURE FOR A SPECIFIC PRODUCT

AT A SPECIFIC PLANT IN 19737
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13.

14,

15.

16.

]b7l

18.

19.

21.
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PRINT A TABLE CONTAINING UNIT COST AND UNIT PRICE FOR
EACH PRODUCT AT PLANT 2 IN 1973.

COMPUTE UNIT COST FOR EACH OF THE PRODUCTS IN 1972.

WHICH UNIT PRICES WERE DIFFERENT IN 1972?
PRINT THEIR VALUES.

WHAT WERE THE TOTAL OVERHEAD COSTS AT PLANT 2
IN 1972 AND 19737

WHAT WERE TOTAL REVENUES AT PLANT 2 IN 1972 AND 1973?
HOW 1S OVERHEAD COST COMPUTED?
LIST THE FIXED. NON-MANUFACTURING EXPENSES.

FOR EACH OF THE FACTORS JUST LISTED GIVE THE TOTAL VALUE
INCURRED AT PLANT 2 IN 1872 AND 1973.

. AT PLANT 2 LIST THE OPERATING COST INCURRED IN

1972 AND 1973.

FOR DEPRECIATION MANAGEMENT SALAFY AND INTEREST COST
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23.
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LIST THE AMOUNTS INCURRED IN 1372 AND 1973.

WHAT WAS THE OPERATING COST AT EACH PLANT?
CANCEL. '

WHAT WAS THE PERCENT CHANGE IN DPERATING COST AT EACH

" PLANT FROM 1972 T0 1973?

24.

25.

26.

27.

28.

29.

IN 1973 WHAT PERCENTAGE OF THE.DIRECT MANUFACTURING COST
WAS ACCOUNTED FOR BY OPERATING COST?

WHAT WAS THE CHANGE IN TOTAL MANUFACTURING COST
FROM 1972 TO 19732 |

WHAT WAS THE PERCENT CHANGE IN TOTAL MANUFACTURING COST
FROM 1972 TO 1973?

WHAT WAS THE PERCENT CHANGE IN TOTAL REVENUES FROM
1972 10 19737

WHAT WAS THE PERCENT CHANGE IN TOTAL OVERHEAD COSTS
FROM 1972 TO 1973?

DEFINE P-COST TO BE THE SUM OF OVERHEAD COST AND

" MANUFACTURING COST. WHAT PERCENTAGE OF THE P-COST
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IS ACCOUNTED FOR BY OVERHEAD COST?

3@3. FOR WHAT YEAR WAS THAT FIGURE?

3l. GIVE ME TH£ SAME FIGURE FOR 1972,

32. HOW IS PRbFlT COMPUTED?

33. HOW IS TOTAL COST COMPUTED?

34. ARE PRODUCTION COST AND MANUFACTURING COST THE SAME?
SUBJECT 16

The subject had a masters degree from the Sloan School

of Nanagement.'ﬂ.l.Te He had eighteen months experience as a

staff manager.
1. HELLO!

2. GIVE ME TWO TABLES, THE CONTRIBUTION MARGIN FOR ALL
PRODUCTS IN EACH PLANT FOR THE YEARS 1372 AND 1973.

3. GIVE ME THE TOTAL SALES FOR 1372 AND 1973.

4. GIVE ME THE SALES VOLUME BY PRODUCT FOR THE
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11.

12.
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* YEARS 1972 AND 1973,

GIVE ME THE FOLLOWING PROPORTIONS:
THE SALES OF PRODUCTS ONE, TWO AND FIVE DIVIDED BY THE
TOTAL SALES FOR 1972 AND 1973.

GIVE ME THE AVERAGE COSTS AND THE BUDGETED COSTS FOR
THE FIVE PRODUCTS FOR 1973 AND 1972,

- UNIT COSTS.

GIVE ME THE DISTRIBUTION OF THE SALES OF PRODUCT FOUR -
BY PLANT.

OISTRIBUTION OF THE SALES OF PRODUCT 4 BY PLANT FOR
THE YEAR 1972.

GIVE ME THE BUOGET FOR PLANT 4.

GIVE ME THE DIRECT COSTS AND THE OVERHEADS FOR
1972 AND 1973.

WAS THE ACTUAL OVERHEAD EXPENSE IN PLANT 4 HIGHER THAN

THE BUDGETED AMOUNT. IN 18737
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15.

16.

17.

18.

13.
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BY HOW MUCH?

. SUPPOSE THE SALES IN 1973 HAD REMAINED UNCHANGED,

WOULD THE PROFIT PICTURE HAVE ALTERED IF THE SELLING
PRICE OF PRODUCT 1 HAD BEEN INCREASED TO ALLOW A PROFIT
MARGIN OF $5.5, AND BY HOW MUCH? NEXT, WOULD THE SALES
HAVE ALTERED SIGNIFICANTLY IF THERE HAD BEEN THIS
PRICE INCREASE? |

EVEN THOUGH THE PLANTS ARE NOT OPERATED AS PROFIT
CENTERS, COULD YOU TELL ME THE CONTRIBUTION TO PROFITS
FROM EACH PLANT FOR THE YEARS 1872 AND 13737

GIVE ME THE SALES BY PRODUCT FOR I'LANT TWO FOR THE
YEARS 1972 AND 1973.

GIVE ME THE PROPORTIONAL INCREASE IN THE SALES OF THE
VARIOUS PRODUCTS.

GIVE ME THE PRICES FOR THE VARIOUS PRODUCTS FOR THE LAST
TWO YEARS.

CAN YOU GIVE ME THE PROPORTIONAL CONTRIBUTIONS TO
PROFITS OVER THE LAST TWO YEARS FOR EACH PRODUCT?
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28. NO.

SUBJECT 17

The subject had a masters degree from the Sloan School

of Management, M.1.7. He had eight years of experience as a

chemical engineer and two years of experience as a staff

manager.,

1. PLEASE GIVE ME THE SALES FOR 1963 76 71 72 AND 73.

2. TOTAL PROFIT MARGIN FOR 69 78 71 72 AND 73.

3. TOTAL PROFIT.

4. PROFIT MARGINS FOR EACH PRODUCT?

5. SALES FROM EACH PLANT DURING 73.

6. SALES FROM EACH PLANT DURING 72.

7. THE RATIO OF PRODUCTS COSTING $6.25 AND $5.08
FROM EACH PLANT DURING 72 AND 73.

8. CAN YOU GIVE ME DATA ON PRODUCT MIX FROM EACH PLANT?
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9. GIVE ME THE OVERHEAD COSTS FROM EACH PLANT
DURING 72 AND 73.

18. GIVE ME THE RATIOS OF OVERHEAD COSTS AND SALES
FROM EACH PLANT FOR 72 AND 73.

11. GIVE ME THE RATIOS OF OVERHEAD COSTS AND SALES
FOR PLANTS 1 2 3 4 FOR 72 AND 73.

12. FOR 72 AND 73.

13. GIVE RATIOS OF MANUFACTURING COSTS TO SALES
FOR PLANTS 1 2 3 AND & FOR 72 AND 73.

16, GIVE PERCENTAGE CHANGE IN SALES FOR EACH PLANT
FOR YEARS 72 AND 73.

15. GIVE PERCENTAGE CHANGE IN OVERHEAD COSTS FOR
ALL PLANTS FOR YEARS 72 AND 73.

SUBJECT 18
The subject was a production manager with ten years of

line experience and two years of staff experience.

1. WHAT IS TOTAL REVENUE FOR COMPANY ?



. 300

2. WHAT WAS THE COST OF GOODS SOLD?

3. 1 WANT THE SUN,

4. WHAT WAS THE NET INCOME?

5. WHAT 1S THE COST FOR EACH PRODUCT IN EACH PLANT?
6. UNIT COST. |

7. WHAT WAS THE ACTUAL UNIT COST CHANGE PER PRODUCT
IN 1973 OVER 19727 | |

8. HOM MUCH DID OVERHEAD EXPENSE INCREASE IN 1973 OVER 1972
IN EACH PLANT? |

9. UWHAT IS PLANT @?

18. WILL OUR CUSTOMERS PAY MORE FOR THE PRODUCT?
CANCEL.

11. WHAT WAS THE VOLUME INCREASE PER PRODUCT IN
1973 OVER 19727

12. WHAT WAS OVERHEAD INCREASE PER LOCATION IN
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12. WHAT WAS OVERHEAD INCREASE PER LOCATION IN
1973 OVER 19727

13. WHO ARE MY CUSTOMERS AND WHAT ARE THEIR
VOLUMES PER CUSTOMER?

14. WHAT IS THE PRICE OF EACH PRODUCT?
SUBJECT 19
. The subject was in the first semester of the Sloan
Fellous program at the Sloan School of Management, M.1.T. He
had five years of experience as a staff manager mainly in the
computer'field. Some of his experience uas uith a psuedo
English language system.

1. DISPLAY FOR 1972 AND 1973.

2. SALES, OVERHEAD, SELLING PRICE, OVERHEAD, DIRECT
MANUFACTURING COST, AND PROFIT MARGIN FOR ALL TYPES.

3. REMEMBER THIS REQUEST (CALL 1T REQUEST A).
4. CAN YOU FORMAT REPORTS?

E. PLEASE RESPOND TO REQUEST A FOR YEARS 1972 AND 1973.



13.

11.

12.
13.
14.
15.

16.
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DISPLAY SALES.

DISPLAY SALES FOR YEARS 1872 AND 1373 BY BATTERY TYPES.
CALL CHAS THE RATIO (OVERHEAD/SALES).

CONGRATULATIONS.

PLEASE RETAIN THE RESULTS OF SPECIFICATIONS
UNTIL I CHANGE THEM.

DISPLAY FOR YEARS 13972 AND 1873 SALES AND CHAS
BY BATTERY TYPE.

DISPLAY ((SALES IN 1872 - SALES IN 1973)/SALES IN 13972).
REMEMBER TO RETAIN SPECIFICATIONS OF PREVIOUS REQUESTS.
CALL LAST DISPLAYED QUANTITY "SALES GROWTH".

DISPLAY SALES GROWTH FOR ALL TYPES,

DISPLAY AVERAGE COST FOR 1972 AND 1973.

. PRODUCTION COST AVERAGED OVER SALES.
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18. AGAIN BY PRODUCT PLEASE.

19. DISPLAY COST OF GOOOS SOLD FOR PRODUCT 1.

20. WHAT IS THE DIFFERENCE BETWEEN "PRODUCTION COST" AND
"DIRECT MANUFACTURING COST"?

21. NO THEY ARE’NT.
22. GIVE ME DEFINITION OF MARGIN.
23. STANDARD COSTS?

24. LET SCVAR BE DIFFERENCE BETWEEN STANDARD COSTS
AND PRODUCTION COSTS.

25. DISPLAY SCVAR AND SALES GROWTH FOR 1372 AND 1973.
CANCEL.

25. DISPLAY SCVAR FOR ALL PRODUCTS AND ALL YEARS.
27. WHAT ARE MY EXPENSE CATEGORIES?

28. DISPLAY OVERHEAD.
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29. LET ALLOC BE ,
( (OVERHEAD/PRODUCTION COST)xTOTAL PRODUCTION COST)
FOR EACH PRODUCT.
SUBJECT 28.

The subject was a Ph.0. student at the Sloan School of
Management, M.1.7. He had four years of experienca.as a
mechanicai engineer.

1. WHAT DATA DO YOU HAVE REGARDING OVERHEAD EXPENDITURES ?
2. WHAT DATA DO YOU HAVE REGARDING PRODUCTION COST ?

3. WHAT DATA DO YOU HAVE REGARDING PRODUCT MIX ?

4. DO YOU HAVE PRODUCTION COST PER UNIT FOR
EACH TYPE OF PRODUCT ?

5. PRINT PRODUCTION COST PER UNIT FOR PRODUCT 1.
6. PRINT LIST PRICE FOR PRODUCT 1.

7. PRINT TOTAL MANUFACTURING COST FOR PRODUCT 1.
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11.

12.

13.

15.

16.

17.

18.
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PRINT TOTAL MANUFACTURING COST PER UNIT OF PRODUCT 1.
PRINT OVERHEAD COST PER UNIT OF PRODUCT 1.

WHAT WAS THE AVERAGE BUDGETED COST PER UNIT
OF PROOUCT 1?

WHAT DOES THE AVERAGE BUDGETED COST PER UNIT INCLUDE ?
PRINT BUDGETED COST PER UNIT OF PRODUCTS 2, 3, 4.

PRINT DIRECT PRODUCTION COSTS PER UNIT FOR ALL PRODUCTS.

. PRINT LIST PRICES PER UNIT FOR ALL PRODUCTS.

WHAT WAS THE EXPECTED CONTRIBUTION MARGIN FOR ALL
PRODUCTS PER UNIT ?

WHAT WAS THE ACTUAL CONTRIBUTION MARGIN FOR ALL PRODUCTS
PER UNIT?

WHAT WAS THE AVERAGE SELLING PRICE PER UNIT
FOR ALL PRODUCTS?

WHAT WERE EXPECTED OVERHEAD COSTS?
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21.

22.

23.
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25.

25.

27.
28.

23.
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WHAT WAS ACTUAL OVERHEAD COST?
WHAT WAS THE PLANNED PRODUCT MIX?
WHAT WAS ACTUAL PRODUCT MIX?

PRINT PRODUCTION COSTS PER UNIT AND PER PLANT
FOR ALL PRODUCTS.

00 YOU HAVE A LIST OF OVERHEAD COST FOR EACH PLANT
SEPARATELY ?

PRINT THIS LIST.
WHAT IS PLANT @ ?

DO YOU HAVE A LIST OF PRODUCTION COST ITEMIZED
PER TYPE OF DIRECT COSTS?

WHAT WAS THE BUDGETED DIRECT MATERIAL COST ?
WHAT WAS DIRECT MATERIAL COST?

WHAT WAS LABOR COST ?
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368. WHAT WAS TRA&SPURTATION cosT?

51. WHAT WAS MATERIAL COST IN 1972?

32. WHAT WAS LABOR COST IN 19727

33. WHAT WAS TBANSPURTATIUN COST IN 19727

34. DO YOU HAVE RECORDS ON SALES PER MAJOR CUSTOMER
IN 1972 AND 19737 '

SUBJECT 21

The subject was a masters student at the Sloan School
of Management, M.1.T. He had fifteen months of experience as
an econometric consultant using a psuedo English language

system.
1. LIST DATA AVAILABLE.
2. PRINT THE UNIT COST FOR BATTERY TYPE 1 AT EACH PLANT.

3. LIST ACTUAL AND BUDGETED UNIT COSTS FOR PRODUCT 1
FOR 65 TO 73.
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4. LIST THE DATA FOR THE LAST 5 YEARS FOR EACH PRODUCT
BY UNIT COST.

5. DEFINE EQUATION
DISCOUNT (X) =

(LIST PRICE(X)-SELLING PRICE(X))/(LIST PRICE(X)).

6. SOLVE DISCOUNT (PRODUCT 1).
PRINT DISCOUNT (PRODUCT 1).

7. SOLVE DISCbUNT (PRODUCT 2), THEN PRINT DISCOUNT (PRODUCT 2).
8. SOLVE DISCDUNT (PRODUCT.3). THEN PRINT ANSWER.

9. SOLVE DISCUUNT.(PRUDUCT 4), PRINT ANSHWER.

18. SOLVE DISCOUNT (PRODUCT 5), PRINT ANSNER.

11. PRINT PROFIT MARGIN FOR EACH PRODUCT FOR 72 AND 75.

12. DEFINE
%SALES (X) = (TOTAL SALES PRODUCT (X)) /(TOTAL COMPANY SALES).

13. SOLVE %SALES(X) FOR EACH PRODUCT FOR 72 AND 73.
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14. PRINT THE NUMBER OF UNITS OF EACH PRODUCT
PRODUCED BY PLANT.

15, PRINT TOTAL SALES VOLUME BY PLANT.
16. LIST PROFIT MARGINS BY PLANT.
17. LIST PRODUCTION COSTS BY PLANT.
18. LIST OVERHEAD COSTS BY PLANT.
19. DEFINE

%CHOVERHEAD(T) =

(OVERHEAD (T) - OVERHEAD({T-1))/(OVERHEAD(T-1)}.

20. PRINT %CHOVERHEAD(?B) FOR EACH PLANT.
21. WHY ARE THERE 5 PLANTS?
22. WHAT WERE THE MAJOR INCREASES IN OVERHEAD IN PLANT 1?7

23. GIVE DOLLAR FIGURES FOR OVERHEAD EXPENSES FOR PLANT 1.

24. 1TEMIZE OVERHEAD COSTS FOR PLANT 1.
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25. DEFINE %CH (ITEM T)=(ITEM(T)-ITEM(T-1))/(ITEM(T-1)).

26. LET ITEM BE DEPRECIATION, AND T BE 73.

27. PRINT THE LAST ANSWER.

28. LET ITEM BE OPERATING COST.

29. LET MANAGEMENT SALARIES BE ITEM.

308. LET ITEM BE INTEREST COST.

31. LET ITEM BE OPERATING COST BY PLANT,

32. WHAT MAKES UP OPERATING COSTS?

33. LET ITEM BE ENTERTAINMENT EXPENSES.
PRINT FOR TOTAL, AND EACH PLANT.

 34. LET ITEM BE INTEREST COST BY PLANT.

SUBJECT 22
The subject had an M.B.A. and five years of
experience. Two of these were as an engineer and three as a

manager.
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WHAT WERE THE OVERHEAD EXPENSES IN 19737

WHAT WAS THE PERCENTAGE INCREASE IN OVERHEAD COST,

1973 VS 19727

WHAT WAS THE PERCENTAGE INCREASE IN FREIGHT AND
DISTRIBUTION COSTS FOR THE SAME PER1CD?

WHAT WAS THE ACTUAL VALUE OF FREIGHT AND DISTRIBUTION
COSTS IN 19737

WAS THERE AN INCREASE IN TRUCKERS FEES IN 1973?

ARE ALL INCREASES FROM FREIGHT CARRIERS PASSED
ON TO THE CUSTOMER?

IS TRANSPORTATION COST INCLUDED IN OVERHEAD?

WHAT WERE THE SALES BY PRODUCT (5 PRODUCTS)
FOR 1372 AND 19737

WHAT WAS THE TURNOVER BY PRODUCT FOR 1972 AND 1973?

DIVIDE COST OF SALES BY AVERAGE INVENTORY FOR EACH YEAR
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12.

13.

14.

15.

16.

17.

18.

13.
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FOR EACH PRODUCT AND GIVE US THE RESULT.
FOR 1372 AND 1973.

WHAT WAS THE PROFIT MARGIN FOR EACH PRODUCT
FOR 1972 AND 19737

WHAT WAS THE PERCENTAGE OF TOTAL SALES FOR EACH PRODUCT
FOR 1972 AND 19737

WHAT COST ITEMS ARE INCLUDED IN OVERHEAD COST?

WHAT WERE THE OVERHEAD COSTS FOR 1972 AND 1373 FOR
EACH PLANT?

CAN YOU GIVE THE PERCENT OF TOTAL OVERHEAD COST OF EACH
PLANT FOR 1372 AND 19737

WHAT WAS THE PERCENT CHANGE 1372 VS 1973 FOR EACH PLANT?
D0 YOU HAVE A MODEL FOR MEASURING CUSTOMER SERVICE?

DO YOU HAVE A COUNT OF THE NUMBER OF SALES REQUESTS
AND THE NUMBER OF REQUESTS FILLED?



313

SUBJECT 23

The subject was an éngineer uith a degree in -

operations research and ten years of experience as a

production engineer. He uas taking his first, formal

management courses at the time of the experiment.

4,

5.

6.

8.

. WHAT TYPES OF DATA DO YOU HAVE?

IS BEGIDNlﬂECORDED BY PRODUCT?

1S REVENUE RECORDED BY PRODUCT?
WHAT ARE REVENUES FOR EACH PRODUCT?
WHAT ARE SALES BY PLANT?

WHAT ARE SALES BY PLANT BY PRODUCT?

CAN YOU SUBRACT 1972 SALES BY PLANT BY PRODUCT FROM 1973
SALES BY PLANT BY PRODUCT?

SUBTRACT 1972 SALES BY PLANT BY PRODUCT FROM 1973
SALES BY PLANT BY PRODUCT.

9. DID ANY PRODUCT COSTS EXCEED BUDGET IN 73?
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11.

12.

13.

14,

15.

16.

17.

18.

13.

20.
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BY PLANT BY PRODUCT WHICH COSTS EXCEEDED BUDGET?

WHICH PRODUCT OF THE FIVE HAD THE LARGEST
PERCENTAGE VARIANCE?

IN 1972 HHIFH’PRUDUCT OR PRODUCTS HAD LARGEST VARIANCFS?
WHAT WERE 1972 AND 1373 PROFIT MARGINS BY PRODUCT?

CAN YOU GIVE UNIT COSTS BY éLANT BY PRODUCT?

WHAT WERE ACTUAL COSTS PER UNIT FOR PLANT TWO?

WHAT WERE UNIT COSTS FOR 1372?

WHAT WAS PRODUCT MIX BY PERCENT IN 72?

WHAT WAS PRODUCT MIX BY PERCENT IN 737

WERE PRICES RAISED IN 1973 OVER 1972°?

WHAT WERE 1972 AND 1873 PRICES FOR EACH PRODUCT?



315

APPENDIX I11

THE KNOWLEDGE REQUIRED TO RESPOND TO THE SUBJECTS® REQUESTS

To provide some idea of the knouledge required in a
domain-specific management-support system this appéndix
attempts to describe all of the knouledge required . to
understand and respond to the 4396 requests received from the
subjects. The knouledge is described by itself and as the
contents of a hypothetical system capable of responding to the
subjects’ requests. Although similar in nature, this system
should not be confused uWith the system described in the
earlier part of the thesis. The knowledge required to parse
the requests is not included. The parsing problem is well
‘known and has been studied extensively (7,34,43,61,72,74,76]).
The capabilities of our parser are described in Chapter 6.
Thus, more accurately, this appendix describes the knouledge
required to process the parsed Eequests. Since it attempts to
be complete there is some overlap with earlier sections.

Generically, system knowledge is of two main types:
properties of objects and events and procedures for performing

different types of actions. OWL [44], the knouledge
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representation language, was used in the prototype mainly for
the former purpose. Procedural knouledge is encoded into
various sections of the processor. Philosophically, there is
a duality betueén descriptive and procedural knouledge but
certain types of knouledge are more efficiently represented in
one form rather than the other. UWe have aftempted to encode
knouledge in a descriptive fashion as far possible.

To provide a flavor of fhe kind of processing carried
out by the system and the knouledge it is based on, we
describe below the analysis of the first reqﬁest made by the
first experimental subject. Some of the analysis will become
clearer in tight of the knowledge of various tupes described
in the following sections, The request was:

"What was the percentage of overhead cost

to total sales for the last five years?"
The parse of the sentence indicates that'it is a wh-question
and, thus, asks for some kind of information. The system
looks at the verb and finds it to be a kind of "be" verb.
This indicates that the following main noun group Will
determine the nature of the information required. The system
looks at this and finds it to be "the percentage". The "a-k-

o" (short for "a kind of"}) property of the terminal noun is
tested and found to have the value "function". The system nouw
knous that a function of data or model values is required and

subsequent analysis is based on this inference.
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The system tests other properties of "percentage” to -
find the number of arguments required and where these may be
found in the sentence. It finds that two arguments are
required. It also finds a number of sentence patterﬁs .that
may be used to specify them. It tests the request against
each of these patterns and finds that it fits a pattern that
expects the arguments in prepositional groups (PGs) starting
Wwith "of" and "to". It takes, therefore, "overhead cost" and
"total sales" as the first and second arguments. Other PGs
are tested for information related to the retrieval of data
and "for the last five years" is found.

"Overhead cost" and "total sales" are nou processedlbg
the name matching routine. It recognizes them as noun groups
referring to data knoun to the system and returns "OVERHEAD-
COST" and "SALES" as the equivalent data names. The name
matching routine is described in 1I1.5. The PG "for the last
five years" is processed by the key value assignment routine,
described in I11.6. It returns the list "year-1969 year-1970
year-1971 year-1972 year-1973" as the valug assigned to the
key "year", Since this is a request for a function of data,
the system attempts to retrieve the value of the inputs to the
function. It sends the data names and the key values obtained
from the sentence to a retrieval routine. This finds that
"OVERHEAD-COST" is stored by plant and by year. Since} there

is no specification for plant in the sentence it uses a
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general default and sums over all plants, [t returns,
therefore, a list of five numbers: the overhead costs for
each of the five years. Similarly, since there are no
specifications for plant, product or customer it sums "SALES"
over them and returns another list of five sales figures.
These two lists, along with the names of the inputs and the
key specifications for each value, are sent to a control
program that invokes the function routines and formats the
data. It notices that the "percentage" is required for tuo
equally long lists of numbers and invokes the ”peﬁcentage"
routine five times, once for each pair of corresponding
numbers inkthe lists, Finally, it tekes the fiQe percentages
and formats an ansuwer that looks |ike:

PERCENTAGE: OVERHEAD-COST TO SALES

YEAR-1973 12.30 %

YEAR-1972 11.98 %

YEAR-1371 13.2

YEAR-1370 14.3
YEAR-13969 15.2

B %
B %
g%
The system is now ready for the next question.

Every noun group that is contained in the subjects’
requests can be classified into one of the follouwing
categories: data names, model names, names of functions of
data or model values, names of keys over uwhich data is stored
and names of entities knoun to the systenm. The entities

include, other than those named above, the system, The Battery

Company and the user. Each of these categories is discussed
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exhaustively in one or more of the following sections.

I11.1 DATA KNOWLEDGE

The subjects’ requests ask for data by name and by
using the appropriate verb., The data requested can be
exhaustively classified into revenues, costs, pf!ces.
inventories, loans and average interest rates. | Each of thése-
words, as well as "sales", has a "a-k-o" property that is set
to "data". The verbs "spend", "se!l" and ”producé" possess
"noun-verb" properties that point to "cost", "sales" and
"production" respectively. The verb "incur" indicates a cost,
but the name of the cost must be completely specified in. the
sentence. | |

The only kind of revenues requested are sales.
Aggregate costs are of tuwo basic kindst production costs and
overheads. Production costs are broken down into direct
tabor, direct material and transportation cost. lSome of the
requests also ask for standard costs and unit production
‘costs. Unit production cost is broken douwn into unit labor,
unit material and unit transportation costs. Unit costs are
the average direct costs of producing one battery. Standard
costs are alsb subdivided into standard material cost,
standard labor cost and standard transportation cost.
Overhead costs are broken doun into operating costs, interest

cost, depreciation and management salaries, This information



328

is also used to interpret and ansuer questions about the
components of different types of data and where specific costs
get included.

Thé reduests also Aask for list prices, at which “the
product is supposed to be sola. and average quotation prices
at which it is actually sold. Some ask for inventories uhlch
are divided into product and material inventories.

All data is stored for the last five years of
operation and aé actual and budget, except for unit production
costs for uhichvétandard costs serve as budget.

Figure llI.1 presents all the data items knoun to. the
system in the form of a tree. All the words that are used to
refer to data can. be classified either as direct data names
such as "cost" and "inventory" or as adjectives and
classifiers such as "unit" that futher specialize the data
name or, finally, as noun groups that the system processes as
being equivalent in meaning to a knoun data ﬁame.

| Each data item requested is specified as a noun group
in the sentence. The name matching routine anaigzes the noun
group and attempts to match it to one of the data names
mentioned above. Details of the matching process are
described in [I].5. [f a match cannot be found the system
replies that it does not have information about the noun
group. |

Revenues, costs, prices, inventories and loans are
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DATA
[ | | T |

REVENUE COST PRICE LOAN INTEREST-RATE

| \

SALES INVENTORY
{ 1

PRODUCT- MATERIAL-

INVENTORY INVENTORY
LIST-PRICE AVERAGE-QUOTATION-PRICE

i T 1
PRODUCTION-COST UNIT-PRODUCTION- OVERHEAD-COST

COST

[ | 1
DIRECT DIRECT TRANSPORTATION
LABOR MATERIAL COST
COST COST

UNIT UNIT UNIT
LABOR MATERIAL TRANSPORTATION
COsT COSsT COST
I |
OPERATING INTEREST DEPRECIATION MANAGEMENT
COSsT COST SALARY

Figure lll.] The Data Items Known To The System
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stored in dollars. Interest rates are stored as percentages.
Sales are stored in an array by customer, plant, product and
geér. These are called its keys. Production costs énd its
components are stored iﬁ arfags by plant, product and year. !
Unit production costs are stored by product and geéf.
Overhead costs and its components are stored by plant and
year.

To refrieve a piece of data, key information for its
retrieval must be specified in the sentence. Assignment of
key values from information contained in the sentence alsb
requires analysis of noun groups that specify plant, product,
" customer or year values. The key value assignment program
analyzes these noun groups and sets up the values in
appropriate registers. It is described in section I11.6.

If ali thé key values are not specified, a set of .
defaults is used to fill in the missing informafion. For all
data, except prices and unit and standard costs, a missing
key, other than year, is summed over. For example, OVERHEAD-
COST is stored by plant and year. [f the request is for
"overhead cost for 1973" the system provides the sum of '
overhead costs over all plants for 1973. For prices and unit
and standard costs, if the product specification is‘ missing,
the data is provided for all products. |f the year is omitted
in a request for data it is assumed to be the last year for

which the system has information, namely 1973. This is
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printed out as part of the ansuer.

The system contains a definition for each data item.
-If an explicit definition is not provided for a piece of data,
krouledge about the keys on which it is stored and its
components, if any, can be used to create a definition.

Requests for data are checked to contain keys on which
the data is not stored. If this occurs; an error message is
printed out accompanied by the definition of the data
requested.

Other than the values of various types of data, some
of the subjects’ requests ask for information about their
nature. Questions asking for the components.of an aggregate
cost or where a named cost gets included use the follouwing
nine constructions in the subjects’ requests:

"What are the components of overhead cost?"

"Is transportation cost part of operating expenses?”

"Uhere doeé transportation cost get included?"

"Are shipping costs reflected in production costs?”

"Is transportation cost included in overheads?"

"What are the components of the various costs you know

about?"

“Areltransportation costs included in overhead or cost

of goods sold?"

"What are my expense categories?"

"What makes up operating costs?"
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Requests that inquire whether a certain piece of data exists
can be ansuered by invoking the name matching routine. The
subjects’ requests use the following constructions to ask for
available data:
Constructions Inveolving "data":

"What data do you have on operations?"

"What data items do you knouw about?”

"Do you have data by plant?”

"List data available."”

"What types of data do you have?"

"Oo you have data on transportation cost?"

"What data do you have regarding overhead expenses?"

"What data do you have regarding production cost?"

"What data do you have regarding product mix?"
Constructions Involving "information":

"Do you have any information on customer

satisfaction?"

"Do gou’have any information on transportation cost?"

"Do you have any information about what these loans

are for?"

"What information do you have on competition?”

"Do you have any information cn production cost?"
Other Constructions:

"Do you have variable budgets?"

"Do you have a list of changes in sales force?"
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"Do you have further breakdouns of overheaq?"

“Do you have budgeted production costs?"

"Do you have pfoduction costs?"

"Do you have a list of production cost.itemized per

type of diréct cost?"

The system responds to questions that ask whether a
partiicular piece of data exists by providing its value if
possibie. |

One of the subjects’ questions asks for a property of
data. It is similar to the questions about the properties of
entities that are discussed in I11.4

"Oo overhead costs vary uith volume?"

This requires a property called "variation"" to be associatéd
with "overhead cost" 'containin§ a lict of factors it varies.

with, In this case the list uould be empty.

[11.2 MODEL KNOWLEDGE

Some df the information that is requested requires the
evaluation of modeis. [Model naﬁes have their "a-k-o" property
set to "model". The name matching routine described in 111.5
attempts to match the noun group naming the model requested to
mode! names knoun to the system. Linked to each model name is
a list of inputs to a subroutine of the same name as vthe
model . The inpuis may be data or mode]s. To produce a value

for the model its data inputs are retrieved and its model
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inputs evaluated and fed into the subroutine. A model value

that is requested ujth the adjective "budgeted" is calculated

With budgeted figures tor each of its inputs. The requests

ask for the following models: "profit", "product mix",

"turnover", "cost of goods sold", “contribution", and
"contribution ﬁargin“. 0f these, "profit", "cost of goods
sold", "contribution" and "contribution margin" are calculated
in dollars, "Turnover" is a number and "product mix" is a set

of percentages.

Figure I11.2 lists all the models knoun to the system.
The name matching routine attempts to match the noun group
specifuing the model to the model names knoun to the system.
It is described in section III.5,

Each model name is associated with information
indicating the cases wherein key information for retrieving
its input data may be found. The key value assignment.routine
is described in II1.6. 1f key values are missing a set of
. defaults are used. For "profit", "turnover", "cost of goods
soidﬁ and "contribution" if the customer, product, or plant
specifications are missing the data is aggregated over them.
"Product mix" is computed for all plants if the plant
speci?ication is omitted. Models have restrictions on key
values they can be calulated for., "Profit" and "cost of godds
sold" cannot be produced for all products since overhead cpgt

is not allocated bg product. Knouledge about key values over
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MODEL

PROFIT COST-OF-GOODS- CONTRIBUTION CONTRIBUTION- PRODUCT- TURNOVER
SOoLD ) MARGIN Mix

Figure 111.2 The Models Known To The System
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which model values can or cannot be produced must also be
knoun specifically to the system so that it caﬁ ansuer
questions about it., The following tuo requests require such
knoul edge:

"What is the definition of profit for a product?"

‘“Can you compute a profit figure for a specific
product at a specific plant?"”
If the product specification is omitted in a request for
"contribution margin" it is produced for all products. For
all models, missing year specifications are assumed to be
"1973".

In addition to model values, certain requests ask
whether a model with given specification exists. There are
three such'questions among the subjects’ requests.

"Do you have a foreﬁasting mode! for demand?"

"Do you have a mode! to maximize contribution to the

company subject to production and other constraints?"

"Do you have a model for measurfng customer service?"
Each model has a definition associated with it. This is
printed out if the question asks hou the model (and in one
case overhead cost) is "calculated", "computed" or "defined".
I[f a model is requested wWith key specifications that are

inappropriate, its definition is printed out.
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IT1.3 KNOWLEDGE ABOUT FUNCTIONS OF DATA

The system also has the ability to compute named
functions of data or model values. To respond to the requests
it must be able to count and calculate percentages, increasés.
rates of increase, changes, differences, {accounting)
variances, overruns, distributions and averages. It must also
be able to compute a special function called "over budget"
which is the excess of a named figure over the corresponding
budgeted amount. The functions are referred to by these words
in the subjects’ requests except that "ratio" and "proportion"
are treated as being equivalent to "percentage" and
"deviation" as being equivalent to "difference". "Go up",
"grouth" and "dollar increase" ‘are interpreted to mean the
same as "increase" and "decrease" is implemented_as "increase"”
with a change of sign at the output. Each function has
knouledge associated with it about the number and nature of
its arguments and the cases in the parsed sentence uhere the
noun groups that name the data to serve as arguments ufll
occur, The following paragraphs describe this knowledge for
all the functions required to respond to the subjects’
requests,

"Percentage" expects two numbers as arguments. Two
ways in which their names are specified are in a pair of PGs
starting with "of" and "to" and as the main noun group and the

noun group in a PG starting with "of". In the latter case a
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"manner" PG starting with "as" and with the function as .its
main noun follows the main noun group. Examples are:

"What uas the percenfage of overhead costs to total

sales for the last five years?"

"What are profit margins as a percentage of sales

for each manufacturing installation?"”
Another sentence pattern or convention for specifying inputs
to ‘"percentage" is a sentence that starts wuith "uhat
percentage” followed by a PG starting with "of", a "be" verb
and a noun group specifing the second argument:

"What percentage of overhead cost is operating cost?"
If percentages are required for a set of numbers then usually
they are required to the total. This is.exploitéd‘ ina
sentence pattérn that specifies only the set of numbers:.

"What percentage of each product is soid

from eaéh plant for the last five years?"
The system uses knouledge of this convention to sum the
numbers and compute each percentage to tﬁat numbgr.

"Increase" and "change" also reqUiré 'tug-numﬁers as
arguments but they are aluays the same data item. Thus, only
one noun group is used to specify them. Preposition 'grbupé
specify the tuo sets of key Qalues. typical ly as noun groups
joined bg.an "and" in a PG starting with "between" or as tuwo
PGs starting with "from" and "to". One set of  key

speci fications may be omitted, houever, using the default that
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variation is required over the last complete time period..

Argument names can also occur as classifiers of the
function name as in "salary increases", "percentage overhead
grouth", and "sales percent increase". "Rate of increase" and
"percent (or percentage) increase" use the same conventions as
"increase" for specifying data and the system can use the same
kriouledge for sentence analysis. A different function is used
to operate on the data, houwever.

The tuwo arguments required by "difference" normally
come as noun groups joined by "and" in a PG starting with
"betuween"”. They may also be specified as two PGs starting
with "of" and "from". In some cases a singie noun group s
specified in a PG starting with "in" and two sets of key
values in PGs starting uith "to" and "from" or "betueen".

"Variance" is similar to "difference" except that the
two data items are budgeted and actual values. Sometimes only
one of them is specified and the system has to use knouledge
about "variance" to infer the other, The noun group
specifying the single input can appear as the adjectives and

classifier of "variance" as in "overhead budget variance".

"Overrun", like "variance" takes an actual and a
budgeted value as inputs. Both data names are rarely
specified and the system uses knowledge to fill in the missing

name. 1f the actual data is specified in a PG starting with

"of" then the budgeted data, if specified, appears as "over
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budget"”, Arguments to "overrun" can élso appear as
classifiers as in "production cost overrun" and "percent
overhead overrun".

"Over budget" expects only one argument and this
occurs in a PG starting with "on" as in:

"Which plants uere over budget on overhead by

more than 5%?" -
"Distribution" expects two arguments: a data name and a kég.
The first occurs‘fn a PG starting with "of" and the second in
a PG starting with "by".

“Averagé" fs somewhat differént from otﬁer functions
provided by the system in that it expects a set of numbgrs of
the same kind as input. The only form in which the data set
can be specified is as a noun group that has "average" as a
classifier. It can also appear uith "average increase" in the
same manner. The word "average" is also used to inﬁicate unit
prices and coéts as in "average price per product”. In fact,
since each product is produced and sold in different amounts a
simple average over cost and price has little meaning. Thus,
such questions are considered ambiguous and the user is asked
whether he wouid like unit costs. (See also I11.7.})

Some of the subjects’ requests invoke  simple
arithmetic fﬁnctions such as "subtract", "divide" and
"mul tiply". "Times" is wused as a synonym for "multiply".

"Divide" and "multiply" appear either as a past participle
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~after the first argument followed by the second argument or as
verbs follouéd by the first argument with the second argument
being contained in a PG stérting with "by". "Subtract" also
appears as a verblfolloued by a first argument with the second
argument being contained in a PG starting with "from".

"Display profit for each plant divided

by plant sales.”

"Divide cost of sales by average inventory

for each year."

"Subtract 1972 sales by plant by product

from 13973 sales by plant by product.”

The system also understands the comparatives "higher"
and "more" and can answer yes-no questions in which tuo data
names, or a data name and a number, optionally foliowed by key
value PGs occur on either side of the comparative. The five
sentences in the subjects’ requests that make use of
comparatives are:

"What components of the overhead costs go up more

than 2% ?"

"Which pliants were over budget on overhead by hore

than 5% ?"

"Which plants were over budgeé on fixed costs by more

than 5 % ?"

"Has pfoduct mix changed by more than 1 % in any plant

whose profitability has decreased?"
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"Was the actual overhead expense in plant & higher

than the budgeted amount in 1973?"

I11.4 ENTITY KNOWLEDGE

| To respond to some of the subjects’ requests .the
system must have knouledge about the properties of the the
various entities referred to. These are the plants, the
products, the customers, the years, each data item and model
ard the corporafion and the system. This section specifies
the knouledge feduired to answer the subjects’ questions about
the properties of entities.

The knouledge base stores values for named properties
of each entity. Each of the above entities has an "a-k-o" '
property wuhose value indicates wuhat it is. Generic entities
(plant, product, customer, year, data and model) also have a
property called "kinds" whose value is a list of all entities
that are “a-k-of it. To ansuer the queétionz

"What is plant 8?"
the system looks up its "a-k-o" propevtg and finds that it is
a plant. It also finds a piece of text that explains why
plant @ is special and different from the other plants. These
tuo items of information make up the response to the question.
To ansuer:

"How many plants are there?"

the "kinds" property for "plant” is checked and the elements
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in the value list are counted. Similarly,

"Who are my customers?”

"My" always refers to the corporation. So the system Iooké up
thé Jkinds" property of "customer" and provides its value.

The “sgétem" has a property named "calculate” with a
value that is a list of the functions it can calculate. Thus,
to ansuer the question

"Can you calculate percentages?"
the system looks up the "calculate" property for "sgatem"
("you" invariably refers to the "system") finds "percentage"
in its value list and returns the ansuef "yes".

The "system" also has the properties "do" and "knou".
The former contains as value the list: 5ansuer questions”,
"calculate”, "retrieve data" and "evaluate models". The
latter containsva list of all the highest level data items
kroun to the system. The "have" property has as value all the
top level data items and models and the word "information".
The question |

"Do you have any model at all?"
is answered by looking up the "have" property and checking if
its value lisf has any items that are "a-k-o" mode!s.
Similarly,

"List all data items you knou about?;
is answered by looking up the value |ist of "know" and

selecting the items that have the "a-k-o" property value
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"data". The question:

"What types of data do you have?"
is ansuered in the same way after "types of data" is analgied
and found to §e1ect the "data" value of the "a-k-o" property
of all elements in the hhave" property of “"system".
Similarly:

"List data available."
can be ansuered after realizing that as there is.no'indication
of who the data is available with it must be the "system" by
default. The sustem must also realize thét if it "has" data
it is "available". The following two gquestions can be
ansuwered in the 'same manner since the system knous that
"perform" is equivalent to "do".

"Do you perform mathematical calculations?"

"List the functions you can perform."

Each data item and "informétian“ have a propertg
"duration" for which the value list is "year-1969 year-1978
«s o year-1973". This is combined with special knouledge
about the phrase "go back" to ansuer:

"Hou far back does your information go?"

The answer is "We have information for" followed by the value
list. [In the same way,

"Which years do you have cost figures for?"
can be answered by associating "y-ar" with "duration"” and

looking up this property for the name "cost".



337

111.5 NAME MATCHING

The system contains a complex set of mechanisms for
matching names of requested information to data and model
names known to the system. If a match cannot be found the
system replies that it does not have information about the
noun group.

At.the éémplest level there is a equivalence and a
noun idiom Iiét and a routine that translates incoming words,
‘.or.groups of words, to words knoun to the system. The
" following equivalences are required to respond to the requests’

received from the subjects:

For Data:
expense for cost
variable cost for production cost
manufacturing cost for production cost
directvmanufacturing cost for production cost
data on operations for production cost

tabor cost for finished

products for labor cost

cost of rau material for material cost

unit cost ~ for unit production coﬁt
overhead for overhead cost

OH for overhead cost

fixed cost for - overhead cost
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non-manufacturing cost for overhead cost

price for list price
guideline price for list price

unit price for list price
outstanding loans for loans

amount borroued for loans

quantities produced for production
inventory level for inventory

selling price - for guotation price
average selling price for . quotation price
revenue for sales

sales revenue for sales

volume for sales

sales volume for sales

company sales _ for sales

revenue for company for sales

freight cost for transportation cost
distribution cost for transpor tation cost

For Models:

net profit for profit
net income for profit
profit before tax 4 for profit
profitability for profit

company Wide

profitability for profit
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company Wide average

profitability for profit

cost of sales for cost of goods scld
margin for contribution margin
profit margin for contribution margin
gross margin for contribution margin -
profit contribution for contribution

contribution to the

company for contribution
relative percentages sold for product mix
product mix by percent for = product mix

In General:

planned for budgeted
expected for budgeted
info for information

After the equivalence substitution, if the terminal noun in
the noun group has an "a-k-o" property that is "data" or
"model", a name matching routine tries to match the noun group
and, if necessary, the information contained in an immediately
following PG that starts with "of" or "for" with an existing
data or mode! name. It looks for an exact match betueen the
adjectives and nouns of the noun grouj and the data name. The
adjectives "actual" and "total" are Ignored and the noun in
the PG is treated as a classifier.

If the terminal noun group has an "a-k-o" value that
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is not "data" or "model" then the name matching rqutine looks
for special noun group constructions. To analyze _the
- subjects’ requests knouledge about the following special noun
constructions‘.must be included in fhe knowledge base. These
specify the data or model name in the adjectives, classifiers
and noun of an immediately following PG starting nith “of" or
"from" of a general noun such as "figure”.
Constructions Involving "figure":

cost figures

overhead figures.

contribution figure

revenue figures

profit figures

production cost figure

gross sales figures

gross profit figufea

dollar figures for overhead expenses

comparative figures for management salary

comparative figures for interest cost

comparétive figures for depreciation

comparative figures for sales revenue

comparative figures for overhead expenses
Constructions Involving "breakdown":
These ask for the components of a namad cost.

breakdoun of items in your overhead



breakdoun

breakdoun

breakdoun.

breakdoun
breakdoun
breakdoun

breakdoun

quoted price

of

of

of

of

of

of

of
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overhead cost

actual overhead cost
budgeted overhead cost
overhead expenses
direct costs

budgeted direct costs

di fference between list and actual

fur ther breakdouns of overhead

Other Constructions:

actual value

actual value

of freight cost

of distribution cost

records on sales

data on product mix

data on transportation cost

Finally, the requests include a feuw constructions that

use a relative clause to specify the information required or

contain redundant PGs that must be ignored. These are |isted

below along with their interpretation.

quantities that were produced for production

actual prices charged

our customers

for quotation price

overall profits on

operations

for profit

variable costs for
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manufacturing operations for production cost
production cost for one unit for wunit producfipn'
cost" |
contribution per unit sold for contribution
margin
The noun gfoups used to specify data or models in the
subjects’ requests have been analyzed exhaustively and occur

either in their oun name or in one of the forms listed above.

I11.6 KEY VALUE ASSIGNMENT

The problem of analyzing key information contained in.
various parts of the sentence and assigning the apprdpriate
key values is sfmilar to the problem of matching noun groups
naming the information requésted. The system must analyze
information contained in the parse of the sentence to asﬁign
key values for plant, product, customer and year. Key values
are typically specified in prepositional- groups. The
preposition is, however, not very useful in indicating the
tupe of key variable to be specified. Plant specifications,
for example, may be preceded by "at", "from" and "in" and the
more general "per", "of" and "from". The nature of the noun
group has to be analyzed béfore it can be associated uith a
particular key with confidence.

Key specifications can also occur in adjectives of the

main  noun group, relative clauses and participle
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constructions. The constructions used to specify plant,
product, customer and year values in the subjects’ requests
are |isted belou:
Plant Specifications:

by plant

by plants:

for each plant

by each plant

for eéch branch

from each plant

at each plant

from plant to plant

per location

at plant 2

in plant 2

for plant 2

for plants 2 and &

for plants 1 2 3 and 4

for plants 1 2 3 4

for plantsAl 2 and 3 and 4

for each plant separately

of the independent plants

plant sales

plant @ production cost

Product Specifications:
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by product

by product (S products)

for each product

of each product

on each product

per product

for each manufacturing installation
of each manufacturing installation
for each type of product

for each type of battery

by battery types

by battery type

for battery type 1

for the various products

over all products

for all products

for any product

of the five batteries

for product 1 through product 5
for products 1 through 5

for products 1,2,3,4,5

for product 1 (one)

of product 4 (four)

of products one, two and five

of products 2,3,4
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broken doun by product
of products produced by plant 1
concerning plant 8
related to each. product
associated with each product
which product of the five
which product or products
Customer Specifications:
per major customer
for the 5 major customers
Year specifications:
by year
for '71 (71, 1971)
for the year 1972 (for the years 1972 and 1973)
for each year
for each gear'studied
in (for) each of the last (past, previous)
2 (tuwo) years
for the last 2 years, 1972 and 1973
in the previous year
in the most recent 2 years
in (for) 1972 and 1973
for both 1972 and 1973
in 1972 and (8) in 1973
for 1972 vs 1973
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for 1969 through 1973

1973 sales

from 1972 to 1973

in 1973 over 1972

1971 1972 1973 1974 (71 72 73 74)

at the end of 1972

Key specifications may also occur in relative claﬁses.
The only other examples that occur iﬁ the eubjects'.requests '
are: "all products produced by plant 3", "every piece of
" information you have concerning product cost", and “fhe

various costs you knouw about".

I11.7 DEDUCTION RULES AND KNOWLEDGE ABOUT SPECIAL CONCEPTS

Knowledge about specific concebts that are used in
questions and deduction rules that are required to respond to
guestions uwhose ansuers cannot be retrieved directiy from the
data base is also required to respond to some of the subjects’
requests. These_ are |listed below along wWith the knouledge
required to analyze them and respond t: them. To ansuer the
question:

"What is the percentage of repeat customers in 13973?"
the system needs to know that repeat custoqere can be obtained
as the intersection of the customer |ists for the last two
years. Similarly, to analyze and respond to:

"Did one plant assume more production of
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batteries from other plants in 139737?"
. the system must realize that "assume more produétfon" refers
to a shift in manufacturing ratios betueen plants. Tp ansuer:
"Do you have a list of changes in sales
force for each branch?"
the system must know that changes in sales force are different
from changes in other data such as cost. Another request is:
"What was the most profitable product in 1973?
This is a way of asking for the product with the highest
profit and the system must be able to interpret "most
profitable" correctly and use the profit model. Similarly,
special knouledgé is required to interpret:
"Have any plants been suppiying batteries to other
" than normal customers ie outside of their normal
sales district?"
To interpret:
"List actual and budgeted unit costs for product 1
for BS to 73."
The system must knouw that "65" can be a year and that in this
usage it does refer to an year. After this it is not
difficult to generate a message as - a result of the key
assignment process that the system only has data from year-
1963 to year-13973. |
A feu yes-no questions ask for tuwo sets of data to be

compared with a vieu to testing if a sub-problem exists. The
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discriminating funcfion that decides uwhether the sub-problem
exists may be qﬁite vague, however, Such cases can be
recognized by the use of the verbs "change" and "compare" and
the adjectives "same" and "major". These notioﬁs are too
vague to be operationalized by special knouledge and the
system can onlg present the data and ask the subject to reach
his ouwn conclusions. In the case of "same", houever, the
system checks to see if the data is identical or synonymous
i.e. "exactly the same". I[f it is, the system responds uifh a
"yes". It it is not, houever, it does not try and
operationalize "almost the same" and presents the data to the -
sub ject. |

To generate an answer to:

"Were prices raised in 1973 over 1972?"
the system requires the knouledge that "raise" is equivalent
in meaning to "increase" if the data item is a .kind of
"price". A more difficult problem is raised by the requests:

"At p'aht 2 which product accounted for the largest

percentage of total sales in dollars?"

"In 1973 uhat percentage of the direct manufacturing

cost uas accounted for by operating cost?"
The system must recognize that "accounted for" asks for Ehe
share of a particular key or component in the whole.

To ansuer the question:

"Was any equipment purchased for long
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term depreciation?"”
requires knouledge about the motivatin of managers and' the
actions they can take to improve profitability or mereig to
make the figures look "good". The subject is asking uhethér
equipment has been purchased towards the end of the year to
depress profits, decrease taxes and improve cash flou. This
sort of question moves into the area of inqufring about

motivation rather than merely working with the data available.

111.8 AMBIGUOUS AND INCOMPLETE REQUESTS

Some of the questions asked by the subjects wWere
ambiguous or omitted information that was essential to‘the
generation of a response. The system has the knouledge to
detect two kinds of ambiguities, First, if the. secdnd
argument to a percentage function is cmitted as in:

"What was the percentage of profit last year?"
The sgsfem must either knou, as a default, that if profit |is
asked for as a percentage it is usually as a percentage of
sales. Alternatély it should respond by saying that it does
not know what it should calculate profit as a percentage of.
This uses the knouledge that'percentage haa‘tuo arguments and
that the sentence specifies only one.

Second, requests for "cost" and ‘"budget" are
considered ambiguous since the names are not specific enough:

"What were budgeted costs for each product?"
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"Give me the budget for each product and
the overrun if any?"

In each of these cases a number of budgets can be provided and
a more specific request is reduired. Sometimes it is possible
to use special knou!edge to narrow douwn which cost or budget
is really required. [f the "cost" or "budget" is required by
plant then it can either be overhead cost or production cost.
The system can ask a question to clarify uhich of these the
subject really wants. Similarly, "the cost for each product”
may be production cost or unit production cost and the system
can ask uhich is required. _

The word "average" is used ambiguously in some
requests. The "average manufacturing cost per product" may
mean "unit cost for each' product" or the average of the
manufacturing costs for each product. As discussed eariier.
the system suspects that the former is meant but asks a

question for clarification.

I11.9 QUESTIONS THAT CANNOT BE ANSWERED

Some of the requests obtained from the subjects cannot
be adequately analyzed and responded to by the knouledge
described above. These requests fall into a number of
categories each with its special problems.

The four most common classes of requests that cannot

be handled are declarative sentences providing information,
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model definitions. and the use of defined models, questions
asking for the reasons or motivations behind facts and actions
and sentences that are "bad English" and cannot be parsed.
The remaining requests that cannot be answered are listed
belou.
Some v“uha{—if“ questions cannot be ansuered.because
they require models that the system does not have.
"What would have 1973 profits been compared‘
to 1972 if the product mix had not changed?"”
"Oisregarding plant 8 totally, what is the -
difference in profit betueen 1373 and 13727"
“"Suppose the sales in 1973 had remained unchanged
would the profit picture have altered if the
selling price of product 1 had been increased to
aliou a margin of § 5.5?"
Other types of questions cannot be answered because the system
does not have the data or cannot provide the facilities. The
request: |
"What uas‘the number of units of product 2
produced at plant 2 in 1973 times the unit
price of product 2?"
cannot be coﬁplied with because t e system does not have
production figures in numbers of bat eries. Similarly, the

system does not have the facilities or information to respond

to:
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"Are we facing inflation?"

"Will our customers pay more for the product?"

"Do you have a count of the number of sales -

reque#ts and the number of requests filled?"

“In the.futﬁre, please express numbers of over

190688 in terms of units of millions, and numbers
over 188 but less than 188880 in units of thousands."

"Please retain the results of specifications

until I change them."

"Remember to retain the specifications of

previoué requests.”

Finally, the following questions cannot be ansuwered
because they are too difficult i.e. because the system does
not possess the specialized knbuiedge required to analyze and
respond to them,

"For each plant give the ratio of 1973.to 1972 figures

for each type of production cost and overhead?"”

"By what percent did the overhead expenses

in 1973 increase over those n 1972?"
These are very special constructions and it does not seem
important enough to include the knouledge necessary to analyze
them in the system. Consider the pair of requests:

"Why Wwere quotation prices lower than list prices

in 1973?"

"Have they been this way for the past years too?"
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The first question 1is quickly recognized as inquiring about
causality and is, therefore, rejected. Since it is not
analyzed the system cannot associate "this way" correctly,
even if it had the special knowledge to do so. Ins
"Were there any changes in product mix
in terms of sales dollars?"
the final "in terms of sales dollars" is intended to
differentiate between product mix in terms of the number of
batteries sold and in terms of dollar sales. The system does
not have the knowledge to intefpret this, however. Similarly,
special knouledge is needed to interpret:
"How much was the additional revenue received
from the 20% sales increase and where was it spent?"”
"Give me details of hou the additional sales
revenue in 19373 uas spent.”
"What are we doing with the 813 million loan?"
[t is not difficult to incorporate the knouwledge into the
system that associates "spending revenue" and "doing something
Wwith a loan" with "sources and uses of funds" but there seems
to little point in doing so since the data is not available.
Special knouwledge is also required to interpret
"In as much as allocating costs is a tough job | would
like to have the‘tota! costs related to each product
[ mean I would |ike the cost of each product

broken down on a direct and indirect basis."”
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"Please display the overhead budget variance
in percent and absolute § for plants 2 & 4.
"Do you have budgeted production cost on a
per unit basis?"
"For what year was that figure?”
"Even though plants are not operated as profit centefs
could you tell me the profits from each plant
for the years 18?2 and 1973?"
The system does not have the knouledge to analyze the
redundant initial clause.
"List the data for the last 5 years
for each product by unit cost?"
The data required appears in a final PG that looks [ike a key
value specification.
"What is the difference betueen plant 1 and plant 2
plant 3 and plant 4?"
"Has product mix changed in any plant whose
profitability has fallen off?"
"Has product mix changed by more than 1X in any
plant whose profitability has decreased?"
"The ratio of products costing $6.25 and $5.80
from each plant during 72 and 732"
"Are all increases from freight carriers passed
on to the customer?"

"Do you have a count of the number of sales
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requests and the number of requests filled?"

"Which product of the five had the largest

percentage variance?"
In each of the above cases it is not difficult to specify the
additional knouledge that would be required to interpret it
and respond to it. The issue is, houever, uhether these forms
occur often enough or are important enough to justify the

additional knouledge. We have judged that they are not.
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