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0 Introduction

This article outlines a research project that we have been designing
during the summer. It is centred upon the idea that the principal reason
why vision programs at present perform so poorly is that the amount of
knowledge they can bring to pear on the seeing process is so limited. For
example, wWaltz’/s program tWaltz 1¥72) is the latest in a line of
development called scene ainalysis, -which was originated by Guzman \lyosi.
and pursued by Huffmai. (1970) and Clowes (1Y11), The usefulness of this
approacn is called into question by the difficulty of extracting, from
information about intensity, the near perfect line drawings that such
programms requires and by the restricted nature of the line drawing
represeutation itself. Nevertheless, within these counstraints, Waltz
showed that, after a certain minimal amount of information has been
included in a program’s databasé, the problem of interpreting a scene
becomes easier, rather than more difficult, as more information is added.
In the extreme case, he showed that when the database is in a certain
seuse complete, and the incoming line drawiag is perfect, the
intefpfetatiou of a scene is uniquely determined.

We greatly admire Waltzss program, but we feei that the approach
that it embodies is open to several criticisms. The first is that the
knowledge that it uses is in a certain sense not explicit enough.
Although it contains a great deal of information about the appearance of
line drawings, this iuaformation is essentially in a compiled forms one

reflection of this is that the structure of Waltz’s program makes it
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inherently unable to use either explicit information about the three-
dimensional form of what is being viewed, or the many pieces of special
and general knowledge that we surely bring to bear on the process of
seeing. There is no way in which pieces of its knowledge can be pulled
out and examined while it tries to create an interpretation of, for
example, a scene in which several lines are missing. Unless such
knowledge, suitably embedded in a hypothetico-deductive system, can play
a large part in the operation of a vision program, we see no prospect ot
such a program being able to interpret the incomplete information that is
the diet of dally life.

The basic trouble with the labelling approach of scene analysis is
that it is too limiting and stultifying a paradigm for vision, in much
the same way that-reSOiution is for deduction. The tundamental principle
of resolution, that tnot A) and (A or 3) together imply B, is
occasionally useful. But attempting to make a uniform resoiution proot
procedure, to mechaniée deduction in a way that cannot be very sensitive
to hints, hunches, and a wide variety of higher level knowledge about the
particular domain in question, is a cul-de-sac. Similarly, the line and
vertex labels are local predicates that are occasionally useful, and are
of some mathematical interest in their own right? put the problem of
creatiig a uniform procedure to label arbitrary linendrawings is not a,
ceuntral one for vision. Hence, we believe that the kind ot knowledge
cohtained in Waltz<s program is probably relatively unimportants and that
the way in which it is made available there is certainly too restricting.

The proper endeavour of vision research is to decide what kuowledge
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should be used to help a vision system to see, and to discover methods
that make it possible to use such knowledge. How can one pursue this goal
more effectively? There are two kinds of answer. The first is to abandon
the restrictive format of line drawings, so that programs can use
information about visual features that are not coded-in this form. To
this end, a whole field called picture processing has arisen, that
studies siinple low-level algorithms for picking out regions from visual
scenes. People who study picture processing are however greatly hampered
by not knowing what they are processing the picﬁure t@:s evaluation of
the success of a technique is therefore a subjective matter, and is often
avoided altogether. (For example, a recent elementary book by Rosenfeld
(1969) discusses a number of operations that can be applied to pictures,
but does not evaluate them. Some'of the 500 or so papers Rosenfeld (19/3)
surveyed later may contain useful algorithms, but the reader is given no
help iu trying to find them. Uncritical surveys of this kind are almost
useless.)

The second kind of auswer, lying at the opposite end of the
spectrum, consists of a more abstract approach to how to represent
knowledge in intelligent systems, (Fillmore 1968, Abelson iv/3, and .
Minsky i973). 2oughly, the force of these ideas is that knowledge should
be orgaunised into quite large chunks, called frames. We believe that
these ideas are exciting because they suggest ways in which a system
might be given access to much more kuowledge than has hitherto been
possibles but general theories often skate over the thorny issues of low-

level vision, which are probably maiuly responsible for holding up
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progress in the area.

Qur proposal is to combine both approaches. Because this cannot be
done in the'abstract. we intend to take a particular visual domain, and
set out carefully an explicit catalogue of the knowledge that ought to be
used by a program trying to see things in it. We have chosen a world in
which most of the important issues of three-dimensional vision are
raised, yet which is sufficiently siﬁple that implementing an
expérimental gsystem is not out of the question; The world is a
Fiscertechnik construction kit (referred to henceforth as FI). This is
a well-designed set of parts of various shapes and sizes, made of metal
or plastic, from which small mechanical assemblies may be constructeds
to be able to operate successfully in this world requires a considerable
knowledge of spatial relations, and knowledge of shape and of function.

This article describes briefly how we propose to do this, and
sketches the catalogue of knowledge that we hope eventually to obtain,
and to prove useful. We subdiviae the catalogue into MINI-WORLDS, ¢
according to the critérion that relations between 1tém$ in a MINI—WORLb
are much denser than between items in different ones. Because we have a
partly procedural model in mind, a MINI-WORLD should be thought of as an
active collection of knowledgeable specialists. ‘The iist ot MINI=-WURLDS
that we offer Here. and the partition of knowledge that it represents,'is

a tentative one.
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1 Qutlines

Our enquiry is basically epistemological, and expiores the
interesting territory between knowlédée that one would like to use, and
knowledge that is actually available to be used. The first issue that we
wish to raise concerns the nature of low-level processing. Line drawings
are easy to use but difficult to obtain. Questions like where are the
obvious one-inch blobs in a picture are in principal very easy to answer,
but this kuowledge is probably considerably more difficult to use. [t is
also impracticable to procure using current hardware, even though the
nature of computation involved is trivial. A serial processor would take
as long to obtain such knowledge és it would to extract a line drawing -
yet the latter on its own is far more informative. Little wonder
therefore that people do not take seriously the possibility of extracting
blobs, bars and spots in all kinds of positions and orientations when a
clever serial region finder or line extractor will -provide much more
valuable results in the same time.

The only circumstances in which one might even consider doing
something like this is if one had several orders of magnitude more
computing power availables and if oune had it, it is clear that ones
basic approach to the problem or vision might be ditferent. Yet animals
probably do have a great deal of special purpose computing power
avallable for early visual processing (see e.g. the brief review by Marr
& Pettigrew 1973). Perhapé the most powerful idea that it becomes

feasible to contemplate is that of running an analysis simultaneously at
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several different image resolutions. One of our objectives is to study
how to make use of this kind of knowledge about a visual scene, with the
ultimate intention of fofmulating a prescription for a plece of hardware
capa~le of providing it. |

Qur second principal interest arises because the world is basically
3-dimensional, and so if the system is to be able to handle a large
amount of knowledge about the world, a decision has to be made rather
early about whether to represent such knowledge in a 2~D (knowledge ?
solely about appearance’) or in a 3~D language. A major theme running
through our approach, énd one that we shall try to justify, is that the
representation of visual objects should be translated into a s-
dimensional language as soon'és possible. Thus we distinguish between
what we call a VIEW of an object, and an underliying s-D MODEL of that
object. (In this respect we disagree with Minsky 1v/3).

The VIEW is a peripheral mini-world in which low level visual
routines can leave assertions about what they see outside. The VIEN knows
about the possible different directions away from the viewer, which
directions are near'which other directions, and it has a crude knowledge
about distance away- from the viewer. Closely associated with this world
are other mihi—worlds that can describe two-dimensional shape, movement,
colour, and disparity (between e.g. the images on two cameras) ieaving
their information bound to the names of directions in the VIEW. ‘lhe VIeW
is thus like a cauvas. on which these features are painted to be studied

and interrogated by more central routines.

The final ingredient of the view is the CLUE. One form of a CLUE is



kncwlédge for seéing "5

a particular combinatioh of predicates te.g. of shape predicates), which
can be bound to the VIEW, and which suggests the presence of a particular
3-D structure. Such CLUES are like masks that act as triggers to
specific central 3-D representations, and cause them to ask particular
‘questions to try to verify that what they represent is actually visible.
There are other, more general kinds of CLUES, and we give a number of
illustrations of them later in the paper.

The VIEW communicates with 3~D models of objects in the world. A 3=D
model is an abstract description by assertions ot objects, and it is this
that the system tries to keep consistent with the information in the
VIEW. 3-D models are arranged into a number of mini-worldss the first
concern descriptions of primitive s-D shapes, and later ones, the
elaporation of these iuto representations of the objects with which the
system has to deal. Each 3-D model has its set of triggers, (e.g. the
CLUES from the VIEW mini-worlds), and a body of code that it will try to
execute if it is triggered. For example, a typical mode!l might have a
dozent or so triggers -~ ranging from low resolution visual clues, through
high resolution clues that detect a particular detail, to clues afriVed
at from a guess at the whole object (e.g. that piecg of black must be the
fourth wheel). Notice that triggers are simply special ways of using an
important kind of knowledge - akin to the role that features piay in a
systemic grammér for aatural language t(Halliday 1967, 1968). 3-D models
are designed to suicide as early as possible, if they are inappropriates
and should be regarded as specific suggestions about how to see the

information that caused their activation. Knowledge about the failure of
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a 3-D model can act as a trigger to other s-D models - yet another kind
of information that the system must be able to use. It is a basic
philosophy of the system that the 3-D representations of the world are
what the system "remembers". and what-it tries to maintain consistent
with the information.boﬁnd to the VIEW.

Qur insistence on using 3-D models for the basic representation or
objects does not préclude the use of catalogues ot appearances of ob jects
from different viewpoints. Indeed wé regard knowledge aboul appearances
as an indispensible kind of CLUE. But three tactors predispose us against
using such catalogues as the main representatiou technique. Firstly,
there is the sheer number of such appearances that would be required.

For a very common object such as a hand, with a standafd iilumianation,
the number of appearaices that would have to be stored to cover views
from.éll directions at various degrees ofr clenching, is something like
400. (This estimate is based on a simple calculation made from a set ot
defocussed photographs of a hand). For something as important asla hand,
it is'probably worth keeping a catalogue of this size, though it would
have to be expanded considerably to allow for a decent range of lighting
couditions. But it is unlikely that one could do the same for every

ob ject, even though most objects probaply have at least one stored,
standard view. rror those cases where an object must be recognised from a
view that is not stored, our system would split it into parts, compile-a
3—D description of it, use part or all of that description as a CLUE to
access the world of 3-D models, and gradually modify the description

until something is derived that satisfies both a 3s~D model and the VIEW.
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The second consideration concerus updating a representation. If a
CLUE is slightly wrong about the appearance of an objéctg it does not
greatly matter: the consequence will be to degrade the'effectiVenéss of
that CLUE, but it will not upset the ability of the system 16 reason
about the object, because the 3-D model is used for that. It a system’s
primary represeutatiou is in terms of appearances, however, updatihg |
becomes a ma jor chore, since it has to be done on all appearances before
the system can reasou reliably again.

The third consideration concerns the design ot 3<D structures in the
FT world. Although it is difficult to be certain of this, we feel that
the manipulation of 3-D descriptions directly (e.ge"attach parti at
right-angles to the centre of parte®) provides a more promising
environment for FT architecture than the manipulation of descriptions or
appearances of objects - though again one might tind someé sort of
compromise that is useful.

The main part of this article is concerned with summarising the
knowledge needed for the VIEW, and for low level 3-D representation of
the FT world. Jie believe however that an important part ot the theory of
vision should be to try to determine the extent to which knowledge about
very high level properties of a domain makes it progressively easier to
see its in tnis case, the high level knowledge has to be about how to
construct models using the FT components. (One of the first pieces of
knowledge that one needs is a mini-world that knows about how to make
primitive types of joins between components: we already know that even

this simple functional knowledge brings immediate rewards in terms of a
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greater ability to see.the domain accurately. #We would like to know, for
example, whether advanced architectural ability in the FT world is a
substantial, or only a marginal benefit. Later in this article,
therefore, we set outISOme of the issues that arise in the more advanced
domain of FT architecture.

The implemeutation of so large a system as this, even omitting the
necessary manipulative skills, will of course be a lengthy task - one not
to pe undertaken lightly. We feel however that the issues that we
describe above are the issues that ought to be faced now. The primary
questions are epistemological® what knowledge do you need to see wells
and how should it be organised - what pieces of knowledge will need.to be
able to interact with (to read, debug, run, or be run by) what other
pieces? Questions of implementation are of great importance, but should
probably be answered second, because epistemological interactions that
are fouud necessary at quite a late stage can affect the implementation
details rather early on.

Finally, there seem to be two other great advantages ot the FI' world
as a medium for experimental investigation. 'he first is that it is
expandapbles some of ;he'extehsions, for example the introduction of
gears, introduce major new concepts into the domain. Thus the FT world
allows us to study fhe effect, on a system thaf is already extremely
sophisticated, of introducing entirely new kinds of knowledge. this is an
indispensable'quality for an experimental system given the present state

of the art.

Tne second advantage is that the FI world is discrete in a sense in
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which the real world is continuous. This means that results that are
expressed as qualitative assertions about the world will usually be
either right or wrong. The final step that is needed in a continuous
world, of iinterpolating between two competing qualitative answers, is
unnecessary in the FT world. We feel that this is the right kind of

simplitying factor to have available.

2 The VIEWPOINT and associated mini-worlds

The next few chapters present a preliminary catalogue of the
system’s knowledge, afranged in the system of mini-worlds that was
described in the introduction. The information is presented as a
combination of lists and diagrams. Tne first collection conéists of the

VIEWPOINT, and the worlds that can leave assertions bound to the

4

VIEWPOINT (see figure 1). The term VIEW is used to denote the information

that is bound to the VIENPOINT at any time.
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FIG 1
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2.1 The VIEWPQINT

The VIEWPOILINT provides a naming system, for directions in space away
from the viewer, together with knowledge about the relative orientations
of those directions. It is essentially a special purpose box of knowledge
and techniques that represent important aspects of the structure of 3-
space 11 a coarse, symbolic manner. [t is quite close to a representation
of the space around & person that could be read by motor routines for -
moving and placing ones arms and hands. The naming scheme is based on
spherical, rather than Cartesian co-ordinates.
2.1.1 A space itamg‘\SF) consists of?
(a) a plane P
(b) a point C in P
(c) a unit vector £ from C in P.

The plane P is called the frame’s horizon 1 Qlangsv C is called the
centre of the frame, aud i defines the direction ﬁg;naz;s in the frame.
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Figure 2 gives the names of directious that are assigned in the space

frame relative to (P,C,f). Labelling conventions are F=forwards, U=up,

ia

D=down, V=vertical, B=backwards, R=right, L=left, Q=quarter, and H=halt.

[ Forwards View

UL

HUL
QUL

QDL
HDL

DL
2.1.2 Ihe VYIEAPOINT.

an observer, and f the direction that is forwards

Then the VIEWPOINT

Let g denote the direction of gazet then in a human, from knowledge of
posture, and of eye, and head position, the direction g can be expressed

as a label in the VIEWPOINT.

UHL

HUHL
QUHL
HL

QDHL
HDHL

DHL

Let P be the true horizontal,

is the space frame associated with these

uqL

HUQL
QuaQL
QL

QDQL
HDQL

DqQL

HU
Q

QD
HD

D

UQR

HUQR
QUQR
QR

QDQR
HDQR

OQR

UHR

HUHR
QUHR
HR

QDHR
HQHR

DHR

C be the position of

UR

HUR

QUR

QDR
HOR

DR

for the observer,

«P,C,LfJ.

This is one ot the many pieces of knowledge

that we shall not need to include in our system.

Implicit ia figure 2 is much knowledge, about the relative positions

of the direction labels, which must pe made explicit before it can be

used. That knowledge is set out in the next few sections.

2.1.3 Local orisntation names.

Let g be a direction in the viewpoint.
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Then we denote by g=l,...,g—12 the twelve orientations iu the plane
perpendicUlar to g, arranged, at a separation of 30degs with g-12

vertical, like the numerals on a clock face (see figure 3).

FIG 3

2.1.4 Apgular sgﬁé;g;igg of directions. The system needs to know the

angular distance between labels in the VIEWPOINT, and also the vertical
aud horizontal components of the angular distance from F of any lapel in
the VIEWPOINT. This knowledge could be represented by three tunctions,
SEPANG, HORANG, and VERTANG, whose values are expressed in terms of a
small collectiou of names of angles.

2.1.5 Qrieutations in ;ng YIEWPOINT. Knowledge about orientation in the
VIEWPOINT needs to be present in two forms. Firstly, given any two labels
that are not too far apart, the orientation of the liue joining them
needs to be available. e.g. (OR F QUHR) = g-2. Secondly, given a label
in the vIEWPOINT, a local orientation, and an angular separation, the
system needs to be able to estimate the nearest label in the VIEWPOINT
that has this orientation and separation from the given one (i.e. the

inverse of the above functions).



knowledge for seeiug 16

2.1.6 Rough distance measures. Although the VIEWPOINT is mainly a two-
dimensional viewing frame, it needs a crude idea of distance away from
the viewer. Notice that this is somewhat different from the idea of local
distances in and between the obijects that it sees. The accuracy with
which this distaice is needed is.not greats about five distance names may
suffice — call them Dl,...,D5. These distance names need to be related
to the direction labels in the following crude way? given two pairs (g,
Di) of direction labels and distance away in that direction, the system
needs to know, again rather roughly, the distance between the two points
thus represented.

All the functions descyibed above can be provided easily, either by

simple computation, or by using a number of look-up tables.

2.2 Shape primitives

The second mini-world is conceried with the description of two-
dimensional shapes. It consists of bar-shaped region descriptors of
various sizes, orientations and positiouns, including descriptors of very
thin, long cracks, aixd of edges. It also contains some multiple bar, or
high spatial frequency, detectors that are useful fbr suggesting the
presence of serrated edges, gears, aud cogs. A first gdess at the
iiecessary predicates follows: programs that can detéct these predicates
itn the T world are presently being written.

Tne following set will provide a preliminary vocabulary ot bar
shapes and sizess

(a) bar widths of 16, 8, 4, 2, 1, 2.5, U.¢% degs.
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(b) bar lengths equal to |#*width, 3*width, and open ended.

(c) 12 orientations, glyeee,gl2, as in 2.1 above.

(d) specialist region detectors designed to pick up the pfominent holes
that occur in FT pieéest thére are about six kinds néeded tor this.

(e) very thin crack specialists, designed to see the junction between

two joined pieces.

(f) multiple (3 or 4) bars, of width 2, 1, and u.odeg.

2.3 Colour
The colours that occur in the FT world are very limited: they are

black, grey, red, silver, and a name for holes, dark.

Ze4 Disparity |

Stereo disparity information can be very useful fér separating the
nearby world into objects, sd we would like the ability to use this
information in the eXperimental system. Disparity measurements will be

assoclated with every bar predicate, and will take values between about 4

degrees of convergence to. about | degree of divergence.

2.5 Movemeni

Only a very primitive notion of motion is required in the FT world.
o each bar is attached a flag indicating One.of the following valuess
STILL, SLOW (up to ldeg/sec), and FAST (more than | degssec). The system'
needs a primitive idea that movement cha%ges the direction in the views

it is sufficient however that the knowledge described in 2.1.5 be
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available for computing the expected.position of a moving object.
Tracking ability, and the complex allowances that must be made during
active tracking, are not necessary for our FT world, since we do not plan

to monitor actively the assembly process.

2.6 Yisual properties of FI parts

| FI parts have various advantages and disadvantages from a purely
visual point of view. Their surfaces are not appreciably textured- and
the kinds of curved surfaces that can be conétrudted are 1imited_td
wheels and gears of various sizes. The surfaces have a moderate
feflectance,_so that reflexions other than of a lidht source are
practically absent, and the specularities that are present are not too
intense to be used. The red components will cause trouble with the
vidissector, but not with the vidicon, so that 10 special treatment of
any of the surfaces will be necessary. We may wish to undertake a
superficial exploration of the value of our technidues'fqr curved.
surfaces, out these can bhe made using other.objects, specially selected

for the purpose.
3 Primitive three-dimensional knowledge
The secound group of mini-worlds is concerned with the representation

of basic three~dimensional shapes, with simple'position relations,

elementary notions of length, width and diameter, and with the basic
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elements of the FI world. Associatediwith this knowledge is information
about what shape cues from those set out in section 2 are appropriate
CLUES for these 3-D structures, and a certain amount of additional
information that can be used to verify or to reject a CLUE.

It is helpful to introduce a tentative basic unit of organization ot
knowledge, called a PLAN. A 3-D modei is a particular type of PLAN. A
PLAN cousists of code that serves thé following three purposess

(i) A TRIGGER, that defines the circumstances in which the PLAN is.
run. The trigger defines the CLUES for the PLAN, and a given CLUE may
depend on more than one circumstance. Furthermore, CLUES may be armed
oy particular circumstaices, so that information that in one context
fails to elicit a particular PLAN, in more suggestive circumstances
will succeed.

(ii). A BODY of code that runs when the plan is triggered. 7The body
can apply further tests to see if the plan is really applicable and
otherwise record its impressions of the situation in which it is being
“executed. It can éontain other kinds of information, like what to do
if the PLAN fails, and.how to acquire more information about something
that the PLAN ran successfully on.

PLANS are derived from a mixturelof sources? from-the n"state
vectors" of McCarthy (1964), from PLANNER=69, from an unpublished
character recognition program that used PLANS to represent the characters
(Blomfield, Marr & Mollison 1972), aud from ideas that come under the
general heading §f frame theory (Minsky 1973 and works cited earlier);

This section describes knowledge about some simple ob jects.
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Although there are no cubes or pure rectangular blocks in the FT wdrld,
knhowledge about such items is useful because much of the thinking about
the results of putting FT pieces together can often be done using thése
simpler objects. Thus they can act iu a sense as abstractions from the
real pieces that make the formulation of seeing hypotheses, or of designs
for construction, much easier than they would have to be if the.original
pieces were considered. The step from a rough design or hypothesis to the
correct analysis is then achieved by some simple debugging. This
illustrates an important principal, namely, keep ithe ifhinking as simple
as possible for as long as passible. Make sure that the program is not
going to have to worry about peripheral issues until it has made up its
miud about how to handle the central issues. Then make the old peripheral
issues the central issues for another period of thinking. It is also
aporopriate to draw attention to what seems to be another fact of lifes
namely that low resolution visual images of blocks and of FT bricks are
very similar. Thus low resolution triggers for a block could be activated
by piece rTi. The fact that such a piece can be thoﬁght of gas if if werse
a dlock for many purposes is a phenomenon that is not_restricted to the
FI' world.

The kaowledge described in this section is summarised in figure 4.
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FT Part Shape
Modifiers | €—| clues"

3.) Primitive 3=D Rklan r oplects

This MINI-WORLD contains the basic notion of a small-object as

something that can be moved around, associated with a position.in space,

atid caul be used to fill space up. It contains the basic concepts related

to 3-D properties of a block - of a face, edge, and cornersi the

associated notions of length, width, and diameter (as being the size of a

gap into which the object will fit)s a simple idea of number (one, two,

three, mauy)s$ and a primitive: idea of what parallel means. Associated

with this is the kanledge that opposite faces and edges of a block are

parallel, the idea that three sides and three edoes meet at a corner, -

that an edge Joins two corners, and that the same two edges only meet at

one cornere.
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3.2 3hape knowledge for 3.1

Attendant on 3.1 is knowledge about what predicates in the VIEW
should act as CLUES for the 3-D assertions of 3.l. _This-imcbudes a
coarse catalogue of appearances of primitive 3~D objects at different
viewing angles and at different levels of resolution. Many MINI-WORLDS

generate their own satellite collections of shape knowledge.

3.3 Primitive 3-D curved aldects

This MINIWORLD has information about small-ob jects that do not have
edges and corners like those on 3.1% e.g. a sphere, a cylinder, and a
disc. It contains knowledge of the difference between a flat and curved
surface, the idea of radius, and of thickne§s. and very coarse knowledge
that flat surfaces used as support are stable, Whereas curved ones can

move.

3.4. Shape knowledge for 3.3
The world of 3.3 induces another that contains CLUES for curved
objects from shape predicates. This takes the form of a catalogue of

appearaiices for items in 3.3

3.5 Primitive position predicates

Next, we need the idea that two small-objects can be in various
positions relative to one another, and a primitive idea that support is
necessarye. ife use notions of beside, between, behind, in front of,

above, below, ou top of, resting on, etc., and the corresponding triggers
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from information in the VIEW, like position and disparity, that provide
CLUES for the diagnoéis of these position schema. Also needed is the

notion of slopiug planes, and a very coarse description of how planes can

slope.

3.6 Basic I parts

Now we come to the description of the basic elements of a core FT
kit: BRICK, BLOCK, PANEL, CONNECTOR, WEDGE, BASEPLATE. This world
contains low resolution knowledge of the nature of these parts, using

knowledge in 3.1 and 3.3.

3.7 Shape knowledge for 3.6
This is a basic catalogue of appearances of items in s./, to be used

as CLUES.

3.3 Basic KT pari meodifisrs

Here, we have more detailed knowledge of the structure of FT partss
knowledge of a groove,.a lug, and a slotj their positions on the various
parts, their size, 3-D shape and colours: the use of.part modifiers to
diagnose FT parts - e.g. if it has a lug, it cénnot be a baseplate so

try a brick: if it has a slot, it is probably a brick.

3.9 Shape knowledge for 3.8
This knowledge consists of CLUES for 3.8 based on appearance, and

leads to CLUES for 3.7 based on the appearance of detalls on the parts
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(e.g. if you see something that might be a lug, immediately try a BRICK

plan).

An important aspect of the organization of this knowledge is that
there should be no restrictions on tne directions in which hints can
flow. Thus parts can suggest wholes, and wholes can suggest partss the

only criterion is that the CLUE should be a useful one.

4 Basic Joins

The next group of mini-worlds contains knowledge about the means and
effects of simple joius. This includes information about how joins are
accomplished, what parts can be joined to what other parts, and about the
effect on 3-D structure of making simple joins. In péfallel with this is
information about the appearance of the structures at each stage, and

about other simple kinds of CLUE (see figure 5).
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4.1 Basic Join engipeering
The first mini-world contains elementary knowledge about join
compatibility: 1lugs can mate with slots or with grooves; the use of

connectorss panel insertions methods of connexion to the baseplate; and

the male~-female property.

4.2 Basic effecis of Jjoins

Joins turn two small-objects into one, and this mutt be understood
at several levels. Here we keep a low resolution 3-D description of tﬁe
effects of joining two components: joins between bricks (T, L, and end-

to-end joins)i joins using connectors, panel insertion, and joins to the

baseplate.

4.3 Appearance Qf 4.2
This is a catalogue of CLUES for 4.2 based oiu1 low resolution shape

predicates for basic joined pairs. It can make tentative assertions from

appearance about 3-D structure. .



knowledge for seeing 26

4.4 The act of loining |
Next comes simple knowledge about how joising may be. accomplisheds
this includes the notions of entering a lug in a siot, of sliding down a
groove aund across the baseplate, and of sliding in a panels and
elementary knowledge that space must be available for joining to take
place (e.g. panel access must not be boXxed in before the panel is slid
in). #More advanced knowledge, iucluding the common bugs that make joining
impossible, is held in more advanced mini-worlds, but expressed in terms

of the basic concepts held here..

4.5 CLUES for 4.4 from appearance |
Certaiin CLUES from shape predicates .suggest that the act of joinjng

will be impossible? e.g. seeing bar shapes arranged in a closed square

pattern precludes the insertion of s panél. This is an appearance CLUE,

because the analysis does not pass through the representation in the 3-D

mini-worlds.

4.6 Effects of Joins on further Jjoins
OQuly one join may be made to a given lug? panels prohibit other

Jjoins at all boundaries. Connexion is transitive, and the male-female
property is coiitagious. This world also contains high resolution 3-D
knowledge about the structure of joius: about the usé of wedges to

achieve direction changess and the kiiowledge that this induces about

rounded coruers.
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4.7 Detailed appearance CLUES for Joins

Associated with detailed information about the nature of joins are
high resolution visual information and visual strategies for the
recognition of joins: e.g. how to detect a connector join frbm appearance

(not by deduction)s3 how to detect slide connexions to the base-plate,

etc.

5 Intérmediate 3-D knowledget useful parts of things

The fourth collection of mini-worlds contains information that is
intermediate between the very basic concepts that have been listed above,
and the higher level descriptions of real, useful 3-D objects. It
provides a repeftoire of useful parts for other mini-worlds dealing with
descriptions of whole objects, with function, with design,.with

stability, and with seeing (see figure 6).

(sten pacts) 3D §:L\\\\‘T£§
SHAPE _

Top parts_
| >

Middle parts|
PART Decomposition h27\

- techniques

FIG 6

Function

Base parts |

5.1 Stem parts
Stem parts are lbng, thin parts. Knowledge is kept about their
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likely composition, and about useful ways of connecting them. The other
important concept related to a stem part is that of the distance it

induces between the parts that it connects.

5.2 Base paris

Next, there are the various ways of forming a solid base for a
.structures the likely places for a base-plate; the idea of a base square
and of a base crosss and the concept of legs.

¢

5.3 Middle parts

Above a base part comes some kind of middle part - perhaps more than
one. A stem part is a kind of middle part, but there are a number of

kinds of fat, middle parts that are quite common.,

5.4 Tob Rparis
The last of the simple types of part is the notion of the top of a

structures e.g. a table—-like top, a sloping top, a small decorative top,

a roof, etc.

5.5 PRart decomposition from appearaice

Associated with 5.1 to 5.4 are useful criteria for splitting an
object into partss these include sharp changes in cross-section, the end
of parallel grooves, a change in general colour, a point of inflexion in
an outline, etc. This MINI-WORLD is concerned with medium and low

resolution CLUES for the likely parts of a structure.
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5.5 Ihe function of paris in a Structure |
Finally}”;héré“TS“a MINI-WORLD that contains functional knowledge

about the role that different parts ¢an play in the compositton‘of‘a

whole object. Such khowledge is intrinsic - like #join the top part to

the bottom part," rather than extrinsic = #the object must be able to

"lift things up from here and put them over there#.

6  31gh level 3-D structures

" W& come now to some higher level knowledge of whole objects and
their appearance, and to a certain appreciation of function. The latter

aspect will necessarily remain primitive until the idea of a wheel is

introduced.

6.1 3=D repertoire

" The basic high-level MINI-NORLD contains descriptions of objects in
terms of their parts, and of kinds of Joins between those parts. This
world consists of 3-D models of a crane, table, bench, chaif. box,
bridge, car, desk, lectern, stall, garage (with:sloping roof),

lighthouse, and so forth.

6.2 Appearance CLUES for 8.l

As we mentioned in section 2, appearance clues for whole objects
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from allﬁpossible viewing angles would occupy a great deal of stora@é.
and i¢ is probably unusual to find objects that are important enough to
warrant so large a vocabulary in real life. Neverthless. for many
objects, there are sets of viewing angles that are important — like the
views of a table from standing height - and in cases like this, whole

ob ject CLUES will be necessarye. We'embhésize that such masks are quite
distinct from underlying 3-D representations of the objects in question,
though low STATUS assertions about the presence of such ob jects may often
follow quite uncritically from the firing of a CLUE. In real life, and
in the FT world, there are many special features that can be used as
CLUES, in addition to those provided by low and medium resolution
analysis of shape: and conversely, it is often necessary to identify an

object before a small feature detail on it can be recognised.

6.3 Extrinsic function specialists

This mini-world will expand greatly as soon as wheels are
introduceds for the present, it contains knowledge about support, and an
elementary theory of balance and stabilitys (two legs do not balance,

supports must be underneath and near the centre)s and some idea of the

notion of a container.

7 Plan-writing and debuggiug mini-worlds

(
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A very important group of mini-worlds is the one concerned with
denugging aspects of the other mini-worlds. Although some knowledge about
depugging will be needed for all groups of mini-worlds, much will be
specific to a particular one because the knowledge that it deals with is
specialised. We expect this to be one of the areas of knowledge that

will eventually differ the most from the preliminary sketch that follows.

7.1 Exror realisation
This MINI~WORLD keeps an account of the errors that arise during the

seeing process, and tries to decide whether this particular error has
occurred before by using descriptions of the error that are created
elsewhere. Other routines read the errors from here, and try to cure them

by altering plans in'the appropriate part of the system.

7.2 Error localisation
The first thing to do is to try to classify the error by deciding.

who is responsible for it. This world knows about the common bugs that
arise in the various worlds, and is able to recognise some symptoms -of

them.

1.3 Error correction
This library is concerned with suggesting specific cures. It is
assumed that the kind of complaint, and the place that it arises, is

known, and is concerned with developing a repertoire of remedies.
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7.4 Analogy specialists

This mini-world is a specialist at using information in plans that
will not quite run in the real world. For example, a normal plan may pass
most of its criteria, but fail on a condition that MUST-BE satisfied. If
there is no better plan in the database, the failed plan may contain_the-
only us.ful information in the system, and so it should be used to help
cope with the new object or circumstance. The analogy specialist can run
the failed plan in a protected environment to see what it suggests, and
can annotate its success or failure elsewhere. This is a common methed of
germinating new plans - they start as comments on existing, slightly

inappropriate oues.

7.5 PBlan differentiator

The plan differentiator contains expert knowledge about when, and
how, a given plan should be reorganised into separate subplans. There
are several basic ways of doing it: leaving a plan alone, but creating a
new plan for a particular sub-class of items that the old one accepts (or
vice versalsj splitting a plan into two co-equal neighbourss setting up

the new plan as a commentator on the original, etc.

7.6 Plan-wriker and historian |

This world contains a standard generator that is capable of creating
a tenfative but callable 3-D model, complete with body.and triggers, from
an example in the recent history of the system. It can also ask that this “

plaii be called soon so that it gets exposed to the test-and-debug
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interaction.

f.1 Trigger specialisk

Finally, we need a watchful specialist that is an expert at adding
CLUES to an existing 3-D model. It lists interesting circumstances that
precede a plan’s being called, tespecially if that call was as a result

of, or resulted in, a bug)i formulates new triggers, and writes them into

plans to test their usefulness.

8 More advanced areas of koowledge =~~~

There is clearly going to arise a need for the system to keep a
coarse model of itself so that simple management strategies may be tried
and debugged like any other plan. Specialists in‘ideas like "importance",
goal", resource allocation®, "interesting coincidence', should be able
to affect the general flow of control, while leaving the details to
specialists. Communication between these and the executive mini-worlds
should take place in terms of assertions about how hard to try for
things, how much tolerance to apply when testing for a certain thing, and
when to call off an approach that is probably unprofitable.

It is also tempting to consider the problems that arise in
assembling a plan for a new structure in the FT world. 1In order to be
able to do this, a number of kinds of knowledge about design,

construction and debugging techniques have to be available. Eventually,
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we hope to be able to specify a function, and have the system produce,
debug, and order the detailed construct;on of a des;gn of its own,
Initially, however, we would expect to give the system a top—-level
description in terms of parts that it understands, and require it to
construct the object that fits that description; The interest from the
visual point of view would be in the extra knowledge that would be
required to oversee the construction, and recogiise errors in
intermediate stages. |

Ne imagine being able to give the system a descfiption of the fofm
“like two chairs glued together at the arm5“$_or "like a table with no
legs at one end". Sketch architects would be called to suggest the parts
of the new object, and join specialists would think about how to join
those parts together. Surrounding these two would be other specialists
that are capable of taking a sketch plan, and of filling it out with
detailed suggestions of exactly which parts to try to use to achieve the
intended structure. Attendant on these would be a cluster of specialists
watching for pugs that arise as particular attempts at insténtiating the
sketch plans are found to fail, and higher order debugging specialists
watching the course of construction for evidence of systematic errors.
These problems may be considered rather distant from the principal
interest of this article, but the utilitarian nature of vision makes it
importaut to study it in,;he=context of doing somg;hing elée; and many of

the issues raised here probably also arise in learning to see.
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9 Discussion

The account given above is intentionally sketchy. A few of the miAi-
worlds that we summarized have been studied in some detail, and we are at
present compiling mére substantial accounts of the knowledge that each’
contains. A major problem for later study is that of finding a good
implemeutations the old issues of the interfacing of special and
general knowledge, of naming strategies, ways of moving ‘fluently among
different 3-D models for the same part of the VIEH (representing
di fferent kinds of kno&ledge about that part), are all raised here. But
we feel fhat the implementation problem is best attacked after we have a
very clear and detailéd account of the knowledge that has to be
expressed. There seems to be no g priori reason why a universal, high-
level formalism should exist that is exactly suited to handling so many
differert types of knowledge, althoujh there will probably be a fgw |
methods that are commonly useful.

Finally, at the risk of offending purists, oue of us would like to
mention that scattered over the clinical and neurophysiological
literature are hints that the mechanisms of masks, Clues, and underlying
3-D representations that we organised into a small Eheory of recogiiition,
may have fairly closely corresponding analogs in Jrimate and in human
visual systems. When we know in more detail the kinds of assertion that
are useful for 3—D“representations, it may be possible to formulate a
succinct and concrete'hypotheSis ébout the kind of single unit response

that one would expect from cells in the relevant occipito-parietal
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regions. Hypotheses of this kind are extremely difficult, but not quite

impossible, to formulate? théy are however comparatively easy to test.

Acknowledgemeut. We thank Ira Goldstein for his criticisms.

References

Abelson, R.P. (1973). The structure of belief systems. Chapter ins

Computer simulation of thought and language, ed. K.Colby & R.Schank.
HeHe Freeman & Co.

Fillmore, C. (1¥68). The case for case. Ins$ Universals in linguistic
theory, ppl—-88. New York: Holt, Rinehart & Winston.

Halliday, M.A.K. (1967 & 1968)., Notes on transitivity and theme in
English. J. Linguistics 3, 37-81, and 4, 1/9-215.

Hewitt, C. (196Y). PLANNERS a language for proving theorems and
manipulating models in a robot. Proc. lat. Joinit Conf. Artif. Iniell.
ppl95-301t. Bedford, Mass® Mitre Corp.

Yclarthy, J. (1¥64). A formal description of a spbset of Algol. Proc.
Conf. on Formal Language Description Languages, Vienna.

Marr, D. & Pettigrew, J.D. (1973). Quantitative aspects of the
computation performed by visual cortex in the cat, with a note on a
~function of lateral iuhibition. Asl.La.. Working paper l. ,

Minsky, M. (1973)., Frames: a theory of representation of knowledge.
(Draft). .

Rosenfeld, A. (1969Y). Picture processing «¥ computer. New Yorks Academic
Press, 1Y6 pages.

Rosenfeld, A. (1973). Progress in picture processings 1voy=/l. ACH
Computing Survevs, 2, 81-104.



