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ABSTRACT

A highly available infrastructure is a premise for capable rail-
way operation of high quality. Therefore, maintenance is
necessary to keep railway infrastructure elements available.
Railway switches, especially, are critical because they con-
nect different tracks and allow a train to change its moving
direction without stopping. Their inspection, maintenance
and repair have long been identified as a cost driver. Switch
failures, particularly, are responsible for a comparable high
number of failures and delay minutes. The reduction of fail-
ures would not only save maintenance costs, but also let more
trains arrive on time and hence increase the attractiveness of
the railway transport. Therefore, upcoming failures need to
be revealed early enough to allow an effective planning and
execution of failure preventing maintenance activities. Re-
search is exploring ways to predict the remaining useful life
of switches.

This paper presents an approach to predict the remaining use-
ful life (RUL) of railway switch engine failures. The devel-
opment is based on measurement data of the electrical power
consumption of switch engines. The two year time series
of 29 switches of Deutsche Bahn was recorded by a com-
mercial switch diagnostic system leading to roughly 250 000
measurement tuples. Since earlier researched showed that the
electrical data alone is not sufficient enough, additional data is
integrated. It takes into account the dependency of the switch
condition data from climatic conditions and certain properties
of the switch construction type.

Predicting a RUL is quite challenging in many PHM applica-
tions. To avoid common problems with uncertainty in mea-
surement data, a long prediction horizon (month) of small
time units (hours) and to stabilise end user acceptance the
approach transforms the RUL prediction problem into a clas-
sification problem of multiple classes. It, then, uses two dif-
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ferent supervised classification techniques, Artificial Neural
Networks (aNN) and Support Vector Machines (SVM), to
predict the RUL in the form of classes. However, as known
from the no free lunch-theorem of classification, there is no
ultimately best performing technique. The success depends
on the problem and data structure as well as on the parametri-
sation of the technique or the selected algorithm respectively.
Especially aNN and SVM have a high number of possible
parametrisations. They can fail the task or result in a very
good performance under the heavy influence of their parametri-
sation. Hence, it is an important aspect of this paper to share
how the different parameters effect the RUL prediction and
which parameters result in maximum performance. In or-
der to compare the performance, two metrics are chosen, the
Matthews Correlation Coefficient (MCC) as single value met-
ric and a visualisation of the confusion matrix as more com-
prehensible metric. Finally, deriving those parameters max-
imising the RUL prediction results enables one of the two
classification techniques to reveal upcoming failures of the
switch engine early enough to prevent them.

1. INTRODUCTION

A highly available infrastructure is a premise for capable rail-
way operation of high quality. Therefore, maintenance is nec-
essary to keep railway infrastructure elements available. Es-
pecially switches are critical because they connect different
tracks and allow a train to change its moving direction with-
out stopping. Switches consist of several components making
them a complex infrastructure element (see Figure 1). Across
Europe’s railway companies, switch failures often account
for the most infrastructure related failures or delay minutes
(Cocciaglia, 2012; Rama & Andrews, 2013; Pool & Vlek,
2016). In Case of Deutsche Bahn 19 % of delay minutes
are caused by switch failures (Rausch, 2010). If applied to
the infrastructure delay minutes of 2015 (DB Netz AG, April
2016), switch failures sum up to around five years of delays.
This does not only result in high maintenance cost but also
leaves rail travellers highly dissatisfied. In order to reduce
those negative effects, upcoming failures need to be revealed
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Figure 1. Example of a simple switch

early enough to allow an effective planning and execution of
failure preventing maintenance activities.

The switch engine (also referred to as point machine) moves
the switch tongues (also referred to as blades), which make
contact with one or another rail and thus enabling a passing
train to take one or the other direction. The majority of switch
failures is caused by faults of the movable components es-
pecially the locking device, drive rods and engine (Rama &
Andrews, 2013). Therefore, monitoring these parts is an es-
tablished way of failure detection.

So called switch diagnosis systems have been invented to
monitor the function of the switch by monitoring the elec-
trical power consumption of the engine during tongue repo-
sitioning. Since the level of power is proportional to the
force necessary to move the tongues, related faults can be
detected. Based on this well known principle, a number of
different approaches has been developed to diagnose failures,
e.g. (Garcı́a Márquez, Weston, & Roberts, 2007; Chamroukhi,
Samé, Aknin, & Antoni, 2008; Silmon, 2009; Atamuradov,
Camci, Baskan, & Sevkli, 2009; Bai, 2010; Eker, Camci,
& Kumar, 2010; Asada, Roberts, & Koseki, 2013). Neither
those nor the stand-alone diagnostic system predict the re-
maining useful life as shown in (Böhm, 2012). But the RUL
is essential in order to enable maintenance to act before the
switch fails. Therefore, the following sections describe the
RUL prediction based on supervised learning and on mea-
surement data of the electrical power consumption of switch
engine combined with additional data.

2. USED DATA SOURCES

2.1. Electric Power Consumption of Engine

There are only a few switch condition monitoring systems
available on the market in Europe, e.g. Roadmaster 2000
from VAE, POSS from Strukton, and SIDIS W (compact)
from Siemens. This research is based on the latter. SIDIS
W only uses the switch motor as sensor. Relevant data, like
voltage, amperage, and active power are directly measured at
the engine and then processed in a remote diagnostic com-
ponent. During the repositioning of tongues, the power time
line graph shows a typical development (see Figure 2). Based

Figure 2. Pattern of active power during repositioning of
tongues within SIDIS W, following (Stoll & Bollrath, 2002)

Figure 3. Principle of alarms in SIDIS W, following (Stoll &
Bollrath, 2002)

on that idealistic, general pattern, each individual switch is
recorded with its characteristic level of power at the installa-
tion. Also threshold values are defined. A yellow and a red
alert, each for an upper and a lower boundary, are set (see
Figure 3). In case the measured values fall below or exceed
their thresholds respectively, first a yellow alert is given. If
the measured values decrease or increase further respectively,
a red alert is given. SIDIS W presents eight indicators, each
displaying the condition state during a different phase or of
a different parameter. Does the measured power level dur-
ing operation, respectively the corresponding indicator flag,
reach the yellow or even the red alert, a failure might occur
or might have occurred. At this time, at the latest, the re-
sponsible operation staff should maintain or at least inspect
the corresponding switch. Theoretically, SIDIS W is able to
detect tongue deformation, exceptional slackness of the lock-
ing, engine failures, and hardly moving tongues caused by
a bad switch condition (Stoll & Bollrath, 2002). In reality,
the SIDIS W produces a high rate of false alerts as proven
in former analysis (Böhm, 2012). The main reason is that
the condition is influenced by other parameters too, such as
climate, switch characteristics, maintenance, age and usage
(University of Birmingham, 2008; Zwanenburg, 2009).
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2.2. Temperature and Humidity

The humidity on the slide chairs and the locking device de-
creases friction a little bit. The temperature effects material
contraction. Its change induces movement of the tongues
alongside the rails. This can lead to cant and blocking in
the locking device. Especially the temperature causes sea-
sonal and daily fluctuation in the measurements. Therefore,
temperature and humidity have a relatively high correlation
with the electric power consumption of the switch engine, see
(Böhm & Doegen, 2010) for details. Hence, such data should
be combined with the SIDIS W measurements in the devel-
opment. The data had been retrieved from a public weather
station nearby the switch locations. Though, the actual tem-
perature and humidity at a particular switch might differ from
the general areal climate the results were convincing (E.g.
for one Switch the correlation coefficient between maximum
power of the engine gear and the temperature is −0.792. The
coefficient of determination is 62.78 %). Besides, it was the
only available data source.

2.3. Switch Construction Characteristics

As for the switch construction characteristics, the switch type,
locking type, radius, sleeper type, rollers and engine type are
used to group switches with similar behaviour in the electric
measurements. For example, single switches are less com-
plex than curve or even double switches and need less main-
tenance while a smaller radius induces higher lateral forces
when a train is passing resulting in higher wear. Also, differ-
ent locking types are responding differently to temperature
changes due to their tolerance regarding tongue movement.
Rollers cause less friction than simple slide chairs. Alto-
gether, the characteristics of switches need to be considered
when interpreting measurements. The level of high power
consumption can be a normal behaviour within one group
while meaning a fault in another group. This is reflected
by developing a prediction according to groups. This also
helps to transfer results to new switches. If the prediction fol-
lows groups instead of individual switches, then, a new switch
can be interpreted according to its corresponding group right
away instead of building an individual data pool over time
before training and applying a prediction model.

As mentioned above, there are more parameters influencing
the condition of switches, most notably the usage (e.g. num-
ber of trains passed, cumulated axle load passed) as well as
the condition and maintenance of the track bed. Unfortu-
nately, no sources were available to investigate the effects and
incorporate them into the prediction.

2.4. Switch Failures as Condition Reference

The data driven approach chosen to develop a RUL predic-
tion is based on supervised learning techniques (as described
later). This requires some kind of reference for the RUL to

derive and – equally important – to evaluate the prediction
results. The actual condition of a switch is unknown at any
time. Only when it fails it is revealed. Deutsche Bahn records
failures in its enterprise resource system SAP. The database
contains the start and end time of a failure along with pre-
defined failure parts and causes. Also, each database entry
includes freely editable text for the failed parts and their rea-
son. This data is used as reference. Here, the before men-
tioned high rate of false alerts of SIDIS W produced an unin-
tended benefit for the prediction development. Some time af-
ter the initial installation in 2002, the maintainer stopped pay-
ing attention to the alarms. But SIDIS W measurements were
recorded continuously without any implication of the actual
maintenance activities. Fortunately, this provides a seldom
situation in which the condition monitoring is independent of
the condition. Both sources can be used for a combined anal-
ysis with a retrospective evaluation of hypothetical and real
condition. In contrast, if the maintainer acts according to the
system, afterwards it will be unclear if a failure would have
occurred actually. Hence, it would be impossible to validate
the system performance.

2.5. Attributes and Amount of Used Data

After explaining the type of used data sources, the following
section will describe the actual attributes and amount of data
used for the prediction.

From the overall 56 parameters which SIDIS W records only
11 plus 4 meta attributes are relevant (see Table 1 for their
description). Many of the discarded parameters only hold the
information if a threshold of a measurement parameter was
passed and what alarm was given. Others were simply static
bearing no information useful for the prediction.

The measurements are combined with the temperature and
humidity via their respective time attribute. Begin and end of
a failure as well as the documented failing component and its
cause are joined to the data base. Using the start time of the
failure, each power measurement tuple is associated with an
upcoming failure. It enables the calculation of the real RUL
of each tuple. The static attributes of switch characteristics
are used to define similar groups as described in section 2.3.

Deutsche Bahn provided electric power monitoring data from
29 switches in stations and on track. All are located within an
area of 20 km at lines with mixed traffic of freight, regional
and long distance trains. These switches are quite heteroge-
neous in their characteristics:

• Some are simple switches others are curved.
• Their radius cover 190, 500, 760 and 1200 m.
• Some are on concrete and some on wooden sleepers.
• The number of rollers ranges from 0 to 7.
• Some have a clamp lock others a pawl lock.
• But they all have a S700K electromechanical engine.
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Table 1. Attributes chosen for prediction

Attribute Description [Unit]
ID Unique identifier of the measurement tuple
AKZ number of the switch
ErfDatum Date and time of measurement
R Direction of tongue movement
Pleer Avg. power during idle engine (phase 1) [P]
Plauf1 Avg. power during moving off-tongue (phase

2) [P]
Plauf2 Avg. power during moving both tongues

(phase 4) [P]
Pverschl Avg. power during locking (phase 6) [P]
Tumlauf Time of repositioning (throw) [s]
Iunsym Asymmetry of electrical power
Pzvorspg1 Power portion via mechanical tension of first

tongue [P]
Pzvorspg2 Power portion via mechanical tension of

second tongue [P]
Prutschpk Maximum power at the end peak [P]
Umotor Electric voltage of the engine [V]
PverschlPk Maximum peak begin of locking (phase 5) [P]
Feucht Humidity [%]
Temp Temperature [C]
StorID Unique identifier of the failure
Storbegin Date and time when the failure occurred
Storende Date and time when the failure was solved
Beschreib Free text description of the failure
UrsachenT Free text description of the failure cause
ProblCodeT Predefined text of failure cause
ProblGrpT Predefined text of failing component
WTyp Switch type
VerschlTyp Locking type
Zungenroll Number of rollers
Radius Radius of the switch [m]

The recorded period stretched from March 2007 to March
2009 but was not complete for all 29 switches due to record-
ing gabs. Nevertheless, for at least 17 switches, one complete
year has been recorded which is important to cover all sea-
sonal effects. Figure 4 gives an overview of the recorded pe-
riods for each switch and the amount of daily measurements.

Since there are measurements for which a failure would even-
tually occur in the unknown future and hence unrecorded by
the time the data was provided, some measurements are cut.
So, the data is right censored when the desired event (failure)
is missing. Here, it affects 61584 tuples. Additionally, 48934
measurements had to be discarded because the system itself
marked them as invalid measurements without a comprehen-
sible reason. Due to these circumstances, 184278 tuples re-
main out of 294796 original tuples.

A = {Am : 1 ≤ m ≤ 28} (1)

S = L×A with L := {l ∈ N|1 ≤ l ≤ |S|}
and |S| = 184278

(2)

To give a perspective on that numbers, past research mainly
used artificial (simulated) data or data from laboratory instal-
lations (Garcı́a Márquez et al., 2007; Silmon, 2009; Atamu-
radov et al., 2009; Bai, 2010; Eker et al., 2010; Asada et al.,
2013). If real data was used, only a few (less then five) switch
engines had been investigated (Chamroukhi et al., 2008; Pe-
dregal, Garcı́a Márquez, & Roberts, 2009). Therefore, the
diversity and number of switches as well as the amount and
covered time of real live data provide a foundation for the
prediction which distinguishes this work from other.

3. BASIC PRINCIPLE FOR THE PREDICTION

In theory, the condition is a function Z assigning a RUL of a
real number value b in the interval between the failure 0 and
the maximum RUL maxRUL to each sample Sl.

Z : RUL→ B with B = {b : 0 ≤ b ≤ maxRUL}R (3)

In reality, predicting a RUL is quite challenging in many PHM
applications. A common problem is the uncertainty in mea-
surement data, which leads to uncertainty in the prediction,
especially in cases in which a long prediction horizon (e.g.
month) is given in small time units (e.g. hours). The pre-
dicted RUL might fluctuate and may appear unreliable in the
view of the users. Besides, what is the benefit of a high reso-
lution RUL which gives 3.582 month at one measurement and
3.574 month at the next while the time to act only requires a
few days lead time? As in many applications, the lead time
to timely act before a failure will define the best resolution.
Sometimes, the measurements are only discrete and hence, do
not allow for continuous prediction values. In case of switch
failure prediction, all of that makes a discrete approach more
suitable. Therefore, the RUL is binned in intervals covering
the certain time periods as initially presented in (Böhm, 2015)
and schematically shown in Figure 5.

One important aspect is the definition of intervals. They should
consider the necessary lead time to prevent failures. The in-
tervals were identified in a workshop with maintenance staff
and planners of Deutsche Bahn. Two things are important:

1. An emergency fault clearance cloud be executed if 1
to 2 hours remain before the break down. This time
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Figure 4. Switches and their periods of recorded SIDIS W measurements
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is mainly required by the staff to get to the concern-
ing switch and execute maintenance even if they are on
stand-by duty. In this way, an immanent operation dis-
ruption might be averted, assuming the track does not
need to be blocked.

2. The emergency clearance does not guarantee a delay pre-
vention and comes at high costs and depends on available
resources. This is to be avoided. To plan and timely ex-
ecute maintenance activities efficiently, potential fail-
ures need to be revealed 3 to 5 days prior to the event.
Activities and resources are invoked into the work sched-
ule. This way, it is almost guaranteed that the problem
will not affect the train operation, which makes the 3 to
5 days the pivotal mark.

Now, it is possible to understand the prediction as a classifi-
cation problem with (at least) two classes. One contains all
tuples with a RUL of less then 5 days and the other with a
RUL of 5 days and more. But binary classes seem to be only
slightly more helpful thus, additional distinction is required.
Any further binning should consider the above mentioned un-
certainty by covering larger periods for high RUL and smaller
for the near future. This reduces fluctuation and stabilises
end-user acceptance. In favour of an easy implementation,
a geometric sequence (2x) is chosen here to represent class
intervals. The sequence is not only mathematically precisely
defined but also fits well to time values if assigned to days.
For example, 2−4 = 0.0625 days is equal to 1.5 hours while
22 = 4 days. Both represent the mean of the emergency and
the scheduled maintenance marks.

Z : RUL→ I with i ∈ I = {1, 2, . . . , 14}

and z(RUL) =


1: 0 ≤ RUL ≤ 2−4

i : 2i−6 < RUL ≤ 2i−5

14: 28 < RUL

(4)

As described above, each sampled tuple has a continuous real
RUL (the real condition TZ) derived from the next upcom-
ing failure, which is documented in the SAP system. The
attribute ATimeToFailure carries this information. The value is
empty if measurements are not leading to a recorded failure.

TZ : S → Z

sl 7→ zi ∀sl ∈ S : ATimeToFailure(sl) 6= ∅
(5)

The prediction goal is to identify another function f that is
learned from a training set of the samples. The function shall
provide a hypothetical RUL (the hypothetical condition HZ)
for a set of test samples.

f : S → Z

sl 7→ zi ∀sl ∈ STraining ⊂ S
(6)

HZ : S → Z

sl 7→ zj ∀sl ∈ STest = S \ STraining
(7)

4. CLASSIFICATION METHODS AND PERFORMANCE MET-
RICS

4.1. Selecting Suitable Classification Techniques

The previous section transformed the continuous RUL into
discrete classes with respect to lead time relevant for main-
tenance scheduling. The prediction became a classification
problem with multiple classes. Each class is defined by a cer-
tain combination of feature (data) values of the observations
which can be found in all or at least the majority of class
members. A classification function identifies those describ-
ing feature values and then compares a new observation to it
in order to asses and assign the class membership. If the ac-
tual class membership of observations is known, like in this
case, a supervised learning technique can be applied based
on the measured data (see section 2). A subsection of the ob-
servations is used to derive a classification function. Some
techniques build a representing model (e.g. a class-defining
boundary in feature space or series of transition functions
leading to a class membership) or simply use a distance mea-
sure to the known class instances to asses and assign a new
observation.

The world of data mining offers various techniques and a
wide range of algorithms to solve such a classification prob-
lem. (Note: Here, technique is understood as a family of al-
gorithms belonging to the same basic principle. For example,
a Support Vector Machine is the technique and the particular
kernel-function is the algorithm) Not every technique suits
the underlying structure and the data. The case at hand is
characterised the following:

• The number of classes is relatively high and can vary be-
cause switches have different number of failures during
the recorded two year period. Hence, not every switch
has measurement data in each class. That requires clas-
sification techniques with low sensitivity to the number
of classes.

• The data contain a lot of noise against which a technique
must behave robustly.

• Any technique must deal with the heavily unbalanced
class membership distribution, see Figure 6.

• The number of used attributes (dimensions) is not small.
So, a technique which is applicable for a high number of
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dimensions is preferred.

• Switches with certain design characteristics and resulting
similar behaviour are grouped. The measurements are
significantly different between these groups. The clas-
sification technique should account for that and the fact
that not every group is represented in training. Therefore,
the technique should not tend to over-fitting.

Techniques like k-Nearest-Neighbour (kNN), artificial Neural
Networks (aNN), Decision Trees (DTree) and Support Vec-
tor Machines (SVM) are suitable while the popular Bayesian
Networks are not. The later is influenced by the class distri-
bution and does not handle noisy data well (Lee, 2010; Sebas-
tiani, Abad, & Ramoni, 2010). Although, all of the four men-
tioned techniques had been investigated, only the work with
aNN and SVM will be described further because of the var-
ious parameter options they have. Even with generally suit-
able techniques, there is no ultimately best algorithm to solve
a problem. This is known as the ”No-Free-Lunch-Theorem”
(introduced by Duda et. al in 1973) and still holds true (Duda,
Hart, & Stork, 2012). The success of a technique to solve a
problem sometimes heavily depends on the algorithm and the
parameters. The same algorithm can produce excellent results
or completely fail the task depending on the configuration.
Therefore, identifying the right parameter systematically is
an important scientific contribution, not only in this field but
in various research areas like biology, medicine, and finance.

Since aNN and SVM are well known techniques, only a very
brief description is given here. Artificial Neural Networks

take the human brain as role model. Like in its biological
origin, aNN consist of neurons that process an input to an
output. In a single neuron, the sum of all weighted input sig-
nals is passed through depending on a threshold value. The
processed signal can be the result or the input for another neu-
ron. The network is build of multiply neurons in one to many
layers of neurons. During the supervised learning phase, ini-
tial (random) weights are adapted in each epochs of output
calculation until the overall discrepancy to the desired output
is acceptable or a certain number of epochs has been reached.
Thought the theory of aNN was developed in the 1940s not
until computers reached a level of computation power aNN
could be applied to real problems. aNN are highly capable to
map complex, non-linear functions between input and output
vector as well as to parallelise computation. They also tol-
erate noisy data. Their biggest disadvantage is a tendency to
converge towards a local optima instead of a global one. Fur-
thermore, it is difficult for a user to asses weather a training
resulted in an global optimum or not. Sometimes, over-fitting
can be a problem with aNNs too. For more details about cal-
culation, transition functions and network designs of aNNs
see (Hand, Mannila, & Smyth, 2001) or (Zhang, 2010).

Support Vector Machines have been introduced by Vapnik
in 1995 (Vapnik, 2008) and gained popularity in recent years.
Simply speaking, SVM try to find a separation axis (hyper-
plane) in the feature space that maximises the distance (mar-
gin) between data points and best divides classes. The hy-
perplane is defined by points along the margin – the name
giving support vectors, see figure 7. Many real life problems
do not consist of linear separable classes. To solve these,
SVM uses Kernel-Functions to transform the feature space
into a higher dimension and to identify a hyperplane there.
Many Kernels had been defined over time, some are linear,
polynomials of n-th grade or sigmoid. SVM are very robust
against noise, permutation in the classes, and the number of
dimensions. Contrary to aNN, they almost always converge
to the global optima because of the margin maximisation.
This comes at the cost of high computation time which expo-
nentially growth with the number of classes. The right choice
of Kernel is essential to a SVMs success. Finding the right
Kernel at high computation time is the biggest drawback of
SVM. For more details about optimisation, Kernels and pa-
rameters see (Burges, 1998), (Shmilovici, 2010) or (Ben-Hur
& Weston, 2010).

4.2. Selecting Suitable Metrics

Before selecting metrics, it is important to introduce the con-
fusion matrix C as the basis of many metrics for classifica-
tion problems. The two Eqs. (5) and (7) in section 3 already
defined one vector containing the real class of all samples
and another vector with all hypothetical classes as the result
of a classifier (parametrised instance of a classification algo-
rithm).
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C ∈M(I × I,N)
mit Ci,j = |{s ∈ S : TZ(sl) = zi, HZ(sl) = zj}|

(8)

The confusion matrix C is quadratic and each cell contains
the number of samples belonging to the real class in the row
and being classified as the corresponding class in the column.

Finding the right classification technique and the parameter is
essential for success. In order to evaluate the success, select-
ing or defining a suitable performance metric is vital too. The
metric, of course, must be independent of the classification
technique when comparing their performance. The assess-
ment must be as impartial as possible. Metrics have different
properties determining how they react to certain characteris-
tics of the data structure. For example, the very simple and
commonly used accuracy. It is defined as the ratio from the
number of correct classified samples of all samples. The ac-
curacy is highly variant to the class distribution, as can be
seen from two simple examples of a binary classification. Ta-
ble 2 shows the confusion matrices of the same classifier but
with different distributions between the classes true and false
by factor 1000.

Table 2. Confusion matrices of one classifier but with differ-
ent distributions between the binary classes

Classifier 1 with class distribution a
CI , 1 positive CI , 2 negative

C1, J true 3000 2000
C2, J false 3 12

Classifier 1 with class distribution b
CI , 1 positive CI , 2 negative

C1, J true 3 2
C2, J false 3000 12000

Though, it is the same classifier which performs exactly the

same, the accuracy suggests otherwise. Misleadingly, at 0.6
( 3000+12
3000+2000+3+12 = 0.6) the first seems to perform quite not

as good as the second with 0.8 ( 3+12000
3+2+3000+12000 = 0.8).

Since, at the moment of application the actual class distri-
bution will be unknown, it is important to identify the best
classifier independent of the distribution at the moment of de-
velopment.

This demonstrates how essential the metric can be to asses the
solution and hence to impartially find the best way to solve
the problem. The structure and the data of switch failure pre-
diction require metrics with the following properties:

• The metric must be applicable from binary to multiple
classes.

• It must be invariant against the class distribution. The
class distribution is not only unknown for future use but
also changes during training iteration when samples are
drawn randomly.

• Any metric must tolerate noise in the class membership.
• The classes shortly before the failure contain little data,

but any metric should treat these small classes the same
as others.

• Also small changes in the performance should be distin-
guishable by the metric.

The literature provides many metrics, but only a few of them
meet the criteria above. A systematic investigation of met-
rics properties can be found in (Leao, Yoneyama, Rocha, &
Fitzgibbon, 2008; Sokolova & Lapalme, 2009; Ferri, Hernández-
Orallo, & Modroiu, 2009). The selection is based on the de-
scriptions and results therein. Since none of the known met-
rics fits ideally, Matthews Correlation Coefficient (MCC) and
a simple visualisation of the confusion matrix will be used in
the paper.

Matthews Correlation Coefficient (MCC) was introduced
by (Matthews, 1975). It can be used for binary and multiple
classes. The MCC handles noise and unbalanced class distri-
butions very well while being good to display small changes
in the confusion matrix. Though, it is not completely invari-
ant to a changing class distribution it reacts far less sensitive
than most other metrics (see (Jurman & Furlanello, 2010) for
more details). The MCC is calculated from the confusion ma-
trix ( Eq. 8) with additional indices o, p, q as follows:

MCC =

I∑
i,j,o=1

CiiCoj − CjiCio√√√√√ I∑
i=1

(
I∑

j=1

Cji

)(
I∑

p,q=1
p6=i

Cqp

)√√√√√ I∑
i=1

(
I∑

j=1

Cij

)(
I∑

p,q=1
p 6=i

Cpq

)

(9)
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As a single value metric, the MCC makes comparing several
results easy. Besides, the MCC is foremost used to evaluate
classification at different parameters because of its high res-
olution. A MCC value of 1.0 shows a perfect classification
while−1.0 represents a completely wrong result, see (Jurman
& Furlanello, 2010) for more details about the MCC.

5. CLASSIFICATION RESULTS FOR PREDICTION

Now, that classification techniques have been selected as well
as the metrics to measure the success, this section will iden-
tify the most successful parametrisation and compare the pre-
diction results.

During the development, the data set is separated into a 70%
portion as training set and the disjunct remaining 30% as
test set. The sets are drawn randomly while approximately
keeping the class distribution intact (stratified random sam-
pling). Since the classification result can depend on the sam-
ples within the training respectively test set, the steps of draw-
ing, training, and testing are repeated 100 times. Afterwards,
the evaluation is expressed with the arithmetic average of the
metric from these iterations. The number of iterations could
be different as long as it ensures that performance is not the
result of a lucky or unlucky combination of samples in the
training or test set.

5.1. Best Individual Parameters

In this case, the aNN is a Multi-Layer-Feed-Forward network
implemented with the standard algorithm from (Riedmiller &
Braun, 1993). The investigation of the best parameter set-
tings is done systematically. Therefore, the number of hidden
layers is increased stepwise by 1 while the number of neu-
rons per layer is incremented from 8 to 38. (The training
is stopped after 100 epochs, though, the result does not any
longer change significantly after 60 to 80 epochs).

Figure 8 and Table 3 show a mediocre success of the aNN,
though, it is stable throughout all configurations. The perfor-
mance is clearly above 0.0, hence, it is better than a random
classification. A closer look into the range from the mini-
mum to the maximum MCC (visualised in Figure 9) reveals
that the performance decreases if more than one hidden layer
is selected. The best performance is reached with 28 neurons
but it does not really make a difference between 24 to 34 neu-
rons. The standard deviation from the 100 iterations ranges
from 0.0127 to 0.0322. This indicates a very good overall
precision.

The data is noisy and the samples in the feature space are
close to each other and often overlapping. Paired with the
aNN tendency to converging into local minima, this might
explain the results. The aNN learns a particular model rela-
tively fast, but this is not general enough.
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Figure 8. aNN prediction performance at various number of
hidden layers and neurons
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Figure 9. aNN prediction performance at various number
of hidden layers and neurons (zoomed into the MCC range
[0.256, 0.325])
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Table 3. MCC as metric of the aNN prediction performance
at various number of neurons and hidden layers

Hidden Layers
Neurons 1 2 3

8 0.273 0.256 0.257
10 0.286 0.283 0.259
12 0.293 0.289 0.272
14 0.299 0.303 0.278
16 0.308 0.309 0.292
18 0.312 0.308 0.284
20 0.310 0.300 0.294
22 0.318 0.309 0.296
24 0.318 0.309 0.294
26 0.322 0.311 0.298
28 0.325 0.308 0.294
30 0.324 0.311 0.291
32 0.322 0.315 0.300
34 0.321 0.307 0.308
36 0.316 0.295 0.297
38 0.316 0.311 0.293

Nevertheless, aNN has been subject for research since the
1940s and many network types – sometimes very special ones
– have been developed since. Therefore, it can not be ex-
cluded that some aNN exists which is capable to produce bet-
ter results. But the extensive effort to further investigate this
would only make sense if the SVM do not reach sufficient
results.

For any SVM, the user must first select a Kernel function
which transforms the data into a higher dimension to opti-
mise the separation hyperplane. Besides, the penalty term
(∈ R>0) needs to be chosen. It defines how much a point
that violates the margin (see Figure 7) is tolerated. Depend-
ing on the Kernel, additional parameter might be necessary,
e.g. the grade, scalar, and rest term of a polynomial Kernel or
the width Sigma (σ ∈ R>0) of the Gauss form of a Radial-
Base-Function (RBF) Kernel. The research at hand used the
SVM implementation of (Platt, 1999), respectively the im-
provement of (Keerthi, Shevade, Bhattacharyya, & Murthy,
2001). At first, a linear Kernel is used, because it only has
the penalty as parameter and is therefore easy and fast to use.
The results at various penalty values lay in the MCC range of
0.140 to 0.181 with a standard deviation below 0.01. The bad
performance is not unexpected considering that the classes
are hardly linearly separable. A RBF Kernel promises better
results although the costly transformation makes the system-
atic parameter search a very time consuming task. To reduce
this effect, a raster search for penalty and sigma is performed
following the suggestions of (Hsu, Chang, & Lin, 2003) as
well as (Min & Lee, 2005).

How much the performance depends on the parameter is clearly

displayed in Figure 10 and corresponding Table 4. Certain
combinations return a random classification (MCC = 0.0)
while others are almost perfect (MCC = 1.0). A zoom into a
finer grid (see Figure 11) shows a maximum performance at a
penalty value of 128 and sigma of 0.2. With aMCC = 0.975
and a standard deviation below 0.0019, the RBF clearly out-
performs aNN. Also, the investigation of a polynomial or sig-
moid Kernel are obsolete, especially because both have more
parameters and often show worse results (shown in (Hsu et
al., 2003, p. 4), (Min & Lee, 2005, p. 610), (Ben-Hur & We-
ston, 2010, p. 4)). Therefore, only the SVM with an RBF
Kernel, a penalty of 128, and sigma of 0.2 will be given a
closer look at the performance of predicting the RUL-classes.
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Figure 10. Prediction performance of SVM with RBF Kernel
at various parameters
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Figure 11. Prediction performance of SVM at an alternate
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Table 4. MCC as metric of the SVM prediction performance at various parameters of a RBF Kernel

sigma
Penalty 2−15 2−13 2−11 2−9 2−7 2−5 2−3 2−1 21 23 0.1 0.2 0.3 0.4 0.5
2−5 0.00 0.00 0.04 0.10 0.32 0.62 0.63 0.39 0.20 0.13 - - - - -
2−3 0.00 0.00 0.04 0.10 0.28 0.60 0.79 0.58 0.34 0.21 - - - - -
2−1 0.00 0.00 0.04 0.10 0.28 0.60 0.84 0.65 0.39 0.26 - - - - -
21 0.00 0.00 0.04 0.11 0.29 0.62 0.88 0.72 0.42 0.30 0.937 0.907 0.861 0.794 0.749
23 0.00 0.00 0.04 0.11 0.29 0.62 0.90 0.78 0.47 0.33 0.948 0.940 0.914 0.863 0.809
25 0.00 0.00 0.04 0.11 0.29 0.62 0.90 0.83 0.52 0.36 0.948 0.965 0.941 0.906 0.867
27 0.00 0.00 0.04 0.11 0.29 0.62 0.90 0.87 0.59 0.39 0.948 0.981 0.962 0.935 0.908
29 0.00 0.00 0.04 0.11 0.29 0.62 0.90 0.89 0.66 0.41 0.948 0.977 0.961 0.951 0.931
211 0.00 0.00 0.04 0.11 0.29 0.62 0.90 0.90 0.69 0.45 0.948 0.976 0.961 0.948 0.943
213 0.00 0.00 0.04 0.11 0.29 0.62 0.90 0.89 0.74 0.50 0.948 0.976 0.958 0.948 0.943
215 0.00 0.00 0.04 0.11 0.29 0.62 0.90 0.89 0.79 0.54 0.948 0.974 0.958 0.945 0.940
217 0.00 0.00 0.04 0.11 0.29 0.62 0.90 0.88 0.82 0.58 - - - - -

5.2. SVM as favourable predictor

The excellent results of the SVM with RBF Kernel in the pre-
vious section arise the question how good the classifications
of the individual RUL-classes are. To answer this question,
the confusion matrix is visualised in Figure 12 and in Table 5
accordingly. They show the ratio of the real class each cell
has. Along the diagonal line, the true positive rate (TPr)
is displayed. It represented the ratio of correct predictions
within the corresponding real class. All other cells contain a
misclassification.
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Figure 12. Confusion matrix of the prediction with a SVM
shown as share of real RUL-class

A few things shall be pointed out from Figure 12:

• There are rarely misclassifications of classes with long

time differences because only very small numbers exist
offside the diagonal.

• The Classes z1 to z4 are less precise than others. In this
area, with RUL values below 0.5 days, the number of
samples is small and the overlapping is high. The good
thing is that the misclassification mainly stays within these
small classes.

This leads to the conclusion that an improvement can be reached
with an alternate class structure in which the smaller classes
are joined. A few alternatives were defined to investigate
the effect of different RUL-class structures. Some structures
joined small classes, some are defined with equal days dis-
tance instead of geometric while others consist of only four
classes. Due to limited space in this paper, only one espe-
cially interesting candidate is elaborated.

The alternate structure joins the smaller classes but no longer
follows a mathematically simple sequence. Moreover, it is
oriented to calendar periods as well as the lead time required
by the maintenance staff. The interval boundaries are manu-
ally chosen at {0.125, 1, 3, 5, 14, 28, 61, 122, 244,∞} days.
This provides 3 hours for an emergency fault clearance, one
full day to initialise an activity, three to five days for timely
planning, two and four full weeks and month after that. While
the MCC = 0.989 is only a slight improvement compared
to previous results, the confusion matrix in Table 6 and its
visualisation in Figure 13 show a clearer picture. All but the
smallest class have a very high TPr, which makes the predic-
tion really successful.

6. CONCLUSION

The paper presented an approach to predict the Remaining
Useful Life of railway switches. The data driven prediction
was based on electric measurements of the engines (point
machine) of 29 switches of Deutsche Bahn and combined
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Table 5. Confusion matrix of the prediction with a SVM shown as share of real RUL-class, class structure 2i

Hypothetical class [d]
Real class 0.625 0.125 0.25 0.5 1 2 4 8 16 32 64 128 256 > 256

0.0625 0.724 0.081 0.065 0.001 0.015 0.003 0.000 0.003 0.005 0.034 0.032 0.015 0.001 0.020
0.125 0.136 0.623 0.150 0.007 0.020 0.000 0.000 0.000 0.002 0.025 0.002 0.018 0.007 0.009
0.25 0.026 0.084 0.730 0.140 0.005 0.000 0.000 0.001 0.000 0.006 0.002 0.000 0.000 0.005
0.5 0.000 0.001 0.062 0.858 0.072 0.002 0.001 0.003 0.000 0.001 0.000 0.000 0.000 0.000
1 0.003 0.001 0.001 0.015 0.946 0.024 0.001 0.000 0.001 0.001 0.005 0.002 0.000 0.001
2 0.000 0.000 0.000 0.000 0.021 0.950 0.022 0.001 0.003 0.000 0.001 0.000 0.001 0.001
4 0.001 0.000 0.000 0.000 0.000 0.010 0.979 0.007 0.001 0.000 0.001 0.000 0.000 0.001
8 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.986 0.005 0.001 0.001 0.000 0.000 0.000

16 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.991 0.004 0.001 0.000 0.000 0.000
32 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.994 0.002 0.000 0.000 0.000
64 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.994 0.003 0.000 0.000
128 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.995 0.002 0.000
256 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.995 0.002

> 256 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.999

Table 6. Confusion matrix of the prediction with a SVM shown as share of real RUL-class, class structure manual

Hypothetical class [d]
Real class 0.125 1 3 5 14 28 61 122 244 ∞

0.125 0.824 0.088 0.000 0.000 0.004 0.021 0.034 0.017 0.000 0.013
1 0.024 0.952 0.017 0.000 0.000 0.001 0.004 0.003 0.000 0.000
3 0.000 0.012 0.976 0.008 0.000 0.001 0.001 0.000 0.001 0.001
5 0.000 0.000 0.015 0.974 0.010 0.000 0.001 0.000 0.000 0.000
14 0.000 0.000 0.000 0.002 0.993 0.002 0.001 0.000 0.000 0.000
28 0.001 0.000 0.000 0.000 0.002 0.994 0.003 0.000 0.000 0.000
61 0.000 0.000 0.000 0.000 0.001 0.001 0.995 0.002 0.000 0.000

122 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.995 0.002 0.000
244 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.995 0.002
∞ 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.999
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Figure 13. Confusion matrix of the prediction with a SVM
shown as share of real RUL-class

with additional data about temperature, humidity, and switch
design characteristics. Instead of a continuous prediction,
the RUL was binned in intervals and therefore the predic-
tion was transformed into a classification problem of multi-
ple discrete classes. The structure of the classes (the binning
intervals) followed the required lead time of maintenance to
timely plan and execute activities. This transformation does
not only make the prediction itself easier but also reduces
uncertainty and increases user acceptance. The documenta-
tion of failures was used as reference for supervised learn-
ing with artificial Neural Networks and Support Vector Ma-
chines. Since finding the right parameter is crucial to the suc-
cess, these were identified systematically. During this pro-
cess, SVM with an RBF Kernel clearly outperformed the aNN
(Multi-Layer-Feed-Forward network). Applied to the 98 doc-
umented failures and the roughly 245000 measurements, it
was possible to at least predict 50 of them correctly. So to
speak, 50% of failures could be prevented.

Though, the research revealed a few good guidelines about
how to structure the classes and select intervals that consider
maintenance requirements. Future work should further inves-
tigate this with direct feedback about experience with the pre-
diction. Additionally, other techniques of classification or un-
supervised learning should be applied to the prediction. Nev-
ertheless, the biggest challenge is to test the results at a much
bigger data base. Even with the data based used here, the in-
stances of a certain switch and failure type had been so few
that it remains unclear if the results generalise good enough
for a real life application. But ultimately, only a real life ap-
plication can reduce maintenance cost and prevent failures.

NOMENCLATURE

A Set of attributes selected as data base for the predic-
tion

I Set of prediction classes (real condition)
i Index of prediction class (real condition)
J Set of prediction classes (hypothetical condition)
j Index of prediction class (hypothetical condition)
L Set of all tuples within S
l Index of tuple within S
m) Index of attributes A
S Set of all sample tuples for the prediction
B Set of all real numbers in the interval between 0 and

the maximum Remaining Useful Life maxRUL
b Single value of the RUL
f An arbitrary function
HZ Hypothetical condition
MCC Metric Matthews Correlation Coefficient
o additional index of the confusion matrix C to cal-

culate the MCC
p additional index of the confusion matrix C to cal-

culate the MCC
q additional index of the confusion matrix C to cal-

culate the MCC
TZ Real condition
Z Set of classes, which represent the RUL and hence

the condition
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